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CHAPTER 1 

THE PROBLEM 

 

 

1.1. Rationale 

Nowadays, transferring data is daily routine activities of computer users. They transfer 

data from or to various media, CD/DVD, Hard drive, Flashdisk, or from one computer to 

others. In general, the process of transferring is quite simple, selecting the data to be 

transferred from specified source, then specifying the destination location of transferring 

data, and finally data are transferred. During the process of transferring, the operating 

system reacts and coordinates with all the resources associated with this process. Figure 

1.1 showed the typical file transfer operation as performed by some kind of computer 

[3]. Data from hard drive copied by DMA to kernel buffer, then data copied to user 

buffer by CPU copy. These two processes is called as a read process. The next process of 

transferring file is copying data to socket buffer by CPU copy, and then data copied to 

Network interface by DMA copy. These last two processes is known as write process.    

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 Traditional Data Transfer [3] 

 

The whole procedure consumes a lot of CPU cycles and memory bandwith, for data 

must be copied between application memory space and kernel memory space[1]. The 

kernel processes messages, causing many times of data copy and a lot of content 

transforming and at the end resulting in the high delay between network point to 
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points[2]. In general, the whole unnecessary process of data copying cause the computer 

have a poor performance. Zero copy is a common name for various techniques and 

design improvements aimed at reduction of unnecessary memory accesses, ussually 

involving avoidance of data copying [3]. Many researchers have developed zerocopy 

methods to optimizing the traditional data transfer to increase good I/O performance. 

One of them is the one developed splice zerocopy, Larry McVoy[4]. These zerocopy 

techniques aims to avoid and optimizing kernel data copying. Use an integer file 

descriptor to replace data copying from kernel buffer to user buffer and from user buffer 

to socket buffer. In other word, these techniques eliminate CPU copy from kernel buffer 

to user buffer and from buffer to socket buffer. 

Another study which focus on area avoidance and optimizing kernel data copying is 

mmap (memory mapping), sendfile and sendfile with DMA scatter/gather copy. Table 

1.1 showed advantages and disadvantages of each techniques in optimizing kernel data 

copying area. 

 

Table. 1.1 Advantages and Disadvantages Zerocopy Techniques [1] 

Method / 

Techniques 

CPU 

Copy 

DMA 

Copy 

Context 

Switch 

Advantages 

And 

Disadvantages 

Memory 

Mapping 

1 2 4 Virtual memory operation is costly. 

COW (copy on write) needs to be 

implemented and this is costly 

Sendfile 1 2 2 Sendfile hard to implement due to 

asynchronous network transfers. 

Sendfile 

with 

Scatter/Gat

her Copy 

0 2 2 Need hardware which supports DMA 

scatter/gather copy. 

Sendfile hard to implement due to 

asynchronous network transfers. 

Splice 0 2 2 When using splice system call, there must 

has two file descriptors which opened to 

both the input and the output devices. 
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Table 1.1 shows the comparison of each techniques that focus on avoidance and 

optimizing kenel data copying in order of CPU Copy, DMA Copy and Context Switch 

elimination for good improvement I/O performance. The result show that the splice 

techniques performs better than the else techniques. 

 

1.2. Theoritical Framework 

These study proposes a new approach to modify the pipe buffer that used on splice 

techniques. The main objective is to reduce time consumption that needed by adding 

another pipes buffer to store file that will be transmitted. In other word, new splice 

method that proposed uses two pipes buffer. File to be transmitted is divided into two 

parts, partially into the first pipe and some into the second pipe. Read and write process 

on first pipe will be represented by file descriptor FDIn1 and FDOut1, whereas the 

second pipe will be represented by FDIn2 and FDOut2. The proposed method will work 

in parallel using two pipes, this is done to speed up the time consumption required to 

perform file transfer.  

 

1.3. Conceptual Framework/Paradigm 

Some of the main variables used in this research are the use of CPU resources, memory 

resources, and the operating system used in the data transfer process. Another variables 

that is also important is the network technology such as the use of ethernet network. But 

in this case the technology of the computer network is not a major variable, in this case 

the computer network is a variable that is only a trigger factor related to he processes 

within the operating system. The whole process of interaction between the main 

variables in this study is carried out and occurs in operating system. Since the harddisk 

and network card is equal as a I/O device[4],  network card will be replaced by harddisk 

device. Measurement of file size using bytes, and time consumption using milliseconds.  

 

1.4. Statement of the problem 

Traditionally, whole procedure of transfering data from one to another computer 

consumes a lot of CPU cycles and memory. A lot of data duplication is not really 

necessary to hold things up in Operating System. The impact of this process is time and 

resource consuming operations, like memory copy operations, limiting the number of 

concurrent tasks that can be executed by the computer. This can make memory and CPU 
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resources unavailable for other tasks, and these processes make the computer have poor 

performance.  The longer time is needed to perform the data transfer process, the more it 

will have an impact on poor performance. Therefore, the faster process of transferring 

will greatly affect good performance improvement.  

 

1.5. Hypothesis 

With adding more pipes in splice mechanism, Time consumption that expected from 

proposed method is shown on figure 1.2, Splice Dual Pipes Zerocopy will be faster than 

prior method. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 Time Consumption Hypothesis 

 

1.6. Assumption 

The following are some of the assumptions of this study : 

1. There is no difference treatment of various types of data transfer such as video, 

audio and text. 

2. This study focuses on improving the time consuming, since other research has 

carried out studies to decrease CPU and memory consumption. 

3. Harddisk and Network card is equal as a I/O Device 

 

1.7. Scope and Delimitation 

This study focuses on these following areas : 

1. The research area is on the process transfer data that involved in operating system. 
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2. The method used is to look for the minimum time consumption. 

3. The method focuses on the kernel and not on the hardware. 

 

1.8. Importance of the study 

Optimizing the process of transferring data on the operating system in a way to reduce 

the number of copies between user buffer and kernel buffer. This process will help the 

CPU and Memory resource work efficiently and make the computer stable and able to 

work well. In addition, there will be more task that can be performed in parallel by the 

CPU at the same time.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


