FGVC
ViT
IELT
RBF
MHSA
CNN
FGVC
FFVT
CLR
CL
MHV

LIST OF ABBREVIATION

Fine-Grained Visual Classification
Vision Transformer

Internal Ensemble Learning Transformer
Radial Basis Function

Multi Head Self-Attention
Convolutional Neural Networks
Fine-Grained Visual Classification
Feature Fusion Vision Transformer
Cross Layer Refinement

Cross Layer

Multi Head Voting

Xii



	APPROVAL PAGE
	SELF DECLARATION AGAINST PLAGIARISM
	ABSTRACT
	ACKNOWLEDGEMENTS
	PREFACE
	CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	LIST OF ABBREVIATION
	1 INTRODUCTION
	1.1 Background
	1.2 Problem Identification
	1.3 Objectives
	1.4 Scope of Work
	1.5 Expected Result
	1.6 Research Methodology

	2 BASIC CONCEPT
	2.1 Fine-Grained Visual Classification
	2.2 CNN Method
	2.3 Transformer Method
	2.4 Ensemble Method
	2.4.1 Multi Head Voting Module
	2.4.2 Dynamic Selection Module

	2.5 Radial Basis Function

	3 SYSTEM MODEL AND THE PROPOSED DESIGN
	3.1 System Design
	3.1.1 Cross-Layer Feature

	3.2 Proposed Design with RBF Integration
	3.3 Dataset
	3.4 System Flowchart
	3.5 Evaluation Metrics
	3.5.1 Precision
	3.5.2 Recall
	3.5.3 Top-1 Accuracy


	4 EXPERIMENTAL RESULT AND ANALYSIS
	4.1 Experimental Settings
	4.2 Impact of Proposed Methods
	4.2.1 Results on Oxford IIIT Pet Dataset

	4.3 Comparison with the State-Of-The-Art

	5 CONCLUSION
	5.1 Conclusions
	5.2 Future Works

	REFERENCES



