1.1

2.1

2.2

3.1

3.2

4.1

LIST OF FIGURES

The image above is an example of several dog breeds that are nearly

similar. This presents a problem and a significant challenge for

FGVC to perform image classification . . . . ... ... ... ...

Traditional Image Classification vs Fine-Grained Image Classifica-

1 o) VSN

Vision Transformer Architecture. . . . . . . . . . . . .. ... ...

Assist logits are made by combining the cross-layer prediction with

summed FC weights, then refining it with softmax and an RBF layer

before calculating the cross-entropy loss. . . . . . .. ... .. ...

Assist logits are made by combining the cross-layer prediction with

summed FC weights, then refining it with softmax and an RBF layer

before calculating the cross-entropy loss. . . . . . .. ... .. ...

Graphic accuracy and loss of proposed method on Oxford-IIIT Pet



	APPROVAL PAGE
	SELF DECLARATION AGAINST PLAGIARISM
	ABSTRACT
	ACKNOWLEDGEMENTS
	PREFACE
	CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	LIST OF ABBREVIATION
	1 INTRODUCTION
	1.1 Background
	1.2 Problem Identification
	1.3 Objectives
	1.4 Scope of Work
	1.5 Expected Result
	1.6 Research Methodology

	2 BASIC CONCEPT
	2.1 Fine-Grained Visual Classification
	2.2 CNN Method
	2.3 Transformer Method
	2.4 Ensemble Method
	2.4.1 Multi Head Voting Module
	2.4.2 Dynamic Selection Module

	2.5 Radial Basis Function

	3 SYSTEM MODEL AND THE PROPOSED DESIGN
	3.1 System Design
	3.1.1 Cross-Layer Feature

	3.2 Proposed Design with RBF Integration
	3.3 Dataset
	3.4 System Flowchart
	3.5 Evaluation Metrics
	3.5.1 Precision
	3.5.2 Recall
	3.5.3 Top-1 Accuracy


	4 EXPERIMENTAL RESULT AND ANALYSIS
	4.1 Experimental Settings
	4.2 Impact of Proposed Methods
	4.2.1 Results on Oxford IIIT Pet Dataset

	4.3 Comparison with the State-Of-The-Art

	5 CONCLUSION
	5.1 Conclusions
	5.2 Future Works

	REFERENCES



