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Preface

The need for a greener and more digital world leads academia, governments, industry
and citizens to look for emerging, sustainable, intelligent solutions and trends.

These new solutions and ideasmust promote communication and ubiquitous comput-
ing between society agents, i.e., citizens, industry, organizations, net-worked machines
and physical objects, and provide a promising vision of the future integrating the real
world of knowledge agents and things with the virtual world of information. The emerg-
ing approaches in study or development can address several dimensions with a tech-
nological focus like Information, Innovation and Sustainability and topics: Computing
Solutions, Data Intelligence, Ethics, Security, Privacy and Sustainability.

These topics are closely related to the field of Information Systems (IS) because
all of them involve the use and management of technology and data to achieve specific
purposes or goals. Computing Solutions are a crucial aspect of information systems
as they provide the technical infrastructure and tools for organizations to manage and
process data. Data Intelligence is also a key area of information systems as it involves the
collection, analysis and interpretation of data to support decision-making and problem-
solving. Sustainability is becoming an increasingly important aspect of information
systems as organizations are recognizing the impact of technology on the environment
and are looking forways to reduce their carbon footprint. Ethics, Security and Privacy are
also essential aspects of information systems as they involve the responsible and secure
use of technology and data to protect individuals and organizations from potential harm.

The change observed in society modifies the landscape of human activity, partic-
ularly regarding knowledge acquisition and production, offering new possibilities and
challenges that need to be explored, assessed and disseminated.

To expose and disseminate this, ARTIIS arose in 2021. ARTIIS is an international
forum for researchers and practitioners to present and discuss the most recent innova-
tions, trends, results, experiences and concerns from several perspectives of Technolo-
gies, Information, Innovation andSustainability. This book is split into three volumes and
contains a selection of 113 papers accepted for presentation and discussion at the Inter-
national Conference on Advanced Research in Technologies, Information, Innovation
and Sustainability (ARTIIS 2023) and its workshops. The third edition of ARTIIS, real-
ized in 2023, received 297 contributions from 44 countries worldwide. The acceptance
rate was 38.04%, 98 regular papers and 15 short papers.

The papers accepted to ARTIIS 2023 are published in the Communications in Com-
puter and Information Science series (Springer CCIS). It is indexed in DBLP, Google
Scholar, EI-Compendex, SCImago and Scopus. CCIS volumes are also submitted for
inclusion in ISI Proceedings.

The conference proceedings are published in 3 CCIS volumes. The first 2 volumes
(CCIS volumes 1935, 1936) consist of the peer-reviewed papers from the main confer-
ence track. In addition, 1 volume (CCIS 1937) contains the peer-reviewed papers of the
10 Special Sessions.
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The first volume of the book contains all the papers on two topics: Computing
Solutions and Data Intelligence:

– ComputingSolutions addresses the development of applications andplatforms involv-
ing computing and concerning some area of knowledge or society. It includes topics
like Networks, Pervasive Computing, Gamification and Software Engineering.

– Data Intelligence focuses on data (e.g., text, images) acquisition and processing using
smart techniques or tools. It includes topics like Computing Intelligence, Artificial
Intelligence, Data Science and Computer Vision.

The second volume contains all the papers about Sustainability, and Ethics, Security
and Privacy:

– Ethics, Security and Privacy shows a more strict and secure area of Information
Systems where the end-user is the main concern. Vulnerabilities, Data Privacy and
Cybersecurity are the main subjects of this topic.

– Sustainability explores a new type of computing: more green, connected, efficient and
sustainable. Topics like Immersive Tech, Smart Cities and Sustainable Infrastructures
are part of this topic.

The third volume contains the papers from the ten Special Sessions:

– Applications of Computational Mathematics to Simulation and Data Analysis
(ACMaSDA 2023)

– Challenges and the Impact of Communication and Information Technologies on
Education (CICITE 2023)

– Workshop on Gamification Application and Technologies (GAT 2023)
– Bridging Knowledge in a Fragmented World (glossaLAB 2023)
– Intelligent Systems for Health and Medical Care (ISHMC 2023)
– Intelligent Systems in Forensic Engineering (ISIFE 2023)
– International Symposium on Technological Innovations for Industry and Society

(ISTIIS 2023)
– International Workshop on Electronic and Telecommunications (IWET 2023)
– Innovation in Educational Technology (JIUTE 2023)
– Smart Tourism and Information Systems (SMARTTIS 2023)

ARTIIS 2023 had the support of Universidad a Distancia de Madrid, Madrid, Spain;
Universidad Estatal Península de Santa Elena, Ecuador; and the Algoritmi Research
Center of Minho University, Portugal. It was realized in a hybrid format: face-to-face
and virtual at Universidad a Distancia de Madrid – UDIMA, P.º del Gral. Martínez
Campos, 5, 28010 Madrid, Spain – between the 18th and 20th of October 2023. Besides
the main conference, ARTIIS 2023 also hosted ten special sessions.

The Program Committee was composed of a multidisciplinary group of more than
457 experts from 60 countries, with the responsibility for evaluating, in a double-blind
review process, the submissions received for each of the main themes proposed for the
conference and special sessions.

We acknowledge those who contributed to this book: authors, organizing chairs,
steering committee, program committee, special sessions chairs, and editors. We sin-
cerely appreciate their involvement and support, which were crucial for the success of
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the International Conference onAdvanced Research in Technologies, Information, Inno-
vation and Sustainability (ARTIIS 2023). We also wish to thank our publisher, Springer,
for agreeing to publish the proceedings.

The success of this third edition gives us a lot of confidence to continue the work.
So, we hope to see you in the fourth edition in 2024, which will be in Chile.

We cordially invite you to visit the ARTIIS website https://artiis.org.

September 2023 Teresa Guarda
Filipe Portela

Jose Maria Diaz-Nafria

https://artiis.org
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A Discussion on Variants
of an Anisotropic Model Applied

to Depth Completion

Vanel Lazcano1(B) and Felipe Calderero2,3
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2 Chief Product and Technology Officer at Ladorian, Madrid, Spain
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Abstract. Depth data holds significant importance in numerous appli-
cations, ranging from video games to autonomous vehicles. Depth data
can be acquired by sensors such as LiDAR sensors. Frequently, acquired
depth map has holes or data that presents low confidence level. The
task of depth data interpolation or completion stands as a fundamental
requirement for such applications. Infinity Laplacian is an interpolator
of data that can perform this task. The Infinity Laplacian represents
the most straightforward interpolator, adhering to a set of appropri-
ate axioms. In this study, we assessed three different variations of the
infinity Laplacian for the purpose of completing sparse depth data. We
sub-sampled the publicly available NUY V2 dataset and evaluated the
performance of these models by up-sampling depth data. In this paper,
we compared the infinity Laplacian, unbalanced infinity Laplacian, bal-
anced infinity Laplacian, and biased infinity Laplacian. Obtained results
show that the balanced infinity Laplacian outperforms the other three
models and also many contemporaneous models. The addition of a mech-
anism that balances between two eikonal operators gives the infinity the
capability to reach better performance in the up-sampling task. Moving
forward, our focus will be directed towards addressing the challenge of
edge interpolation using the color reference image.

Keywords: depth completion · infinity Laplacian · reconfigurable
model

1 Introduction

The acquisition of depth data can be accomplished using various sensors, includ-
ing but not limited to Kinect, Time-of-Flight Camera, LiDAR sensor, or through
the implementation of a stereo algorithm. Frequently, acquired or estimated
depth maps present large areas without data, or the data present low confi-
dent values. The gaps in the depth data arise from sensor misinterpretations,
occlusions among scene objects, reflections of objects, or misalignment between
sensors.
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Depth data plays a crucial role in various applications, including 3D cinema,
unmanned vehicles, video games, and many other domains. In these applications
is necessary to interpolate incomplete depth maps. Many models have been pro-
posed to interpolate depth maps, from simple interpolation to complex models
based on neural networks.

In this study, we introduce a hybrid pipeline that combines convolutional
stages with an interpolator to effectively complete sparse depth maps. The cen-
tral part of this pipeline is the interpolation stage, where we use the infinity
Laplacian model [1,2]. The infinity interpolator, as introduced by Caselles in [4],
stands as the most straightforward method that fulfills a suitable set of axioms.
The contributions of this paper can be summarized in three main aspects:

i) Two new interpolation models are proposed: unbalanced infinity Laplacian,
balanced infinity Laplacian, and the use of the biased infinity Laplacian.

ii) We evaluated the three models in i) and two models more, in the up-sampling
task applied to a sub-sampled version of the public NYUV 2 dataset.

iii) Finally, we performed an ablation study.

1.1 Related Works

Numerous approaches have been proposed to address the challenge of depth map
completion. Broadly, we can categorize them into two main approaches: those
that leverage a reference color image of the scene and those that do not. Our
focus lies in models that utilize the reference color image, and we will examine
similar models to our approach.

In [11,12], authors propose the application of the infinity Laplacian to com-
plete depth maps. The authors constructed a manifold based on the image
domain and a specific metric. Within this manifold, they proceed to solve the
infinity Laplacian. The author tested different metrics (L1, L2, and others) and
different space colors (sRGB, XY Z, CIE − L∗a∗b, CMY ) to get best perfor-
mance in depth completion using a public available data set [15]. In [12] author
proposes the use of Lp, where exponent p is empirical estimated, they also use
a metric that considers spatial term, photometric term, and an image gradient
term. In [19] authors propose a model that segments the color reference image
in superpixels, which correspond to regions with similar depth values. A cost
map is used to gather super-pixel that correspond to the same object. In their
experimental results, they present the influence of each component of their pro-
posal in a final performance evaluation. In [7] the authors also use super-pixels
to segment the reference image. Each super-pixel is represented by a plane. In
case the plane does not represent properly the pixels, only inliers are consid-
ered to adjust a convex hull. The depth map interpolation is achieved using a
pinhole camera model, which demonstrates superior performance compared to
state-of-the-art models on a publicly available dataset [15]. In [20] the classical
bilateral filter is proposed which has been used to complete holes in images,
filter noise and attenuate artifacts, and many other applications. An extension
of the bilateral filter to the gradient domain is presented in [9] applied to depth
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completion. The work in [17] uses a non-local structure regularization to keep
fine details of the reconstructed depth map. The regularization combines a high-
resolution color reference image with a weighting scheme that favors recovering
details and structure. They use also edges of the reference color images preserv-
ing discontinuities and edges of the depth map. They evaluated their proposal in
an up-sampling task in a public available data set [18]. The approach presented
in [13] involves the application of a model that learns a joint filter using convo-
lutional networks to complete depth maps, guided by a reference color image.
Moreover, the proposal selectively transfers information on the salience of the
color image to enhance the completion process. As a result, the model surpasses
numerous state-of-the-art models with similar objectives.

The work in [14] proposes a model to learn affinities among pixels in the
reference image with an attention base dynamic approach applied to depth
completion. They propose a spatial propagation network that uses a non-linear
propagation model. This concept involves decoupling the neighborhood of pix-
els into segments based on various distances. Subsequently, attention maps are
generated recursively to refine these segments using adaptive affinity matrices.
To facilitate rapid convergence, the approach incorporates diffusion suppression
operations. They can reach similar results to other spatial propagation networks
but in fewer iterations. Their approach exhibits superior performance compared
to many state-of-the-art models in the up-sampling task on the dataset [18].

Additionally, Boscain et al. [3] presented a model to interpolate highly cor-
rupted images. Their model can interpolate images with up to 80% of corrupted
data. The authors used the model to inpaint gray-level images. Our proposal
can recover depth data even with 95% of corrupted data. Finally, the work in [5]
applied infinity Laplacian to image completion, segmentation, and clustering.

2 Proposed Model

2.1 Infinity Laplacian

The Infinity Laplacian, introduced in [4], represents the most straightforward
interpolator that satisfies a set of interpolation axioms. Its expression is given
by:

Δ∞,gu = 0 ∈ Ω, (1)

where Δ∞,gu stands for the infinity Laplacian operator and g for the metric, and
u for the depth map to complete. Given the domain of the images Ω ⊂ R

2 and a
metric g, a manifold M = (Ω, g) is constructed. Considering the manifold, the
expression of the infinity Laplacian is given by,

Δ∞,gu := D2
Mu

( ∇u

|∇u| ,
∇u

|∇u|
)

, (2)

which is a degenerated second-order partial differential equation. Let us consider
the depth map u as a function u : Ω ⊂ R

2 → R, and the known depth data is
located in O ⊂ Ω, i.e. u|∂O = θ, which is the boundary condition for the infinity
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Laplacian. Numerically, the infinity Laplacian is obtained as the average of two
eikonal operators, specifically, between the positive and the negative eikonal
operator,

Δ∞,gu =
1
2

(‖∇u(x)‖+x + ‖∇u(x)‖−
x

)
= 0, (3)

where ‖∇u(x)‖+x and ‖∇u(x)‖−
x are the positive eikonal operator and nega-

tive eikonal operator, respectively. Both operators will be described in detail in
Sect. 3.

2.2 Unbalanced Infinity Laplacian

A slight modification of the infinity Laplacian in Eq. (3) is presented as follows:

1
2

(
c1‖∇u(x)‖+x + c2‖∇u(x)‖−

x

)
= 0. (4)

where c1, c2 ∈ R. If c1 = c2 we recover Eq. (3).

2.3 Balanced Infinity Laplacian

In our approach, we take into account a weight map α(x) : Ω → [0, 1] as we
show in this expression,

1
2

(
α(x)‖∇u(x)‖+x + (1 − α(x))‖∇u(x)‖−

x

)
= 0, (5)

this weight map α(x) is a balance term between the positive eikonal opera-
tor and the negative eikonal operator. On one hand, if α(x) = 1.0, we obtain:
1
2 (‖∇u‖+x ) = 0, which is an equation only for the positive eikonal operator. On
the other hand, if α(x) = 0.5 we obtain 1

2 (0.5‖∇u(x)‖+x + 0.5‖∇u(x)‖−
x ) = 0,

recovering the infinity Laplacian Eq. (3). Finally, if α(x) = 0.0 we obtain
1
2 (‖∇u(x)‖−

x ) = 0, which represents the equation for the negative eikonal oper-
ator.

The balance map α(x) as in [8] varies between 0 and 1. The balance term is
defined by the expression,

α(x) =
1

1 + eβα(|‖∇u(x)‖+
x |−τα|‖∇u(x)‖−

x |) , (6)

Where βα and τα in R. On one hand, if |‖∇u(x)‖+x | � τα|‖∇u(x)‖−
x | the

difference || ∇u(x)‖+x | − τα|‖∇u(x)‖−
x | will be positive, the exponential value

eβα(|‖∇u(x)‖+
x |−τα|‖∇u(x)‖−

x |) will be large, and the value of the weight map in x,
α(x) ≈ 0, in other words, the interpolation process exhibits higher confidence in
the negative eikonal operator. In the other hand, if |‖∇u(x)‖+x | 	 τα|‖∇u(x)‖−

x |
the difference |‖∇u(x)‖+x | − τα|‖∇u(x)‖−

x | should be negative, the exponential
value eβα(|‖∇u(x)‖+

x |−τα|‖∇u(x)‖+
x |) should be small, and the value of the weight

map α(x) ≈ 1. This implies that the interpolation process has greater confidence
in the positive eikonal operator.
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2.4 Biased Infinity Laplacian

The biased infinity Laplacian, as mentioned in [4], was recognized for satisfying
the same set of axioms as the regular infinity Laplacian. Its expression is given
by:

Δ∞,gu(x) + β|∇u(x)|ξ = 0, (7)

where β ∈ R+. If β = 0 we recover the infinity Laplacian.

3 Practical Model Implementation

Consider the discrete grid domain Ω. For a given point x in the grid, let N (x)
denote its neighborhood. In [16], the positive eikonal operator is defined as fol-
lows:

‖∇u(x)‖+x = max
ζ∈N (x)

u(ζ) − u(x)
dxζ

. (8)

In turn, the negative eikonal operator is defined as,

‖∇u(x)‖−
x = min

ζ∈N (x)

u(ζ) − u(x)
dxζ

. (9)

Taking into account the aforementioned definitions, we proceed to compute the
numerical implementation of the infinity Laplacian and its variations.

3.1 Numerical Implementation of the Infinity Laplacian

Let y and z represent the locations that maximize the positive eikonal and
minimize the negative eikonal operator, respectively. With these definitions in
mind, we can express the infinity Laplacian as follows:

1
2

((
u(y) − u(x)

dxy

)
+

(
u(z) − u(x)

dxz

))
= 0. (10)

The solution of Eq. (10) is provided by:

u(x) =
dxzu(y) + dxyu(z)

dxz + dxy
. (11)

The iterated version of the infinity Laplacian is expressed as follows:

uk+1(x) =
dxzu

k(y) + dxyuk(z)
dxz + dxy

k = 1, 2, 3, ... (12)
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3.2 Numerical Implementation for the Unbalanced Infinity
Laplacian

Based on the aforementioned definition, we formulated the numerical implemen-
tation for the unbalanced infinity Laplacian,

1
2

(
c1

(
u(y) − u(x)

dxy

)
+ c2

(
u(z) − u(x)

dxz

))
= 0. (13)

The solution for this equation is given by,

u(x) =
c1dxzu(y) + c2dxyu(z)

c1dxz + c2dxy
, (14)

and its iterated version is given by,

uk+1(x) =
c1dxzu

k(y) + c2dxyuk(z)
c1dxz + c2dxy

k = 1, 2, 3, ... (15)

3.3 Numerical Implementation for the Balanced Infinity Laplacian

Similar to the unbalanced Laplacian we have the following numerical implemen-
tation for the balanced infinity Laplacian,

1
2

(
α(x)

(
u(y) − u(x)

dxy

)
+ (1 − α(x))

(
u(z) − u(x)

dxz

))
= 0. (16)

The solution of this equation is,

u(x) =
α(x)dxzu(y) + (1 − α(x))dxyu(z)

α(x)dxz + (1 − α(x))dxy
, (17)

and its iterated version,

uk+1(x) =
α(x)dxzuk(y) + (1 − α(x))dxyuk(z)

α(x)dxz + (1 − α(x))dxy
k = 1, 2, 3, ... (18)

3.4 Biased Infinity Laplacian

As in [11] biased infinity Laplacian is provided by the following equation,

1
2

((
u(y) − u(x)

dxy

)
+

(
u(z) − u(x)

dxz

))
+ β

∣∣∣∣u(y) − u(x)
dxy

∣∣∣∣ = 0. (19)

Its solution depends on the sign of (u(y)−u(x)). Particularly, if (u(y)−u(x)) ≥ 0
we have,

u(x) =
(1 + β)dxzu(y) + dxyu(z)

(1 + β)dxz + dxy
, (20)
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while if (u(y) − u(x)) < 0 we have,

u(x) =
(1 − β)dxzu(y) + dxyu(z)

(1 − β)dxz + dxy
, (21)

we can write both expression as,

u(x) =
(1 + sign{u(y) − u(x)}β)dxzu(y) + dxyu(z)

(1 + sign{u(y) − u(x)}β)dxz + dxy
. (22)

Its iterated version,

uk+1(x) =
(1 + sign{uk(y) − uk(x)}β)dxzuk(y) + dxyuk(z)

(1 + sign{uk(y) − uk(x)}β)dxz + dxy
k = 1, 2, 3, ...

(23)
It is worth noting that all these iterative models are remarkably simple, involving
only a weighted average, making them easy and fast to implement.

3.5 Metric Taken into Consideration

As we have seen in the above subsections the distance between two points in the
manifold is fundamental to compute the eikonal operators. We considered the
following distance between two points,

dxy = (κxη(x)‖x − y‖p + κc(1 − η(x))‖I(x) − I(y)‖q)r
, (24)

where p, q, r are exponents in R
+, η(x) is a balance term analogous to those

presented above, I is the color reference images of the scene defined as I : Ω ⊂
R

2 → R
3), and η : Ω ⊂ R

2 → [0, 1],

η(x) =
1

1 + eβη(‖x−y‖−τη‖I(x)−I(y)‖) (25)

where βη and τη ∈ R
+. The Eq. 24 can be interpreted as a sum of two terms,

one that compares spatial distance and a second that compares photometric
distance. Given this balanced model depending on η(x), if the ‖I(x) − I(y)‖ �
‖x − y‖ the distance is more confident in the spatial distance, and vice-versa
if ‖x − y‖ � ‖I(x) − I(y)‖ the distance will be computed using mainly the
photometric distance.

3.6 Metric Approximation

Given the manifold M = (Ω, g), to compute the distance dxy between two
points, we must calculate the geodesic distance between point x and point y,
which is estimated as follows:

Lg(x,y) = min{length(L)}, (26)

being L the trajectory that connects x and y. In practice, we have approximated
the length of the geodesic path (Lg) by the distance dxy defined in Eq. (24),

Lg(x,y) ≈ dxy. (27)

This approximation simplifies the computation of the distance between x and y.
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4 Adaptable Model

In Fig. 1, we present a block diagram illustrating the scheme of the adaptable
Convolutional stage-infinity Laplacian model, as introduced in [10], which we
employ in this study. In Fig. 1, the color reference image is depicted in the
top left corner. The pipeline can follow the green path or the red-dotted path
depending on the logic parameter “reversible”. If the parameter is 1, we follow
the green path. Otherwise, if the parameter is 0, we follow the red-dotted path.
This parameter is estimated empirically in the training stage and will explain in
the next section.

Fig. 1. Adaptable framework for the Convolutional Stage-Infinity Laplacian Model
(Color figure online)

Following the green path, the model first processes each color component
using Gabor filters, followed by max pooling of the data in each color component
to reconstruct the color reference image (referred to as stage SC1). In the center
of the figure, the model employs the infinity Laplacian or its variants, taking a
color reference image and the sparse depth map as inputs for completion. The
processed color image acts as a reference to guide the diffusion process. The
infinity Laplacian Eq. (3) is solved using the proposed model (refer to Eq. (18)),
and its output u is filtered and max-pooled using a final Convolution stage (SC2).

Additionally, following the red-dotted path, each color component of the
reference-color-image is processed with average filters (SC2). The output of these
filters is then max-pooled, and the processed color components are concatenated
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to construct a new color reference image. This new image, along with the sparse
depth map, serves as the inputs for the infinity Laplacian. Once the depth com-
pletion is performed, the output is filtered using Gabor filters (SC1) and then
max-pooled, resulting in the final filtered completed depth.

5 Training the Model, Dataset, and Experiments

The parameters of the model were estimated using the NYU V2 dataset.

5.1 NYU V2 Dataset

The NYU V2 dataset comprises a publicly available collection of color images
and depth maps of domestic scenes. It consists of 1449 images along with their
corresponding depth maps, acquired using a Kinect sensor. Examples of the
dataset, depicting the color reference images and their corresponding depth
maps, are illustrated in Fig. 2. As depicted in Fig. 2, the images are of size
640 × 480 pixels. The depth map in (d), (e), and (f) is presented using the
MATLAB colormap hot, where dark red indicates low depth values and bright
yellow represents large depth values.

Fig. 2. Examples of images, and their corresponding depth maps, for the NYU V2
dataset. Particularly, (a) and (d) correspond to color reference image 1002 and its
depth map. In turn, (b) and (e) correspond to image 1025 and its depth map. (c) and
(f)... (Color figure online)

5.2 Experiments and Protocols

We used the NYU V2 data set to perform depth map up-sampling experiments.
We down-sampled the depth data by a factor of 8, i.e. we have one sample of the
depth map every other 8 × 8 square pixel. The remaining portion of the depth
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map is utilized as ground truth to evaluate the performance of the model. The
standard protocol used to evaluate depth completion models in the sub-sampled
NYU V2 is:

i) Color images and their corresponding depth maps are used to train the
model.

ii) Images 1001 to 1449, along with their corresponding depth ground truth, are
utilized to evaluate the performance of the trained model.

We propose to assess four variations of the infinity Laplacian, including the
original infinity Laplacian, in the up-sampling task using the NYU V2 dataset.

5.3 Model Training

Parameters of our approach are estimated using the Particle Swarm Optimiza-
tion (PSO) algorithm. Five color images (and corresponding depth maps) are
considered to train the algorithm. We estimate 72 parameters that consider
parameters of the metric such as p, q, r, s, κx, κc. Parameters of the infinity
Laplacian such as: neighborhood size N (x), iteration number, c1, c2 or βγ , τγ

depending on the model. Parameters of the Gabor filters such σG, size of the
filter, number of considered filters, and “reversible” parameter. The elements of
the PSO:

i) We considered 100 individuals.
ii) 30 iterations.
iii) We minimize the MSE + MAE, (mean-square-error + mean-absolute-

error).
iv) Each individual evolves as the iteration goes according to standard PSO

dynamic equations.

Figure 3 illustrates the evolution of 50 out of 100 individuals during the training
stage of the proposal. We observe in Fig. 3 that the convergence is fast and, in
around 10 iterations most of the individuals converge to the best performance.
In Table 1 we show the training performance obtained by the five models we
consider in this study.

Table 1. Training performance of the five considered models.

Model number Model name MSE + MAE [cm]

1 Infinity Laplacian 9.9727

2 Unbalanced infinity Laplacian 10.0208

3 Balanced infinity Laplacian 9.9220

4 Biased infinity Laplacian 9.9550
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Fig. 3. Learning curve for candidate solutions µj (j = 1, .., 50) in 30 iterations.

6 Results

We have evaluated the four models in the up-sampling task using the test set
of NYU V2. We show the MSE, MAE, and the summation MSE + MAE to
compare in a better way the performance of the models. The obtained results
of the four models evaluation are presented in Table 2. Additionally, we added a
comparison with other contemporaneous models published in the literature.

Table 2. Results obtained from five proposed models

Model name MSE MAE MSE + MAE

Infinity Laplacian 9.3509 2.8067 12.1576

Unbalanced infinity Laplacian 9.4013 2.8176 12.2189

Balanced infinity Laplacian 9.3166 2.7083 12.0249

Biased infinity Laplacian 9.3441 2.8064 12.1505

Bicubic interpolation 14.2200 – –

High quality depth maps [17] 9.5600 – –

Deep joint image filtering [13] 6.2000 – –

Joint Static and Dynamic Guidance [6] 12.3100

As we observe in Table 2 considering the four presented models, the best per-
formance was obtained by the Balanced infinity Laplacian. The second perfor-
mance was obtained by the Biased infinity Laplacian. Biased infinity Laplacian
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is more complex than the infinity Laplacian. The nonlinear component helps the
biased infinity Laplacian to reach a better performance. Anyway, the inclusion
of the balanced map γ(x) to the infinity Laplacian, helps the infinity Laplacian
to improve its performance, outperforming all the other variants.

Table 2 shows the results obtained by other models published in the literature.
The balanced infinity Laplacian outperforms models presented in [17] and [6].
More complex models than our proposal such as Deep Joint Image Filtering [13],
presents better performance. Our proposal is a low-cost implementation model
that presents fast convergence and acceptable performance depending on the
application.

Figure 4 displays examples of results obtained by the balanced infinity Lapla-
cian.

Fig. 4. Below are examples of results obtained by the balanced infinity Laplacian: (a),
(b), and (c) - Color reference images; (d), (e), and (f) - Depth ground truth; (g), (h),
and (i) - Results obtained by our proposal. (Color figure online)

Figure 4 showcases the results obtained by our proposal. The color reference
images img 1002, img 1016, and img 1306 are displayed in (a), (b), and (c),
respectively. The corresponding ground truth is shown in (d), (e), and (f). The
obtained results by our model are presented in (g), (h), and (i). As we show in
these figures the model presents acceptable performance in these three images.
We observe in (g) that the model produce staircase artifact in the edge of the
bed, also we observe the artifact in Figure (i) in the edge of the wall.
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7 Conclusions

We have compared the performance of the infinity Laplacian and three variants.
This comparison was performed in the up-sampling task in the NYU V2 dataset.
We empirically demonstrated that the inclusion of a mechanism that can bal-
ance locally between the two components of the infinity Laplacian improves its
performance. The balanced infinity Laplacian outperforms the classical infin-
ity Laplacian, the biased infinity Laplacian and many contemporaneous depth
completion models. As future work, in order to tackle the staircase production
problem we will combine our proposal with other interpolation models that are
particularly robust to this kind of artifact, such as [9]. Additionally, alternative
measures such as BIAS and SDE could be used to provide more information
about the depth estimation error.
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Abstract. This manuscript aims to assess climate change in some Latin
American countries via Chaos Analysis. Specifically, the False Near-
est Neighbors method, Lyapunov Exponent, and BDS Test were imple-
mented to study the chaos in a dataset consisting of three climate change-
related variables: Primary energy consumption, Total greenhouse gas
emissions, and Carbon Dioxide (CO2) emissions. Throughout this study,
we found that the process of climate change in the Latin American coun-
tries studied is chaotic, and forecasting values for the following years is
a challenging task. However, by using the ARIMA and LSTM models
and measuring their performance through MAPE and MSE, we observed
that the approximations are not excessively large. In the analysis of these
series it was shown that the ARIMA model yields better approximations
than the LSTM model. It is important to note that when dealing with
chaotic processes, making predictions becomes very challenging, and the
errors tend to be high.

Keywords: Climate Change · Chaos Analysis · Machine Learning ·
Forecasting

1 Introduction

In the context of the Intergovernmental Panel on Climate Change (IPCC), cli-
mate change encompasses all variations in climate conditions over a period,
regardless of whether they arise from natural fluctuations or are caused by
human actions [1]. This environmental problem is one of the most important
that arises in the life of living beings. The activities that contribute to these
changes are those carried out by human society. Thus, anthropological activities
have a great influence. In fact, among the factors that can be considered to study
the causes of climate change are CO2 emissions, primary energy consumption,
and greenhouse gases. As contributing activities to this process we have that
the combustion of fossil fuels and the destruction of forests constitute the main
source (70%) of greenhouse gas emissions [2].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Countries that belong to Latin America are taken into consideration because
they are considered as vulnerable. The importance of studying climate change
lies in the great impact it can have on life in general. In fact, factors such as those
mentioned above can influence the geographical distribution of many infectious
diseases [3]. For example, climate change could contribute to the development
of some diseasesstas [4]. Then, the development of techniques that allow making
inferences about this process is important for taking decisions.

Determining the behavior of phenomena that are modeled by a determin-
istic dynamical system is a complex task due to its irregular nature, nonlinear
structure, high sensitivity to changes in the initial conditions and restriction of
the dynamics in the immersion space. Additionally, using techniques of machine
learning to make predictions is a hard task [5,6].

Studying time series is very useful. These allow finding or predicting different
future data using data that are previously known. In this way, performing an
analysis of the time series allows us to find answers to these natural phenomena.
In particular, the areas of statistics and machine learning can help to predict
some values that are necessary to make the interpretations of the presented
data. Also, by modeling observations from different years as time series, future
data can be predicted with respect to something specific; for example, possible
temperature spectra can be determined from observations by analyzing a time
series [7]. In this way, it is possible to analyze and understand the trend of these
time series and thus reach conclusions of the additional temperature in a certain
time range.

The present manuscript is organized as follows. Section 2.1 is dedicated to
describe the data used, while Sects. 2.2, 2.3 and 2.4 are dedicated to describe
Chaos Analysis tools, and in Sect. 2.5 we introduce briefly the LSTM model.
Results and Discussion are exhibited in Sect. 3. Finally, the Conclusions are
presented in Sect. 4.

1.1 Contribution and Related Work

The greatest contribution of this work is to know the impact of the different
variables considered in Latin America1. This is due to the fact that countries
other than those that are highly industrialized, such as the US or Canada, are
being examined. Moreover, we use machine learning techniques for describing
data and making predictions that enable future interpretations through the pre-
sented graphs in this work.

Another significant contribution lies in the analysis of the impact of the
aforementioned variables on climate change. Since this can cause negative con-
sequences in different areas, it can be approached from different perspectives.
Several policies have been implemented in different countries and also the coun-
tries between them have signed several treaties in order to reduce the great
1 In this work, for short we refer to Ecuador, Colombia, Peru, Brazil, Chile, Argentina,

Bolivia, Honduras and El Salvador as Latin America. The rest of the Latin American
countries were not considered because they do not present enough data during the
period of time and/or in the variables studied.
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impact that their different activities can have on this phenomenon. Thus, ana-
lyzing the policies adopted, for example the Kyoto Protocol or also the imple-
mentation of private or public organizations [8] can help stop and analyze the
different negative effects in order to create solutions to the problem.

As it was mentioned above, data forecasting is important because it allows for
action to be taken either in the short, medium, or long term. Machine learning
techniques can be used for these types of predictions. In fact, the development
of neural networks allows the creation of approximations of functions, making
forecasts and exploratory graphs that combined with other methods such as
dynamic systems, allow certain predictions of the phenomena studied [9]. More-
over, the combination between neural networks and dynamical systems as the
chaotic can give good results to make predictions.

2 Materials and Methods

2.1 Dataset Description

The data set considered in this work was obtained from a GitHub public reposi-
tory2 maintained by Our World in Data [10]. Table 1 shows the selected variables
for our study. Each of these corresponds to the sum of the values for the selected
countries (which we refer as Latin America).

Table 1. Description of the selected variables.

Variable Description

Primary energy consumption (V1) Primary energy consumption, measured in
terawatt-hours

Total ghg (V2) Total greenhouse gas emissions including
land-use change and forestry, measured in
million tonnes of carbon dioxide-equivalents.

Per capita CO2 emissions (V3) Carbon dioxide (CO2) emissions from the
burning of fossil fuels for energy and cement
production

As we are working with time series, clearly, the variables must be measured
in a time interval. Therefore, next we will describe the time period which these
variables were observed. Table 2 shows the selected countries for our study and
the period in which the variables were measured (we chose these periods because
they are the longest available for each variable in the dataset used). Since we
select all Latin America countries, we simple refer to them as Latin America (or
LATAM).

2 https://github.com/owid/energy-data/blob/master/owid-energy-codebook.csv and
https://github.com/owid/co2-data/blob/master/owid-co2-codebook.csv.

https://github.com/owid/energy-data/blob/master/owid-energy-codebook.csv
https://github.com/owid/co2-data/blob/master/owid-co2-codebook.csv
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Table 2. Description of the selected countries and periodicity of variables (which is
annual).

Countries Start End

Latin America (V1) 1980 2019

Latin America (V2) 1990 2018

Latin America (V3) 1950 2020

2.2 False Nearest Neighbors Method

Suppose we have a state space reconstruction of dimension d with data vectors
using the delay time suggested by the mutual information function as given in
the following equation

X(n) = [X(n),X(n + T ),X(n + 2T ), . . . , X(n + (d − 1)T )]

where T is the delay time. If the nearest neighbor is examined in the state space
of vector X(n) at time n, it will be a vector

XNN (n) =
[
xNN (n), xNN (n + T ), xNN (n + 2T ), . . . , xNN (n + (d − 1)T )

]

And its value at instant n will have a relationship with the value of vector X(n)
at this same instant. If the vector XNN (n) is close to x(n), then it comes from a
neighborhood of x(n) at its dynamic origins. The vector is forward or backward
by x(n) on the orbit if the time steps along the orbit are sufficiently small, or it
reaches the neighborhood of x(n) by the evolution of l orbit along the attractor.
Since the attractors of deterministic systems are compact, each point in the state
space will have as many neighbors as the number of data points that make the
state space well populated.

If XNN (n) is a false neighbor of x(n) having reached its neighborhood by
a projection of a higher dimension because the current dimension d does not
display the attractor, then increasing the dimension to d + 1 will move this
false neighbor by X(n). By inspecting all the data in the series and checking
with which dimension all false neighbors are removed, the overlapping lower
dimensional orbits will be removed sequentially. When no more false nearest
neighbors are detected, the value dθ at which the attractor is fully deployed will
have been identified [11–13]

Through False Nearest Neighbors Method we deduce the best value of m
(i.e., embedding value for each case of study).

2.3 Lyapunov Exponent

In dynamical systems, Lyapunov exponents are quantities that can be calculated
to define how the trajectories of a system evolve starting from certain initial
conditions. Using these quantities, it can be determined whether the system will
converge to a simple attractor or a strange one.
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In general, deterministic dynamical systems have the same number of Lya-
punov exponents as degrees of freedom of it, and their behavior is defined by
the largest of these exponents. When the largest of the exponents is negative
(λ < 0), meaning they are all negative), the trajectory of the dynamical system
converges to a fixed point in phase space. When the largest Lyapunov exponent
is zero (λ = 0), the trajectory converges to a periodic orbit. Finally, for the case
where the largest Lyapunov exponent is greater than zero (λ > 0) two things can
happen: i) if

∑n
i λi > 0 the system is divergent; ii) in the case where

∑n
i λi < 0

the system is bounded but does not stabilize in a periodic orbit or a fixed point.
One of the uses of the Lyapunov exponents is the ability to quantify the speed
with which two trajectories that start from a very close initial condition app-
roach or move away with the evolution of time; that is, they measure the degree
of sensitivity of the system to variations in the initial conditions [13,14].

Suppose that we start from two initial conditions x0 and x0 + ε0 for t = 0
and let the system evolve over time, obtaining two trajectories. If the difference
between the trajectories is calculated, it evolves exponentially.

εt ≈ ε0e
λt

If the exponent λ < 0, the paths are combined into one, since eλt → 0 when t →
+∞; on the contrary, if the exponent λ > 0, the trajectories move exponentially
away from each other. If the system is bounded, this exponential divergence is
called sensitivity to conditions [14].

2.4 BDS Test

BDS test was originally proposed to determine whether observations in a time
series are independent and identically distributed (iid), detecting all sorts of lin-
ear or non-linear dependencies. If {Xt} is a time series composed of independent
and identically distributed (iid) observations, the probability that a history of
two observations is less than or equal to ε of each other, is given by

C2(ε) = P (|Xt − Xj | ≤ ε, |Xt−1 − Xj−1| ≤ ε)
= P (|Xt − Xj | ≤ ε) P (|Xt−1 − Xj−1| ≤ ε)

= P (|Xt − Xj | ≤ ε)2

= [C1(ε)]2

(1)

Now, let’s generalize (1) to a fase space of dimension m. We get

Cm(ε) = [C1ε]m (2)

where (2) is a integral correlation such that estimator for a series with length n
is given by

Cmn(ε) =
2

(n − m + 1)(n − m)

n−m+1∑

s=1

n−m+1∑

t=1

m−1∏

s=1

H (ε − |Xs+j − Xt+j |)
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where

H(R) =
{

1 if ε − |Xs+j − Xt+j | ≥ 0
0 otherwise

is the heaviside function that lists the number of m-dimensions that satisfy the
proximity condition. Thus, the BDS statistic is defined as

Wm(ε) =
√

T
Cmn(ε) − [C1(ε)]

m

σ̂m(ε)

where σ̂m(ε) is the asymptotic estimator of the standard deviation of Cmn(ε) −
[C1(ε)]m. Under the null hypothesis of the iid data, the BDS test converges
to a standard normal distribution. To test for nonlinear dependence, BDS is
calculated on the residuals of a model that removes linear dependence from the
data [6,11,15].

2.5 Long Short-Term Memory

The main idea of LSTM is to introduce an adaptive gating mechanism to deter-
mine what information to discard and what information to store. Long Short-
Term Memory (LSTM) traditional recurrent neural networks (RNNs) contain
cyclic connections that make them a powerful tool to learn complex temporal
dynamics, and is capable of modeling longer term dependencies by having mem-
ory cells and gates that controls the information flow along with the memory
cells. This method can be used for sequences, patterns recognition, and image
processing applications. Long short-term memory (LSTM) and gated recurrent
units (GRUs) address this issue. LSTMs, GRUs and their variants are a large
part of RNN’s recent success in natural language processing, speech recognition,
and other real-world applications [16–19].

Fig. 1. LSTM structure diagram [19].
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A standard LSTM block consists of four parts: it describes the input gate, ft

represents the forget gate, ot represents the output gate, and ct represents the
memory unit. The LSTM framework is shown in Fig. 1. Let x1:t = (x1, . . . , xt)
be an input sequence and y1:t = (y1, . . . , yt) represent an output sequence; an
LSTM network computes a mapping iteratively between x1:t = (x1, . . . , xt) and
y1:t = (y1, . . . , yt) using the following mathematical model:

ft = σ [Wf (ht−1, xt) + bf ] , Forget Gate

it = σ [Wi (ht−1, xt) + bi] , Input Gate

c̃t = tanh [Wc (ht−1, xt) + bc] , Cell Input

ct = ft � ct−1 + it � c̃t, Cell State

ot = σ [W0 (ht−1, xt) + b0] , Output Gate

ht = ot � tanh (ct) , Cell Output

where the initial values c0 = 0, h0 = 0, refer to the number of input features
and number of hidden units, respectively, the operator � denotes the Hadamard
product (element-wise product), and σ is the sigmoide function. The subscript
t indexes the time steps. The description of the variables is:

– xt ∈ R
d: input vector to the LSTM unit;

– ft ∈ R
h: forget gate’s activation vector;

– it ∈ R
h: input/update gate’s activation vector;

– c̃t ∈ R
h: cell input activation vector;

– ct ∈ R
h: cell state vector;

– ot ∈ R
h: output gate’s activation vector;

– ht ∈ R
h: hidden state vector also known as output vector of the LSTM unit;

– W ∈ R
h×d, U ∈ R

h×h, b ∈ R
h: weight matrices and bias vector parameters

which need to be learned during training;
– σ: sigmoid activation function.

3 Results and Discussion

In this section, we will determine the non-linearity of the series in order to
subsequently study the Lyapunov coefficients of each variable under analysis.
Finally, we will use the ARIMA [20] and LSTM models to predict the values for
the last 3 years of each series studied.

3.1 BDS Test

As we have mentioned, the BDS test allows us to verify the series’ non-linearity,
which is the first step to determining if the series is chaotic. Below we will show
the results (Tables 3, 4, and 5) of applying the BDS test to each of our series.
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Table 3. Standard deviation for different values of m and ε (Total energy consump-
tion).

m ε1 ε2 ε3 ε4

2 5.2177 5.7846 1.9020 −3.4504

3 −9.1998 5.0156 1.8899 −3.1554

4 −14.6471 7.6670 1.7973 −3.0420

5 −13.3166 10.6465 1.8387 −3.2723

Table 4. Standard deviation for different values of m and ε (Total green house emis-
sions).

m ε1 ε2 ε3 ε4

2 2.5339 −0.0224 −0.2343 −0.2343

3 2.1361 −0.1357 −0.3217 −0.3217

4 1.8237 −0.2303 −0.3928 −0.3928

5 1.3401 −0.3739 −0.4562 −0.4562

Table 5. Standard deviation for different values of m and ε (CO2 emissions per capita).

m ε1 ε2 ε3 ε4

2 1.4503 0.3624 -0.6923 0.7137

3 1.5806 0.5372 −0.4296 0.3728

4 1.3780 0.6742 −0.4729 −0.1365

5 2.0329 0.4897 −0.8033 −1.0301

Analyzing all p-values for the series considered in this work we reject the null
hypothesis which means that the series is non-linear.

3.2 Deterministic Chaos

In this section, we identify the chaotic behavior of the time series studied in this
manuscript throught computing the largest Lyapunov Exponent of the recon-
structed phase space.
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Total Energy Consumption

Fig. 2. (a) Average Mutual Information (b) False Nearest Neighbors.

Note that, through Fig. 2 we derive that theiler window3 is 4, and the embed-
ding dimension is 2.

Fig. 3. Evolution of the logarithm of the mean distances among closet point.

The slope of the linear fit gives us an estimation of the maximum Lyapunov
exponent which we denote with λ. In the case of total energy consumption
λ = 0.3, which is greater than 0. Therefore, it is a chaotic process

3 Also known as the time lag or temporal separation. It is used to remove the influence
of short-term correlations and noise in a time series. See [5] for a formal definition.
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Total Greenhouse Emissions

Fig. 4. (a) Average Mutual Information (b) False Nearest Neighbors

In Fig. 4 we derive that theiler window is 5, and the embedding dimension
is 2.

Fig. 5. Evolution of the logarithm of the mean distances among closet point

The total greenhouse emissions presents a value of λ of 0.3, which is greater
than 0. Therefore, it is a chaotic process.
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CO2 Emissions per Capita

Fig. 6. (a) Average Mutual Information (b) False Nearest Neighbors

Analyzing Fig. 6, we determine that the theiler window has a size of 5, while
the embedding dimension is found to be 2.

Fig. 7. Evolution of the logarithm of the mean distances among closet point

For C02 emissions per capita we got λ = 0.16. Then, this process also is a
chaotic.

3.3 Forecasting

For the years 2018, 2019, and 2020, the predicted value using the ARIMA model
was 32.256. Using the LSTM model, we obtained the following results which are
shown in Table 6.
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Table 6. Per capita CO2 emissions

Year LSTM MAPE MSE Real Value

2018 32.191 3.83 1.649 33.475

2019 31.822 1.676 0.294 32.364

2020 31.692 9.755 7.941 28.874

The ARIMA model forecasts for the years 2017, 2018, and 2019 are 6779.747,
7072.303, and 7169.884, respectively. Conversely, the LSTM model yields the
results presented in Table 7.

Table 7. Primary energy consumption

Year LSTM MAPE MSE Real Value

2017 7229.494 96.600 85125.07 6937.732

2018 7245.178 5.320 133065.2 6880.397

2019 7304.822 7.75 276138.7 6779.333

ARIMA model’s predictions for the years 2016, 2017, and 2018, yielding
values of 3025.420, 3055.720, and 3054.922, respectively. On the other hand, the
LSTM model produced the results displays in Table 8.

Table 8. Total ghg

Year LSTM MAPE MSE Real Value

2016 3089.259 2.187 4378.337 3023.09

2017 3114.481 2.984 8159.69 3024.15

2018 3142.873 5.490 26775.76 2979.24

4 Conclusions

False nearest neighbors and the mutual information criteria were utilized to
determine the delay time (τ) and embedding dimension (m). These parameter
estimations are crucial for accurately recreating the series attractor in the cor-
responding phase space. The dimension of the phase space was chosen as the
smallest integer greater than the correlation dimension. Subsequently, the Lya-
punov Exponent was calculated based on this dimension. The positive values
of the Lyapunov Exponent obtained in this study indicate the chaotic nature
of our series. Furthermore, through the BDS test, we confirmed the nonlinear
characteristics of the series.
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Since the series studied present a chaotic behavior, we proposed to conduct
predictions through the ARIMA and LSTM models. Taking into account that
our series are chaotic, we observe that the LSTM model provides good approx-
imations, as the values of MAPE and MSE are not excessively large. On the
other hand, the ARIMA model yields better approximations than the LSTM
model. It is important to note that when dealing with chaotic processes, making
predictions becomes very challenging, and the errors tend to be high. Finally,
the results of this study pave the way for future research where a neural network
with a different architecture can be adapted to enhance the accuracy.
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Abstract. The number of monitoring stations essential for a region is
key for installation and maintenance cost purposes, but also for data cor-
rection in the event that stations fail and miss data. Estimates that incor-
porate the distance to secondary stations are generally used, but climate
components are spatial and should take into account only one dimension.
In this paper, we propose an algorithm for performing approximations of
climate data, such as temperature and relative humidity based on neigh-
boring stations, using the area of the largest convex polygon containing
the point of interest to calculate the estimates, instead of the distance; In
order to test this method, real data observations are used and compared
using different indices, with the simulated values for a given station.

Keywords: Kalman Filter · Spatio-space models · Convex polygons

1 Introduction

The Kalman Filter (KF) was introduced in the literature by Kalman (Kalman)
and Kalman-Bucy (Kalman-Bucy) publications in the 1960 s, where a solution
to the problem of linear filtering of discrete data, using recursion, was presented.
The Kalman derivation includes a large number of state-space models and due
to advances in digital computation, its application became popular in different
areas, ranging from assisted navigation to econometrics.

The state-space representation is a convenient notation for the estimation of
stochastic models, where errors are assumed in the measurement of the system,
allowing to include the handling of a wide range of time series models like the
modeling of unobservable components and parameters that change over time.

The Kalman filter is based on a prediction and correction mechanism, i.e.,
the algorithm, starting from its previous estimate and adding a correction term
proportional to the prediction error, predicts the new state.

The importance of studying the Kalman algorithm lies in the fact that it is
the main procedure for estimating dynamical systems represented in the state-
space form, which have many applications of interest.
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Sanchez et al. [9] proposes a methodology that combines time series with
the models generated by a partial differential advection equation using mixtures
of radial and diffusion basis functions, then implements the Ensemble Kalman
Filter (FKEN) and the nonessential Kalman filter of ensembles (FKSEEN) to
estimate and forecast rainfall states.

Ferreira et al. [4] using the Wold method, performs the estimation and predic-
tion of spatio-temporal processes in the multivariate case. This approach allows
to apply KF and obtain estimates in linear time processes, with short or medium
scope.

Huang et al. [5] developed a space-time model, based on the Kalman Filter,
and applied it to compare snow water and monthly precipitation. Bradley et al.
[2] estimated the average monthly income in the United States, using a Bayesian
methodology with spatio temporal multivariate systems. The authors, within
each MCMC iteration, used Kalman filter smoothing and Kalman filtering.

In Soto and Infante [11], a method is proposed to estimate states and param-
eters, using the Kalman filter, in a mixed effects model defined by a stochastic
differential equation.

The monitoring of climatic variables is fundamental in making forecasts in
agricultural regions, which is why a constant measurement of changes is required.
However, since weather stations are limited, it is necessary to infer and obtain
approximate data of the conditions for the rest of the area.

The problem addressed in this work is the proposal of a method to obtain
measurements in similar time, from observed stations available to the following
stations.

The structure of the paper is organized as follows: Sect. 2 presents materials
and methods, the source of the data used and the physical property relevant
to the problem, the filtering technique used and the description of the state-
space equations are referenced. Section 3 presents the results of the estimations
performed with the proposed method, as well as the indices to determine the
goodness-of-fit of the obtained estimations. Finally, Sect. 4 presents the discus-
sions and conclusions of the paper.

2 Materials and Methods

2.1 Data Description

To test the proposed method, the authors extracted data corresponding to the
year 2020 from a set of 26 weather stations belonging to the Agromet network
(http://www.agromet.cl), whose network is formed by more than 100 weather
stations in Chilean territory, generating data including temperature and rela-
tive humidity, with daily temperature data from the Maule region. This data
set is updated by the Instituto de Investigaciones Agropecuarias (INIA) and is
available on the website, an initiative between the Ministry of Agriculture, the
Agricultural Research Institute (INIA), the Chilean Fruit Exporters Association
(ASOEX), the Foundation for Fruit Development (FDF), the Cooperative Cen-
ter for Wine Development (Centro Cooperativo para el Desarrollo Vitivińıcola

http://www.agromet.cl
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S.A.) and the Chilean Wine Association (Asociación Vinos de Chile A.G.), to
provide information related to climate and its effect on the different production
processes. Figure 1 shows the location of 20 simulated stations, and using the
data available from the stations (*red), the values of maximum and minimum
daily temperature and maximum solar radiation were determined. In order to
determine the prediction given by the model, we used the observations of the
stations marked with the symbol(*), except for the data observed in station 11,
and estimated the values of maximum temperature and solar radiation. Then,
we compare, the values obtained between the simulated station 3(+blue) and the
observed values of the real station 11(*red), to establish the similarity between
the observed data and the simulated data.

Fig. 1. Station locations with available data (red) and simulated stations (blue). (Color
figure online)

2.2 Bayesian Inference Methods

We considered the state evolution density and the observation density

xk = f(xk−1) + uk, uk ∼ N(0, Qk) k = 1, . . . , t.

yk = g(xk) + vk, vk ∼ N(0, Rk)

where xk ∈ R
n is the state of the system on the time step k, yk ∈ R

m is the
observation in the time step k, f is the nonlinear state dynamics function, g the
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observation function, uk ∈ R
n represent the process noise vector and vk ∈ R

m

the noise vector of the observations.
The full probabilistic model is expressed by:

p (x1:t, y1:t) = f(x1)
t∏

k=2

f (xk|xk−1)
t∏

k=1

g (yk|xk) , k = 1, . . . , n

where x1:n = (x1, . . . , xn), y1:n = (y1, . . . , yn), f(x1) is the distribution of the
initial state, f (xk|xk−1) is the dynamic model which characterizes the dynamic
behaviors of the system,g (yk|xk) is the model for measurements, which describes
how the measurements are distributed given the state.

In many state-space inference problems p(xt|y1:k) is the sequential estimation
of the filtering distribution. Updating the filtering density can be done in princi-
ple using the standard filtering recursions. The Chapman-Kolmogorov equation
describes the Bayesian prediction:

p (xk|y1:k−1) =
∫

p(xk|xk−1)p(xk−1|y1:k−1)dxk−1

where p(xk−1|y1:k−1) denotes the prior and p(xk|y1:k−1) denotes the predictive
density, p(xk|xk−1) denotes the one step state prediction and y1:k−1 represents
all measurements from beginning up to time k − 1.

Filtered distribution for xt is given by:

p (xk|y1:k) =
p (xk, yk|y1:k−1)

p (yk|y1:k−1)
=

g(yk|xk)p(xk|y1:k−1)∫
g(yk|xk)p(xk|y1:k−1)dxk

where p (xk|y1:k) is an posterior density and g(yk|xk) is likelihood.

2.3 Kalman Filter

The Kalman filter is ”the closed form solution to the Bayesian filtering equations
for the filtering model, where the dynamic and measurement models are linear
Gaussian” [10]. This algorithm estimates the new state from its previous esti-
mate, adding a correction term proportional to the prediction error, by means
of a prediction and correction mechanism.

Considering the state-space equation given by
{

xk = Fk−1xk−1 + qk−1;
yk = Hkxk + rk; (1)

– The prediction step is

m−
k = Fk−1mk−1

yk− = Fk−1Pk−1F
�
k−1 + Qk−1 : (2)



Climate Time Series Prediction by Convex Polygons and the Kalman Filter 35

– The update step given by

vk = yk − Hkm−
k

Sk = HkP−
k H�

k + Rk

Kk = P−
k H−

k H�
k S−1

k

mk = m−
k + Kkvk

Pk = P−
k − KkSkK�

k

(3)

The recursion starts with m0 as mean and P0 as the covariance, the xk ∈ R
n

is the state, yk ∈ R
m is the measure, qk−1 and rk are the process noise of the

state and observations with distribution N (0, Qk−1) and N (0, Rk) respectively,
and the distribution of x0 is the Gaussian N (m0;P0). The matrix Fk−1 is the
dynamic model transition matrix and Hk is the measurement model matrix.

2.4 Estimating the State-Space Equations

Given a set of stations E = {ei}, located at coordinates (lati, loni), for i from 1
to n , and a data set

{
Y T

j

}k

j=1
=

{
(y1j , y2j , . . . , ynj)T

}k

j=1
,

where yij is the data for station ei at time j.
Considering the convex envelope [1] of the stations as the set EC, and the a

set F = {fi} ⊂ EC formed by k stations in the set EC, these stations can be
distributed in the form of a rectangular grid, i.e. equally spaced or at random
locations, denoted by xij the data of station fi at time j, our objective is to find
the values of xij , for i = 1, . . . , k and j = 1, . . . , T .

Fig. 2. Convex envelope for a single station.

For each station fi ∈ F , we define a set of stations

{esi1, esi2, . . . , esiki
} ⊂ E ∪ F

which form the largest convex set that contains station esi and has no other
station of E ∪ F inside it, taking the polygon formed by the coordinates of the
stations {esi1, esi2, . . . , esiki

} we associate {aij}k1
j=1 the proportional coefficients
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of the polygon area, where ak is the proportional coefficient of the area of the
polygon formed by the coordinates {esi, esik} and the midpoints of {esik , esik−1}
and {esik , esik+1}. Thus we construct a matrix of coefficients ai, of m = k + n
columns,where each row, between 1 and k, has sum equal to 1, for the rows
between k + 1 and k + n we define the diagonal equal to 1.

That is,

Am×m =

⎛

⎜⎜⎜⎜⎜⎝

a11 a12 . . . aim

a21 a22 . . . a2m

...
...

...
ak1 ak2 . . . akm

0n×k In×n

⎞

⎟⎟⎟⎟⎟⎠
(4)

and
Hk×m =

(
In×n 0n×k

)
(5)

Considering

Xt = x1t, x2t, . . . , xkt, y1t, y2t, . . . , ykt)T ,

a vector of m coordinates, we can define our state-space system by
{

Xt+1 = AXt + qt

Yt = HXt + rt
(6)

where the Xk ∈ R
n is the state, Yk ∈ R

m is the measure, qk−1 and rk are the
process noise of the state and observations with distribution N (0, Qk−1) and
N (0, Rk) respectively, and the distribution of x0 is the Gaussian N (m0;P0).

2.5 Estimation of Covariance Functions

Consider a spatio-temporal process expressed as an infinite expansion of a mov-
ing average model [3],

Yt(s) = Mt(s)β + εt(s), (7)

with

εt(s) =
∞∑

j=1

ψjηt−j(s), t = 1, . . . , T

where
{
Yt(s) =

(
Y

(1)
t s, . . . , Y (L)

t s
)T

}
, is a space-time Gaussian process L -

dimensional, s represents a location in a domain D = (x, y)T ⊂ R
2, β =

(β1, . . . , βp)T Mt(s) =
(
M

(1)
t (s), . . . ,M (p)

t (s)
)

is a vector of parameters, p-
dimensional of known covariates, {ψj} is a sequence of coefficients satisfying∑∞

j=0 ψ2
j < ∞, and {εt(s)} is a sequence of temporally independent and spa-

tially stationary Gaussian processes (GP), with E (ηt(s)) = 0 and the covariance
function

C (ηt(s), ηt(s̃)) = Cη (‖s − s̃‖; θ) , Cη : [0,∞) → R, s, s̃ ∈ D
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where Cη ◦ ‖.‖ : R
2 → R is an isotropic covariance function, ‖.‖ denotes the

Euclidean distance, ◦ represents a composition, and θ is a parameter vector.
This representation is equivalent to the decomposition of a moving average

process MA(∞) of the error sequence εt(s).
We say that a covariance function C (s, s̃) is stationary if it only depends on

the displacement of s, that is, if we can write C (s, s̃) = C0(h), for h = s− s̃. A
covariance is isotropic if it only depends on the distance from s, i.e., Cd (s, s̃) =
Cd(s, d), where d = ‖s − s̃‖.

A Gaussian process (GP) is a dependent process in which all finite - dimen-
sional distributions are Gaussian and are defined by a function with mean mu(.)
and covariance function C(·, ·) and is denoted by:

Yt(s) ∼ GP (μ(.), C(., .))

In the presence of a decomposition MA(∞) in a time-space process defined
on (7), the covariance function is defined by:

C(s, s̃) = Cov (Yt(s),Yt(s̃)) =
∞∑

i=0

∞∑

j=0

ψjψiCov (ηt−j(s), ηt′−i(s̃))

= Cη(d)
∞∑

j=0

ψjψj+|t−t′|, d = ‖s − s̃‖

= Cη(d)K(Δt), Δt = t − t′

where K(Δt) is a time covariance function. That is, it can be of one of the
following forms

Table 1. Covariance functions

Kernel K (x, y)

Exponential σ2 exp
(
− |x−y|

l

)

Squared Exponential σ2 exp
(
− 1

2
|x−y|2

l2

)

Matérn σ2 21−ν

Γ (ν)

(
|x−y|

l

)ν

κν

(
|x−y|

l

)

Brownian Motion min (x, y)

In summary, the algorithm can be described as follows:
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Algorithm 1. Algorithm to approximate stations
Require: Coor = {(lati, loni)}k

i=1 station coordinates,
{Yij}i,j Data observed at the stations,
U0 = (lat0, long0) Station coordinates to simulate , n stations.

Ensure: {Z0j}j Simulated values for station 0.
•Generate a set E, of n stations, in the set of convex envelope Coor.
•Find the largest convex polygon containing each of the stations in the set E ∪{U0}.
•Estimate the coefficients of the state-space system, by the Eqs. (4) y (5).
•Estimating {Z0j}j by Kalman Filter with covariance functions of Table 1.

3 Results

In order to achieve this goal we proceeded as follows:

1. Using the coordinates of the 25 stations, excluding station 11(*red), we cal-
culated the convex envelope using the algorithm proposed in [1].

2. We a set of simulated stations, located on the convex envelope, distributed
as a regular grid. In the case under study, 20 stations were created, in Fig. 1,
they are shown with the symbol (+blue).

3. We generated the coefficient matrix A, as described in Eq. 4.
4. Using the Kalman Filter, we estimated the values of the 20 stations (+blue).
5. Finally, we compared the observed values of the stations identified with 11

(*red) and 3 (+blue).

3.1 Space-Time Prediction

Our main goal is the spatio-temporal modeling of atmospheric indexes, so in
order to determine the predictive ability we employ different indexes, in order to
determine the performance of the proposed methodology, the following indicators
were specifically tested using the differences between the simulated data and the
observed data.

For a station i , let {xj} and {yj} be the observed and simulated data series,
respectively, for j from 1 to T . Let us denote by x and y, the values of the
corresponding means, we consired:

The first of the indexes, the usual Root Mean Square Error (RMSE)

RMSE =

√√√√
T∑

j=1

(xj − yj)2

T

and percent root mean square error, which we denote by RMSE2,

RMSE2 =

√√√√ 1
T

T∑

j=1

(
xj − yj

xj

)2
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Fig. 3. Estimated vs. observed data for n = 500.

We also calculated the normalized mean bias factor (NMBF) [12]

NMBF =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T∑

j=1

yj

T∑

j=1

xj

− 1 if x ≥ y

1 −

T∑

j=1

xj

T∑

j=1

yj

if x < y

where sj =
xj

x
and kj = exp

(
− ln

∣∣∣∣
yj

y

∣∣∣∣

)
.

Finally, the weighted and unweighted normalized root mean square error
(WNNR and NNR) of the normalized coefficients [8] between the normalized
ratios of the estimated and observed values.
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Fig. 4. Estimated vs. observed annual data.

WNNR =

T∑

j=1

s2j (1 − kj)2

∑

t

sjkj

and NNR =

T∑

t=1

(1 − kj)2

T∑

t=1

kj

The error rates obtained for the observations of station 11 (red color) and
simulated station 3 (blue color) (see Fig. 3 and Fig. 4) in the estimations are
shown in the Table 2.

Table 2. Summary of predictive indexes

Daily n = 500 Annual n = 360

Temperature Humidity Temperature Humidity

RMSE 0.0909 0.4252 0.1785 0.4324

RMSE2 0.0124 0.0150 0.0092 0.0051

WNNR 0.01002 0.0256 0.2735 0.4095

NNR 0.0697 0.0818 0.2529 0.3947

NMBF 0.0402 0.0602 –0.1178 –0.6047
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In order to show the variability of the indices, presented in Table 2, 40 sim-
ulations were calculated and the results are summarized in Fig. 5.

Fig. 5. Boxplot of the errors between observed and estimated temperature measure-
ments.

4 Discussion and Conclusions

The data used and available in Agromet, were discriminated in hourly measure-
ments, during the 365 d of the year 2020. Two time series were considered out
of these: the first 500 observations of the year and the maximum daily values
during the entire year 2020, of temperature and relative humidity, measured in
(◦C) and (%) respectively.

With the methodology presented, the values observed at station 11(+blue)
were recovered from the values of the 25 stations(+blue), performing an estima-
tion process using the Kalman Filter, with very small errors. In the case of hourly
observations, the errors are in order of 5x10−2 in the case of temperature, and
5×10−2 in the case of relative humidity. For the daily maximum measurements,
simulated during a year, the approximation order is close to 5 × 10−1.

In the case of hourly observations, the errors are in the order of 5 × 10−2, in
the case of temperature and 5 × 10−2 in the case of relative humidity and for
the daily maximum measurements, simulated during a year, the approximation
order is close to 5 × 10−1. Although the observations show a large variability, as
seen in Figs. 3 and 4, they recovered quite well.
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On the other hand, repeated simulations showed that the errors have low
variability, as shown in Fig. 5, where it is shown that all error rates have vari-
ability close to 10−3.

This shows that the simulation of station data, within the convex envelope,
represents a very good alternative to the installation of new weather stations,
due to the impact on maintenance costs and the approximations that it allows
us to generate.

This offers many possibilities for future research to determine which other
climatic variables maintain this behavior and can be recovered using the method
and to establish conditions on the locations of the stations so that the approxi-
mations are acceptable.

Acknowledgement. This work was carried out under the project Statistical Methods
for Modeling data generated by Complex Systems REGINV- MATH23-04, Yachay Tech
University.
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Abstract. Despite the end of the COVID-19 pandemic was decreed by
the WHO, this disease has not disappeared and continues to claim vic-
tims. Thus, it remains important to follow up, monitor, and project its
evolution in the short term. To that end, mathematical models are a pre-
cious tool. Based on its results, it is possible to take preventive measures
that minimize the spread of this contagious disease. This study focuses
on the stochastic SEIR epidemic model adapted to a post-pandemic sce-
nario. The main factors that influence the spread and containment of the
disease are considered, namely, the rates of transmission, vaccination,
and quarantine. The results obtained point to a probability of nearly
12% of the appearance of a major epidemic outbreak that could affect a
large part of the population. Without vaccination, it is expected that an
epidemic outbreak will infect 75% of the population. Therefore, the main-
tenance of adequate vaccination rates is an essential measure to overcome
the loss of immunity from the vaccinated or recovered individuals.

Keywords: COVID-19 · post-pandemic scenario · parametric study ·
stochastic SEIR model

1 Introduction

The COVID-19 pandemic presented a serious threat to the human population
in the years 2021 and 2022. Additionally, despite the fact that the epidemic
has been mostly contained in many nations, occasional breakouts are still being
reported, highlighting the need for continuous awareness and prudence.

It is well acknowledged that mathematical modeling and computational tech-
niques have shown to be crucial in assisting public health authorities to design
appropriate policies and make significant decisions intended to prevent the
spread of the COVID-19 disease [5] in such a challenging situation. In this regard,
a large number of academic and scientific investigations have been undertaken
and published over the last years, with a special emphasis on the mathematical
epidemic model Susceptible-Exposed-Infectious-Recovered (SEIR) [2,3,5,10].
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The SEIR model is a widely accepted framework for describing the spread of
an infectious disease. It is based on the concept of compartmentalization, which
separates a population into four distinct compartments, corresponding to one of
the following states in relation to the disease:

– Susceptible (S): individuals that have not yet been infected with the disease
and thus are at risk of contracting it;

– Exposed (E): individuals that have been infected but are not yet infectious;
– Infectious (I): individuals that have developed symptoms and are capable of

transmitting the disease to others;
– Recovered (R): individuals that have recovered from the disease.

The model also incorporates a latency period, an important factor for conta-
gious and spreading diseases such as COVID-19 [10]. The latency period is the
time elapsed between infection and the onset of symptoms. This characteristic is
particularly relevant for COVID-19, which has a latency period of several days.

The SEIR model enables to model the general dynamics of an infectious
disease transmission and to estimate several important consequences of the epi-
demic, such as the number of infection cases in function of time, the peaks of
infectious cases or the total proportion of the population that will be affected.

The SEIR model can also be enriched, by including additional compartments
that have a significant impact on controlling the disease spread, corresponding
to public health measures. In this study, new compartments, such as Vaccinated
(V) and Quarantined (Q) individuals, were incorporated in the model. The corre-
sponding control measures were of great importance in controlling the pandemic.
Studies published when the appearance of the first vaccines for COVID-19 was
outlined showed that an epidemiological outbreak could be prevented by com-
bining a low vaccination rate with the quarantine of infected people [2,3].

In this work the SEIR model is also adapted to the specific context of COVID-
19 spreading in a post-pandemic scenario, in which a huge part of the population
is regularly vaccinated. Thus, this new epidemiological model considers not only
the control measures represented by vaccination and quarantine, but also the
loss of immunity by vaccinated or recovered individuals, making these individuals
again susceptible to contracting the disease. The new model is based on previous
compartmental models proposed in [1–3], adjusted to describe the current epi-
demiological situation. The resulting model is named SEIQRVD, for Susceptible,
Exposed, Infected, Quarantined, Recovered, Vaccinated, and Deceased.

The success of mathematical modeling of epidemics depends greatly on
adjusting the parameters of the model to reality. For this study, a thorough liter-
ature search was carried out on the values of all the parameters of the SEIQRVD
model. For each of them, confidence intervals were collected that reflect their pos-
sible variations. Then, a parametric study was conducted in order to determine
their impact on a given population and acquire insights on the factors that most
influence the dynamics of the spread of the disease and on its prevention.

The parametric study was conducted on a stochastic version of SEIQRVD,
also developed for this study. Stochastic models are based on a Monte Carlo
process that consists on a large number of repetitions of the random behavior of
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the population. These models are considered more realistic than deterministic
models, because the spread of an infectious disease is a random process that
takes place locally through the close contact with infectious individuals [4].

The rest of the paper is organized as follows: in Sect. 2, the SEIQRVD model
is introduced, along with the definition of its main parameters; Sect. 3 describes
the algorithm in which the stochastic version of the model is based on; Sect. 4
elaborates on the parameter combinations tested; Sect. 5 is devoted to the pre-
sentation and discussion of the numerical results of the simulations conducted;
Sect. 6 concludes the paper and lays out directions for future work.

2 Epidemiological SEIQRVD Model

The proposed SEIQRVD epidemiological model comprises seven distinct com-
partments, each one representing a different state relatively to the COVID-19
disease. A compartment contains a fraction of the population with N individ-
uals. The complexity of the model arises from the interdependent relationships
between the compartments and the transitions between them. The daily inter-
actions between the different compartments, along with the corresponding rates
of transition, are represented in Fig. 1.

Fig. 1. SEIRDQV Compartment Transition Model.

The variables corresponding to each compartment, expressing the number of
individuals of the population that are in a certain condition at day t, are:

– S(t): individuals susceptible to contracting the disease;
– E(t): individuals exposed to the disease but not yet infectious;
– I(t): individuals who are infectious;
– R(t): individuals who have recovered from the disease and are now immune;
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– V (t): individuals who have received a vaccine;
– Q(t): individuals who are in quarantine;
– D(t): individuals who have died from the disease.

From a deterministic perspective, the daily dynamic of the SEIQRVD model,
illustrated in Fig. 1, is given by the system of ordinary differential equations:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS
dt = ωV V + σRR − ψV S − βI

N S

dE
dt = βI

N (S + (1 − ε) V ) − τEE

dI
dt = τEE − αS (1 − γ) I − γI

dR
dt = αS (1 − θ − γ) I + αQ(1 − θ)Q − σRR

dD
dt = θαSI + θαQQ

dV
dt = ψV S − βI

N (1 − ε) V − ωV V

dQ
dt = γIαQQ

(1)

with the initial conditions S (0) = S0, E (0) = E0, I (0) = I0, R (0) = R0,D (0)
= D0, V (0) = V0 and Q (0) = Q0.

The System (1) models the dynamic of a population with N individuals,
in function of the time t (in days). Each equation describes the evolution of
the amount of individuals that are in each state (compartment) of the infectious
disease. The constants β, αS , αQ, γ, θ, ε, ψV , ωV , τE and σR are the parameters
of the model, and have the following meaning:

– ψV : vaccination rate, represented as the fraction of the population that
receives the vaccine daily;

– ωV : daily rate at which the vaccinated people lose immunity; it is expressed
as the inverse of the number of days the vaccine remains effective;

– β: daily rate of transmission of the disease from an infected individual to a
susceptible individual;

– ε: efficacy of the vaccine, representing the fraction of vaccinated individuals
protected from the disease;

– τE : average latency period, representing the time between exposure to the
disease and the onset of symptoms; it is expressed as the inverse of the latency
period, in days;

– αS : rate of transition from infected to recovered or deceased; it is expressed
as the inverse of the infectious period, in days;

– αQ: rate of transition from quarantined to recovered or deceased; it is
expressed as the inverse of the quarantine period, in days;

– γ: fraction of individuals that are daily placed in quarantine;
– θ: fraction of infectious individuals who daily die due to the disease;
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– σR: rate of loss of natural immunity, representing the fraction of recovered
individuals who daily lose immunity.

The values of these parameters will determine the results given by the res-
olution of system (1). To obtain realistic results, these parameters must also
be realistic, since they define how the events occur [6]. Most of the values used
in this paper for these constants were collected from updated literature [1,7]. A
dataset of values [8] observed in all the world since the beginning of the epidemic
was also used in order to obtain intervals that contain all the possible values that
the parameters can currently take.

The method used in this study to define the values of the vaccination rate
(ψV ) and the death rate (θ) was a linear regression generated from the cumulative
values available in the dataset [8]. The temporal range considered was the period
from January 1 to March 24, 2023. The data are relative to Portugal and are
the most up to date at the time of this work.

The quarantine parameters (γ and αQ) were arbitrarily defined, since in the
post-pandemic scenario the quarantine is no longer mandatory in many places.

The values of the transmission rate (β), a crucial parameter, are based on the
basic reproduction number report elaborated by the portuguese health authori-
ties [9]. The values of the vaccination protection rate (ωV ), vaccine effectiveness
(ε), average latency duration (τE), recovered or deceased rate (αS), and rate of
loss of natural immunity (σR) were all obtained from the literature.

The values, or interval of values, for each parameter of the SEIQRVD model,
are shown in Table 1, along with the bibliographic references from which they
were collected.

Table 1. Values (or ranges) used for the parameters of the SEIRVQD model.

Parameter Value(s) Description Reference

ψV 0.00018559 Vaccination rate [8]

ωV 1/180 Vaccine decline rate [1]

β 0.1885 Transmission contact rate [9]

ε [0.903–0.976] Vaccine efficiency [1]

τE 1/5.2 Average latency period [11]

αS 0.0925069 Transition rate for recovered or deceased [1]

γ [0–0.5] Quarantine rate Arbitrary

θ 6.555 × 10−7 Fraction of individuals who die from the disease [8]

αQ 0 Rate of quarantined who recovered or died Arbitrary

σR 1/240 Natural immunity loss rate [7]

3 Stochastic SEIQRVD Model

Stochastic models are mathematical representations aimed to capture the inher-
ent unpredictability and uncertainty in diverse systems and processes. These
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models provide an effective framework for understanding and interpreting com-
plex events influenced by probabilistic aspects.

In order to incorporate randomness factors that are inherent to the COVID-
19 spread, a stochastic model was developed from the deterministic model rep-
resented by System (1). The stochastic model includes the same parameters of
the deterministic model. However, their values are not fixed. Instead, they are
randomly generated from distributions whose average values are those in Table 1.

On the other hand, contacts between people in the community occur ran-
domly, between any member of the population, that is, the population is consid-
ered to be homogeneously mixed. Infectious individuals (I) have adequate contact
to transmit the disease with other individuals randomly in time, according to a
Poisson process with intensity β. Each contact is made with an individual ran-
domly selected from the community. Any susceptible that receives such contact
immediately becomes exposed (E) for a random period that follows an exponen-
tial distribution with mean 1/σE . The infectious periods are also independent
and exponentially distributed with a mean 1/αS . The quarantine (γ) and death
(θ) rates, as well as the quarantine period, are assumed to be constant.

The proposed stochastic SEIRVQD model is described by Algorithm 1 that
outlines the main steps involved in simulating the spread of the disease and
the various factors that influence the transmission dynamics. The population
of N individuals is represented by a two-dimensional array of size N . The first
dimension represents the individual state (S, E, I, R, Q, V or D), and the second
dimension indicates the number of days in this state. Furthermore, as the model
depicts a post-pandemic scenario, most of the population is initially immunized.
But, even in a post-pandemic scenario, the initial presence of sick individuals,
as well as susceptible and vaccinated persons, is required for the dynamics to
occur. These states are randomly distributed within the population array.

Infectious individuals have contact, adequate to transmit the disease, with
other individuals, randomly in time, according to a Poisson process with intensity
β. When a contact occurs between an infected and a susceptible individual, this
individual becomes exposed. However, when an infected and a vaccinated indi-
viduals interact, the vaccinated has a probability 1−ε of becoming exposed. This
fact corresponds to the lack of efficiency that vaccination sometimes presents.

Similarly to the algorithm presented in [3], the stochastic SEIRVQD model
features two methods for evolving states: i) interaction, which is defined by the
Poisson distribution; and ii) the time of permanence in the exposed and infected
states, which is defined by the exponential distribution with parameter given by
one of the values shown in Table 1.

4 Parametric Evaluation

The impact of the main epidemic factors is studied through the corresponding
stochastic model parameters: the rates of infection (β), vaccination (ψV ), and
quarantine (γ). These parameters are varied across a selected range of values and
Algorithm 1 is executed for certain values combinations. Each run corresponds
to a simulation of the spread of the disease in a population of N individuals.
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Algorithm 1. Stochastic SEIRDVQ model
Require: N , I0, V0, maxdays, ψV , ωV , β, ε, τE , γ, θ, αQ, σR

Ensure: res matrix, containing the number of individuals in a state by time in days
1: for t ← 1...Nrep do
2: choose V0 random individuals and the relative vaccinated period
3: choose I0 random individuals and the corresponding infectious period
4: for t ← 1...maxdays do
5: for n ← 1 to N do
6: latencyn ← latencyn − 1
7: if staten = susceptible or vaccined then
8: randomly choose β, in N , individuals to contact � excluding

quarantined and dead
9: if any contated people = infected then

10: if staten = susceptible or randval > ε then
11: staten ← exposed � with Poisson random τE days
12: end if
13: else
14: if staten = susceptible and randval < ψv then
15: staten ← vaccinated
16: else if latencyn = 0 then staten ← susceptible
17: end if
18: end if
19: else if staten = exposed then
20: if latencyn = 0 then
21: if randval < σR then
22: staten ← infected � with exp. random τE days
23: end if
24: end if
25: else if staten = infected then
26: if latencyn = 0 then staten ← recovered � with exp. random σR

days
27: end if
28: if rand < γ then staten ← quarantine � with exp. random αQ days
29: end if
30: if rand < θ then staten ← died
31: end if
32: else if staten = recovered then
33: if latencyn = 0 then staten ← susceptible
34: end if
35: else if staten = quarantine then
36: if latencyn = 0 then
37: staten ← recovered � with exp. random σR days
38: end if
39: if rand < θ then staten ← died
40: end if
41: end if
42: end for
43: end for
44: end for
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The motivation for the choice of those parameters is the intrinsic random-
ness of the evolution of their values. Consider, for instance, the transmission
rate (β), that can be estimated through the datasets made available by the
portuguese health authorities, namely information on the basic reproduction
number. This parameter has assumed different values over the pandemic period
and still changes in the post-pandemic scenarios, as is reported monthly [9].

Regarding the vaccination rate (ψV ), it is determined based on the new vac-
cinations per day, and changes depending on the country or region, the vaccine
availability, the health governmental system, as well as other factors.

With the end of the pandemic, the mandatory quarantine of the infected
individuals disappeared. But self-isolation by the infected is a fact that is verified
in some situations. Thus, the effect of the quarantine rate (γ) is also analysed.

The values of the parameters used in the simulations were those of Table 1,
except for ψV , β, ε and γ. The values used for these are shown in Table 2.

Table 2. Values of ψV , β, ε and γ used in the simulations.

Parameter Value(s)

ψV {0, 0.00018559, 0.00151, 0.00301, 0.00451, 0.00621}
β {0.1423, 0.1610, 0.1885, 0.3026, 0.4166}
ε 0.9395 (average of the extreme values of its range in Table 1)

γ {0, 0.1, 0.2, 0.3, 0.4, 0.5} (range from Table 1 with a step of 0.1)

The first and last values for ψV are of 2023 (also in Table 1) and 2021, respec-
tively [8]. The values in between were obtained via interpolation, corresponding
to 25%, 50% and 75% of the difference between the values of 2021 and 2023.

The values for β include the current one, from Table 1 (0.1885), and others
that surround it. These were either extracted or extrapolated from [9]: the first
two values pertain to the years 2021 and 2022; the 5th is specific to 2020; the 4th
value is an interpolation (average) of the current value and the one from 2020.

Considering the cardinality of the sets of values for ψV , β, and γ, a total of
17 different combinations (6+6+5) of these parameters were tested, by varying
each parameter alone and fixing the other two parameters: thus, when varying γ,
ψV = 0.00018559 (value from Table 1) and β = 0.1885 (value from Table 1); then,
when varying ψV , γ = 0 (left value from its range in Table 1), and β = 0.1885;
finally, when varying β, γ = 0 and ψV = 0.00018559.

A population of N = 20000 individuals was considered for the simulations. It
was always assumed an initial number I0 = 80 of infected individuals, an initial
number V0 = 19600 of vaccinated, and an initial number S0 = 320 of susceptibles.
These numbers were defined according to current data on Portugal, where 98%
of the population is vaccinated [7]. Other initial conditions that were also kept
the same were E0 = 0, R0 = 0, D0 = 0, and Q0 = 0. Each simulation considers
the evolution of the population over one year (maxdays = 365), and was repeated
Nrep = 1000 times (for each particular combination of model parameters).
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It is worth mentioning that the overall number of combinations of β, γ = 0
and ψV , corresponding to 6×6×5 = 180, is more than 10× the 17 combinations
tested. But considering that each one takes ≈2 h to be tested in the computa-
tional system used in this work (see Sect. 5), and so testing all 180 combinations
would take 15 days of computational time, it was considered enough, for the
exploratory goals of this research, to perform a limited parametric study, reserv-
ing thorough parametric tests and bigger populations for future work.

5 Simulations Results

This section presents the results obtained by the simulations conducted, based on
an implementation of the Algorithm1 in MATLAB. The computational environ-
ment used for this work was a virtual machine from the CeDRI cluster, assigned
32 virtual CPU-cores of a Intel Xeon W-3365 CPU and running Linux Ubuntu
20.04. Using this execution environment, each simulation (including its 1000 rep-
etitions) of the spread of the disease in a population of 20000 individuals, during
365 days, takes an average of 118 min fully using the 32 CPU-cores.

Fig. 2. Evolution of the number of infectious individuals in the 129 epidemic outbreaks
that occur in 1000 repetitions of the simulation for ψV = 0.00018559, β = 0.1885, γ = 0.

Figure 2 shows selected results of 1000 repetitions of the stochastic simulation
of the evolution of the population for the specific combination of parameters
ψV = 0.00018559, β = 0.1885, γ = 0. Specifically, out of the 1000 repetitions of the
simulation, only in 129 of them an epidemic outbreak has occurred. Thus, only
the corresponding 129 curves relative to the infectious individuals are depicted in
Fig. 2, along with the corresponding curve with the average values of the number
of infected people on each day (thick red line). In the remaining 871 repetitions,
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the number of infected quickly decreases to zero. Therefore, the probability of
the occurrence of an epidemic outbreak is 12.9%.

It can also be observed that the epidemic outbreak can occur at different
times throughout the year. However, for a large number of simulation repetitions,
the outbreak occurs around 100 days, where the curve of average values reaches
its maximum. Moreover, all the peaks of the infected curves occur very close
to 2500 individuals and, after reaching the peak, the number of infected people
decreases and stabilizes below 500 individuals, with a slight upward trend.

Figure 3.a) shows the histograms of the total number of infected over the
year, for all 1000 possible evolutions of the epidemic, and Fig. 3.b) contains the
cases corresponding to a major outbreak. The number of repetitions that lead
to a minor outbreak (the number of infectious individuals decreases to zero in a
reduced number of days) have a frequency of 87.1%, indicating that this event
is the one that has more probability to occur. In this case, the total number
of infected does not exceed the initial one (I0 = 80). In turn, the probability
of a large outbreak occurring is 12.9%, and can affect between 5000 to 30000
individuals. The histogram for the major outbreak (Fig. 3.b)) shows that, in such
case, the more probable number of infected individuals is near 25000.

Fig. 3. Histograms of the total number of infected individuals along one year, for
ψV = 0.00018559, β = 0.1885, γ = 0.

Figure 4 presents the evolution over a year of the average number of individ-
uals in each compartment of the SEIQRVD model, for the same stochastic sim-
ulation previously described. A continuous decrease in the number of vaccinated
individuals and consequent increase in susceptibles can be observed. From 60
days onwards, the number of susceptibles begins to decrease due to the increase
in the number of infected people, which reaches its peak at around 100 days.
From approximately 200 days onwards, there is a stabilization in the number of
infected and recovered people. There is also a continuous increase in the number
of susceptibles in proportion to the decrease in the number of vaccinated.
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Fig. 4. Average number of individuals in each compartment, for ψV = 0.00018559,
β = 0.1885, γ = 0.

The transmission contact rate (β) determines the transition from the suscep-
tible to infected individuals. As such, it is one of the most important parameters
in the epidemics dynamics. Its value determines the growth in the infected indi-
viduals. Figure 5 represents the results of simulations with the different values
of the transmission rate (β) from Table 2, considering ψV = 0.00018559 and
γ = 0.

Figure 5.a) depicts the evolution of the average number of infectious, and
Fig. 5.b) shows the evolution of the average number of susceptibles. It can be
observed a clear decrease in the infected peak with the decrease in β. When the
infectious transmission rate assumes the maximum value (β = 0.4166), there is
a peak of infected people that reaches about 1700 individuals. When it takes
its minimum value (β = 0.1423), the peak of infected only reaches less than
600 individuals. In turn, the susceptibles increase in inverse proportion to the
number of infected. The higher the β, the lower the number of susceptibles.

The effects of the vaccination rate (ψV ) are depicted in Fig. 6. Figure 6.a)
represents the evolution of the average number of infectious individuals in func-
tion of ψv. It turns out that the peak height of infected people directly depends
on the vaccination rate. The higher the vaccination rate, the lower the peak.
This is because there are fewer individuals susceptible to contract the infection,
given that, as can be seen in the Fig. 6.b), the higher the vaccination rate, the
lower the average number of susceptibles. Also, the higher the vaccination rate,
the lower the level of stabilization of the number of susceptibles.

The probability of the total number of infected individuals over a year is
depicted in the histograms of the Fig. 6.c) and 6.d). Figure 6.c) corresponds to
ψV = 0 and Fig. 6.d) to ψV = 6.21 × 10−3. It is observed that increasing the
vaccination rate reduces the probability of a large outbreak occurring. Without
vaccination (ψV = 0), there is almost a 30% probability that nearly 15000 people
will be infected. But with a relatively small vaccination rate (ψV = 6.21×10−3),
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Fig. 5. Effects of the infectious transmission rate (β) on the average number of infec-
tious and susceptibles individuals, considering ψV = 0.00018559 and γ = 0.

Fig. 6. Effects of the vaccination rate (ψV ) on the average number of infectious and
susceptibles individuals, and on the histograms of the total number of infected indi-
viduals, considering β = 0.1885 and γ = 0.
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the total number with more probability to be infected (about 20%) is reduced
to a value close to 5000. In the histogram of Fig. 3.a), it can also been observed
that for ψV = 0.00018559 the total number of infected people is reduced to zero
with a probability of about 88%.

Figure 7.a) shows the influence of the fraction of infectious individuals that
are quarantined. It can be seen that this rate has a direct effect on the size of the
epidemic outbreak. The increase in the quarantine rate leads to a reduction in the
average size of the infectious peak and also to the lowering of the stabilization
level of the number of infected people. On the other hand, as can be seen in
Fig. 7.b), the increase in the rate of quarantine of infectious individuals leads to
an increase in the average number of susceptibles due to the fact that there are
fewer contagions.

Fig. 7. Effects of the quarantine rate (γ) on the average number of infectious and
susceptibles individuals, considering ψV = 0.00018559 and β = 0.1885.

6 Conclusion

This work presents a parametric study of the spread of the infectious disease
COVID-19. A stochastic epidemiological model is proposed for modelling the
spread of the disease in a given population with 20000 individuals. The model
is adapted to the specificities of a post-pandemic scenario, by accounting for the
effect of vaccination and loss of immunity. Furthermore, even though the model
was created keeping in mind the COVID-19 pandemic, it can be easily adapted
to the spread of other infectious diseases.

Starting from a population with a vaccination coverage of 98%, the risk of
a major epidemic outbreak during the first year is about 12% if the actual
vaccination rate is maintained. If there is no vaccination, an epidemic outbreak
is expected that will infect about 15000 people. These results show that it is
still important to monitor the evolution of the disease. The loss of immunity on
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the part of vaccinated and recovered individuals after a certain period makes it
important to continue vaccinating to prevent the spread of the disease. To that
end, the vaccination rate has to compensate for the rate of loss of immunity.

The results indicate that quarantine is still a good option to prevent the
disease spread. However, as this preventive measure is not mandatory, being left
to the individual decision of the infected person, in reality its implementation
will be reduced.

Prevention measures must also take into account the transmission rates of
contagion. This parameter is what most influences the spread of the disease in
the population. In fact, this parameter will depend on the variant of the virus
responsible for the infection.

In the future we intend to simulate the evolution of bigger populations with a
large number of repetitions of the stochastic model proposed. Effectively, a high
number of repetitions can better describe all possibles effects of the randomness
of the pandemic dynamic.
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3 Centro de Matemática da Universidade do Porto, Departamento de Matemática, Faculdade de
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Abstract. In this article, a simplified mathematical model is presented to depict
the process of collecting ocean debris. The responsible autonomous vehicles for
transporting the trash are represented as passive particles, while the ocean cur-
rent is simulated by the movement of point vortices on a sphere. To ensure the
autonomy of the vehicles, a system of piecewise constant controls is employed,
using a limited number of predetermined switching points that determine their
trajectories. Each control incurs an energy cost that is aimed to be minimized.
This minimization is achieved by solving a nonlinear optimization problem on
the spherical surface. The initial findings indicate the existence of multiple pos-
sible trajectories for autonomous vehicles.

Keywords: Ocean Pollution · Computation in Earth Sciences · Vortex
Dynamics · Passive Tracer · Non-linear Optimization

1 Introduction

Plastic pollution of the oceans is a growing environmental crisis that requires immediate
attention. According to estimates, approximately eight million tons of plastic waste are
introduced into the oceans every year [11]. This excessive amount of plastic waste has
devastating effects on marine life and ecosystems. Plastic pollution is also damaging
fragile habitats such as coral reefs [13]. Initiatives such as the Ocean Cleanup Project
aim to rid the oceans of plastic waste using innovative technologies [1]. The article [20]
suggests that, the Ocean Cleanup’s recommended method of utilizing 29 plastic col-
lectors to track microplastic movement and density in the ocean, indicates that cleanup
initiatives should emphasize addressing microplastic flow in coastal areas instead of
focusing solely on regions where plastic waste gathers.
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The absorption of ocean debris (for example, microplastics) by marine species has
an influence on agriculture [10], and hence poses a risk to human health, according
to [19]. Indeed, ocean pollution has an impact on agricultural techniques that rely on
marine fertilizers (e.g., fish, seaweed, etc.).

In the work presented here, we will assume an idealized scenario where garbage
collection is done by a set of autonomous vehicles that are initially located where the
garbage has a higher density. Let’s assume that the autonomous vehicles are relatively
small, such that they can be treated as passive particles, meaning they do not alter the
local structure of the velocity field of the flow.

Once the holds of these autonomous vehicles are full, they must travel to a specific
area/location to deposit the collected material there. The movement of these vehicles
use the ocean current as the main source of displacement, as well as have a system of
piecewise constant controls, based on a small number of pre-defined switching points,
whose sum of the squares of the amplitudes (objective function) is minimal. Here, the
motion of point vortices on a sphere generates the ocean current.

The relevance of these point vortices stems from their ability to provide a simplified
approximation of specific geophysical flows. These flows exhibit long-term persistence
and are influenced by the Earth’s curvature [21]. Vortex point models provide answers
to numerous studies concerning the fundamental dynamics of atmospheric flows [18].
Point vortex conceptual models are utilized to identify and analyze physical phenomena
that influence the structure and interactions of atmospheric and oceanic vortices [17].

Moreover, point vortices have recently been used in the modelling of pesticide
dispersion in agricultural problems [12,22]. The presence of boundaries can also be
addressed for path planning of an autonomous underwater vehicle like in [7] for steady
flows, and in [8] for in a flow with tidal variations.

This work focuses on optimizing the displacement of a set of passive particle
(autonomous vehicles) interacting with vortices on the surface of a sphere. More pre-
cisely, our focus lies in determining the ideal relocation of this group, specifically on
the sphere, between two fixed regions, by minimizing the energy expended on moving
each particle within a predetermined time frame required for the relocation.

Similar to previous studies [2,5], we tackle this problem by treating the displace-
ment of the passive particle as an optimization problem. To accomplish this, we employ
a direct numerical approach.

The provided time limit T for displacement is divided into n sub-intervals, where
the controls remain constant during each sub-interval. To solve the ensuing nonlinear
programming (NLP) problem, we employ numerical methods with the fmincon func-
tion from the Matlab Optimization Toolbox [16]. This function grants the flexibility
to choose between the interior point method or the active set method for optimiza-
tion [3,4].

The article is structured as follows: Sect. 2 introduces the equations that model the
dynamics of a passive particle and the vortex points on a sphere. Section 3 presents
the numerical method used to solve the optimal control problem involved in determin-
ing passive particle trajectories. Section 4 discusses the application of the mathematical
model to the problem of ocean debris removal. The analysis includes cases where ocean
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currents are induced by one or two vortices. Finally, the article concludes with some
final considerations in Sect. 5.

2 Point Vortices and Passive Particles on a Spherical Surface

The dynamics of N point vortices on a sphere, with their initial positions specified
in spherical coordinates at t = 0, is described by the following system of ordinary
differential equations (i = 1, 2, . . . , N ):

θ̇i = − 1
4πR2

N∑

j=1
j �=i

kj
sin(θj) sin(φi − φj)

1 − cos(γij)
, (1)

φ̇i =
1

4πR2

N∑

j=1
j �=i

kj
sin(θi) cos(θj) − cos(θi) sin(θj) cos(φi − φj)

sin(θi) (1 − cos(γij))
. (2)

The present study is focused on a sphere with a constant radius indicated as R. The
colatitude angle, denoted as θ, varies from 0 (at the North Pole) to π (at the South Pole)
and corresponds to the angle formed between the radius passing through the North Pole,
located at (0, 0, R), and the radius passing through the vortex. The longitude angle φ lies
within the interval [0, 2π) and denotes the angular difference between the primemeridian
and the meridian passing through the vortex position. Furthermore, γij represents the
central angle between the ith and jth vortex points and can be defined as follows:

cos(γij) = cos(θi) cos(θj) + sin(θi) sin(θj) cos(φi − φj). (3)

Equations (1) and (2) can be expressed more concisely using the Bogomolov nota-
tion [6] as follows:

θ̇i = − 1
4πR2

N∑

j=1
j �=i

kj
αij

1 − cos(γij)
, φ̇i =

1
4πR2

N∑

j=1
j �=i

kj
βij

sin(θi) (1 − cos(γij))
, (4)

with αij = sin(θj) sin(φi − φj) and βij = sin(θi) cos(θj) − cos(θi) sin(θj) cos(φi −
φj).

By definition, a point vortex with zero circulation is referred to as a passive particle.
Hence, the motion of a system consisting of a single passive particle located at coordi-
nates (θp, φp) and being advected by N point vortices, follows the equations Eqs. (1)–
(2), with the additional equations that describe the behavior of the passive particle:

θ̇p = − 1
4πR2

N∑

j=1

kj
sin(θj) sin(φp − φj)

1 − cos(γpj)
, (5)

φ̇p =
1

4πR2

N∑

j=1

kj
cos(θj) − cot(θp) sin(θj) cos(φp − φj)

1 − cos(γpj)
. (6)

After applying appropriate initial conditions, we can introduce a time reparametrization(
τ := t/R2

)
in Eqs. (1)–(2) and (5)–(6). This allows us to set R = 1 throughout the

subsequent analysis.
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3 Numerical Solution of the Control Problem

The control problem at hand is derived from Eqs. (5)–(6), where we augment their
right-hand sides with the angular controls uθ and uφ :

θ̇p = − 1
4π

N∑

j=1

kj
sin(θj) sin(φp − φj)

1 − cos(γpj)
+ uθ, (7)

φ̇p =
1
4π

N∑

j=1

kj
cos(θj) − cot(θp) sin(θj) cos(φp − φj)

1 − cos(γpj)
+ uφ. (8)

The function that we seek to minimize is

f(U) =
∫ T

0

‖U‖2 dt, (9)

whereU = (uθ uφ), T is the time that the passive particle has to make the displacement
from an initial point P0 to the end point Pf . The displacement has to be done in exactly
T units of time. The objective behind minimizing (9) is to find out the most effective
strategy for guiding the particle from its initial point (P0) to the final point (Pf ) within
the given time constraint T . This optimization for cost reduction has been studied in
previous literature [3,4,14,15].

The discretized problem is then solved using the Matlab function fmincon (as
in [4]) with the objective function:

fn = Δt
(‖u0‖2 + ‖u1‖2 + . . . + ‖un−1‖2

)
. (10)

The method employed here is the discretization of the function (9) using the rule of
rectangles. For constrained optimization, the solver offers multiple algorithms, includ-
ing the interior point and active set methods, which are documented in [16]. Within
each subinterval, the vortices’ dynamics are integrated using the numerical scheme of
fourth-order Runge-Kutta [9].

3.1 Transport Dynamics of a Passive Particle by a Single Vortex

For the scenario of the one vortex problem (N = 1), with the vortex positioned at the
North Pole of the sphere and having a circulation of k, the motion of the passive particle
is described by the following dynamics:

{
θ̇p = uθ,

φ̇p = k
4π

1
1−cos(θp)

+ uφ,
(11)

given the initial condition P0 = (θp0, , φp0). The variables uθ and uφ correspond to the
angular controls exerted on the passive particle.
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3.2 Transport Dynamics of a Passive Particle by Two Vortices

In the two vortices (N = 2) problem, the dynamics of the vortices positions V1(τ) =
(θ1, φ1) and V2(τ) = (θ2, φ2) are given by

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

θ̇1 = − k2
4π

sin(θ2) sin(φ1−φ2)
1−cos(γ12)

φ̇1 = − k2
4π

cos(θ2)−cot(θ1) sin(θ2) cos(φ1−φ2)
sin(θ1)(1−cos(γ12))

θ̇2 = − k1
4π

sin(θ1) sin(φ2−φ1)
1−cos(γ21)

φ̇2 = − k1
4π

cos(θ1)−cot(θ2) sin(θ1) cos(φ2−φ2)
sin(θ2)(1−cos(γ21))

(12)

with the given initial conditions V1(0) = (θ10, φ10) and V2(0) = (θ20, φ20) . The
value of cos(γ12) and cos(γ21) are computed in agreement with Eq. (3).

The interaction between the two vortices and the control significantly influences the
dynamics of the passive particle, as depicted in
⎧
⎪⎪⎨

⎪⎪⎩

θ̇p = − 1
4π

(
k1

sin(θ1) sin(φp−φ1)

1−cos(γp1)
+ k2

sin(θ2) sin(φp−φ2)

1−cos(γp2)

)
+ uθ

φ̇p = 1
4π

(
k1

cos(θ1)−cot(θp) sin(θ1) cos(φp−φ1)

1−cos(γp1)
+ k2

cos(θ2)−cot(θp) sin(θ2) cos(φp−φ2)

1−cos(γp2)

)
+ uφ

(13)
with the initial conditions P0 = (θp0, φp0). As in the previous problem, the control
applied to the passive particle is represented by the vector U = (uθ uφ).

4 Application Problem

As mentioned in the Introduction, the dynamics of passive particles induced by vortex
points is used in this work to model the dynamics of a set of np trash collectors from a
garbage patch located at a given point P0 of the sphere. We consider all trash collectors
with equal loads. These particles are transported one by one to a point Pf on the sphere
for further processing (recycling, storage, etc.).

The initial location of the np trash particles is randomly generated in a square,
centered on the point C0 =

(
2π
3 , 0

)
, with 0.15 units on a side.

The destination point of trash particles is Pf = (π
3 , π). The particle is considered to

have reached the destination if its position P (T ) is at a distance from Pf less than 0.01,
i.e.

‖P (T ) − Pf‖ < 0.01.

The trajectories were determined by the method described in Sect. 3 in which the
dynamics of each particle are given by Eq. (11) or Eq. (13), and the controls are deter-
mined in order to minimize the objective function (10).
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4.1 Motion Advected by a Single Vortex

In Fig. 4a, we can observe the optimal trajectory of np = 25 trash particles being
advected by a single vortex with circulation k = 2, situated at the North Pole. The
displacement of each trash particle is constrained by a time limit of T = 10. For each
displacement a single constant control u0 = (uθ, uφ) was used (n = 1). The average
optimal control found was u0 = (−0.105, 0.139) and the average objective function
f1 = 1.16.

Figure 1b illustrates the histogram of the single control u0 = (uθ, uφ) responsible
for the trajectories depicted in the preceding figure. The histogram demonstrates that uθ

values vary between −0.12 and −0.09, while the uφ values range from 0.125 to 0.15 .
In Fig. 2a, the optimal trajectory of np = 25 trash particles is depicted, being

advected by a single vortex with circulation k = 2, situated at the North Pole. Each
trash particle is allocated a time limit of T = 10 for its movement. The trajectories
have been generated using four constant controls (n = 4) for each displacement. The
average of the controls values are:
u0 = (−1.06 × 10−7, 2.87 × 10−8), u1 = (−1.85 × 10−8, 1.66 × 10−8),
u2 = (−4.19 × 10−1, 5.52 × 10−1), u3 = (−7.37 × 10−8, 1.48 × 10−7),
and the corresponding average objective function is f4 = 1.30 × 10−6.

The histograms of the four controls, u0,u1,u2 and u3, responsible for the trajec-
tories depicted in the Fig. 2a are presented in Fig. 2b. It is possible to observe in this
histogram that the controls u0, u1 and u3 assume very small values in comparison with
the values assumed by u2.

4.2 Motion Advected by Two Vortices

Figure 3a shows the optimal trajectory of np = 25 trash particles advected by two
vortices initially located at (π/10, π/4) and (2π/3, π/3), both with circulation k = 2.
The time limit for moving each trash particle is T = 10. For each displacement a single
constant control (n = 1) have been used. The average of the control u0 and of the
objective function f1 are, respectively, (0.0189, 0.0333) and 0.0257.

The histograms of the control u0 responsible for the trajectories shown in Fig. 3a
are presented in Fig. 3b. In this histogram, it can be observed that the uθ values vary
between −0.04 and 0.08, while the uφ values range from approximately 0.02 to 0.05.

Figure 4a shows the trajectory of np = 25 trash particles advected by two vortices
initially located at (π/10, π/4) and (2π/3, π/3), both with circulation k = 2.

Each trash particle has an available time of T = 10. For each displacement four
constant controls (n = 4) have been used. The average of the control values are:
u0 = (0.0058, −0.0251), u1 = (−0.0281, −0.0077),
u2 = (0.0185, 0.0301), u3 = (−0.0035, 0.0749),
and the corresponding average objective function is f4 = 0.3392. When comparing the
outcomes obtained using a single vortex, it is evident that both the control values and
the objective function show higher values. Additionally, there are also some divergent
trajectories observed among the majority of cases.

Figure 4b showcases the histograms of the four controls, namely u0,u1,u2 and
u3 associated with the trajectories depicted in Fig. 4a. Upon analyzing this histogram,
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(a) Trajectories

(b) Histogram of u0

Fig. 1. Transport with n = 1 control of np = 25 trash particles advected by a single vortex
(N = 1) located in the North Pole.

it becomes apparent that certain values significantly deviate from the most common
values, which correspond to alternative trajectories that offer less direct connections
between the starting and arrival points.

Figure 5 depicts the histograms illustrating the objective function values derived
from the analysis of four specific scenarios: N = 1 with n = 1 and n = 4, and N = 2
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(a) Trajectories

(b) Histograms of u0, u1, u2 and u3

Fig. 2. Transport with n = 4 controls of np = 25 trash particles advected by N = 1 vortex
located in the North Pole.

with n = 1 and n = 4. It is evident that there is no consistent pattern in the fluctua-
tion of fn concerning N or n. The minimum values occur when N = 1 and n = 4.
Conversely, the maximum values are observed when N = 2 and n = 4. However, in
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(a) Trajectories

(b) Histogram of u0

Fig. 3. Transport with n = 1 control of np = 25 trash particles advected by N = 2 vortices.

the latter case, the majority of fn values are situated near 0, with only a small subset
exceeding 6. These higher values correspond to alternative trajectories deviating from
the direct trajectories depicted in Fig. 4a. Consequently, the findings highlight that the
trajectories characterized by lower energy consumption (lower objective function val-
ues) are the ones that follow the most direct trajectories.
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(a) Trajectories

(b) Histograms of u0, u1, u2 and u3

Fig. 4. Transport with n = 4 control of np = 25 trash particles advected by N = 2 vortices.
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Fig. 5. Histogram of the objective function fn resulting from the transport of np = 25 trash
particles.

5 Conclusion

The cleaning of accumulated garbage in the oceans is a pressing problem. Waste,
especially plastic, is affecting marine ecosystems and human food chains. In this
work, a simple mathematical model for oceanic garbage collection is introduced. The
autonomous vehicles responsible for the trash transport are modelled by passive parti-
cles and the ocean current is generated by the motion of point vortices on a sphere.

To achieve vehicle autonomy, a system of piecewise constant controls is employed,
utilizing a limited number of pre-defined switching points that determine the vehicle’s
trajectory. Each control incurs an energy cost that is aimed to be minimized. This opti-
mization is accomplished by solving a nonlinear problem on the spherical surface.

The preliminary findings focus on optimizing the displacement of a group of passive
particles (representing autonomous vehicles) interacting with vortices on a sphere’s sur-
face. The results indicate the existence of multiple trajectories for transporting garbage
particles. However, the energy costs are lower for the most direct trajectories between
the starting point and the destination.

To progress further, it is crucial to refine the mathematical model to better align
with the reality of autonomous vehicles. This entails incorporating specifications such
as autonomy and degrees of freedom.
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Abstract. How to measure the quality of education is one of the challenges when
trying to provide competitive teaching and learning service. Educational institu-
tions, evaluation and accreditation agencies, and experts in different professional
fields are involved in this process. The widespread approach is for the providers
of educational services to try to improve their performance by keeping the rec-
ommendations of the formalized group of standards, known as Standards and
guidelines for quality assurance in the European Higher Education Area. Because
of the complexity of the activities done and resources processed, there is an obvi-
ous need for automated assistance during the accreditation is provided. The focus
of this work is the workflow of the accreditation procedures and the implementa-
tion of a software solution that utilizes this process. Detailed descriptions of the
key components, such as criteria systems which include qualitative and quanti-
tative indicators and automated raw data normalization and calibration are part
of the research. The architecture of a software prototype used to maintain the
accreditation procedure is discussed.

Keywords: Evaluation · Accreditation · Quality Assurance · Higher Education
Institutions · European Standards and Guidelines · ESG

1 Introduction

Quality assurance in education can be achieved by dynamicmeasurement of the strengths
and weaknesses of the higher education institutions (HEIs) that pretend to be evaluated.
The process of HEIs accreditation consists of several different stages and in most cases
involves experts in different fields. There is a variety of accreditation procedure types,
which have to be processed by the authorized evaluation agencies. A common approach
in the process of evaluating the quality of educational services is to use Standards and
guidelines for quality assurance in the European Higher Education Area (ESG) [1].
This set of standards consists of key points and instructions about the most important
requirements of the qualitative educational service. These ten standards are used to focus
on the significant circumstances needed to provide efficient teaching and learning. They
also set a frame that leads all the involved experts, when the accreditation procedure
has to be conducted. Because of the subjective nature of the quality measurement, it
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is extremely hard to make the process of evaluation more transparent and easy to go
through its steps. Different approaches for automatized quality assurance measurement
are presented in [2–6]. They can be applied both in higher and secondary education and
formalize the models used to obey the requirements for quality in education.

2 Quality Assurance in Education – Key Points

The main focus of most of the accreditation institutions, while trying to find a way to
measure the quality of education is on the student-centric approach and comparative
analysis or the so-called benchmarking [7–10]. These two pillars of the evaluation
procedure conduction carry out the need for automatized means to make this approach
possible to apply. They also lead to significant changes in the process of providing
accreditation procedures, based on accredited periods and the organization of the whole
process. The requirement of implementing the benchmarking approach forces all the
HEIs to be evaluated at the same time and to try to collect appropriate data about this
current period. Another important point in the process of accreditation is tomake the data
collected by the HEIs to be appropriate to be used for comparative analysis, even if HEIs
are of different sizes, have programs in different professional fields, etc. To keep track
of the focused points described in the standards (ESG), more detailed information about
the measured indicators has to be given. This is the reason, why most of the evaluation
institutions work with criteria systems, which include indicators, grouped by standards
[7, 11]. Research in the explored area shows that there are significant difficulties to fit the
main goal to assure student-centric learning and to populate and affirm good practices
with the currently used criteria systems [12–14].

The key pillars that form the backbone of the accreditation process and impact the
main type of the provided activities are set to achieve the most efficient management of
the large context of quality assurance.

Accreditation procedures vary by type and this types are included in different cate-
gories. There are institutional and program type of procedures. Programaccreditation can
be about majors from the regulated professions, doctoral programs or professional
fields. Evaluation of projects and distant learning programs can be also provided.
Another important fact about the types of procedures is that the procedure can be for
a starting education in a program, or creating educational institution or to evaluate an
existing ones. The post accreditation control process is part of the continuous quality
assurance.

Detailed research and analysis shows that the most appropriate approach that can
be applied to manage this variety of procedure types is to use an appropriate criteria
system, that consists of two types of indicators (qualitative and quantitative) and is
based on the standards main objectives. Different criteria systems can be used in each
procedure type, although there are some common indicators and some specific ones.

Significant role on the final evaluation result is the information provided by the
HEI to prove its achievements in the accredited area. This information is a large raw
data set, which is hard to collect and make appropriate to be compared with others HEIs
data. Important problems in this area are the missing data and inconsistency and the
difference in accreditation periods for the concrete HEI. Another key feature of the
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raw data collection is that some information is stored by the HEIs locally, some is
stored globally in repositories, maintained by the Ministry of Education and other legal
institutions. This fact makes the process of collection hard to provide.

At the end of each evaluation process the result is summarized in an evaluation report
which ends up with a set of grades per standard, final grade and list of recommendations.
There is always a bit of subjectivity in gradingwhich has to be overcome. The last but not
least is the necessity of giving recommendations of the HEI how to improve the quality
in the current accredited area. The main problem here is to provide meaningful, efficient
and easy to evaluate and check the level of complying with the recommendations.

Summarizing the situation of the evaluation and accreditation process there is an
obvious need of automatization ofmost of the activities in this field. Themain objective
of this work is to present a software prototype that serves to maintain the process of
evaluation and accreditation, basically trying to formalize the rules of the evaluation
procedures. It will include easy-to-use services, exposed in a web context to automatize
the main activities done manually up to this moment.

The key points in the proposed prototype are: using an appropriate criteria system
and automatically creating a comparative report based on the quantitative indicators in
the criteria system. The evaluation and accreditation process and the architecture of the
digital platform are presented in this study.

3 Software Solutions that Support Accreditation Process

Because of specific needs of an accreditation process, including different kind of infor-
mation related to both educational and administrative service provided by the HEIs,
there is a great variety of software systems, used to help the stakeholders involved in
it. Some of these systems are mainly constructed to maintain the full set of subsystems
in a HEI [15–17]. Such systems are often divided into a bunch of modules, each one
responsible to work with a concrete flow of activities. Examples of that kind of flows
are: Course Management, Administration, Stuff Management, Communication Service,
Financial Management and many others. All these modules provide means to store in a
common database, the information need for the quality measurement. Another impor-
tant type of software solutions focusing the same purpose is based on the usage of a
predefined framework that serves as main entry point and gives the rules for stressing on
the important aspects of the educational services and the conditions provided to enhance
these services [18]. This framework is the core component of the solution and change
in its nature, leads to a change in the related workflows. Besides the centralized app-
roach used in such systems, there are examples of platforms that focus on the steps of
automatizing the activities while going from one stage of the accreditation procedure to
another [19, 20]. There are also additional modules in the existing solutions that serve
to collect and process data, based on machine learning, big data processing and natural
language processing [17].

The conclusion made by the result of exploring different types of accreditation soft-
ware applications is that most of the do not focus on the main pillar in quality assurance:
the standards and related to them criteria sets which are the backbone of considering
the comparative data to make file evaluation. Important fact that has to be mentioned is
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the lack of flexibility of the software architectures described in the related work, includ-
ing monolithic architecture and centralized data base. The objectives of this work is to
present a flexible software solution, that focuses on easily updatable criteria systems.

4 Evaluation and Accreditation Process

The process of evaluation and accreditation consists of several phases, closely connected
to each other. Themain purpose of this work is to create a software solution that provides
means to automatize these phases and the operations that they include.

Evaluation and accreditation stages are:
Stage 0. Modeling – Preparation and Configuration Activities;
Stage 1. Starting the Accreditation Procedure;
Stage 2. Self-evaluation;
Stage 3. Raw Data Processing;
Stage 4. Evaluation;
Stage 5. Evaluation Procedure Results Analysis.
The relationships between the stages and the activities which are managed by the

system are shown in Fig. 1. The detailed description about the listed stages follows in
this section.

Fig. 1. Evaluation and accreditation process. Stages and activities workflow.
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4.1 Stage 0. Modeling – Preparation and Configuration Activities

The process of providing an accreditation procedure needs the preparation of the
necessary data, models, and rules that will be used during the evaluation.

1. Procedure types maintenance: accreditation procedures of different types, such as
Institutional Accreditation, Accrediting Professional Field, Accreditation of Doctoral
programs, etc., have to be provided.

2. Accreditation procedure model: the complete model of the accreditation procedure
includes four important activities:
2.1.1. Criteria systems creation. This is one of the most important parts of the

process. In the end of it, a set of qualitative and quantitative indicators will
serve to make the comparative analysis of the accredited field. The criteria
systems keep the structure given by the ESG and represent a set of qualitative
and quantitative indicators grouped by standards. Part of the criteria system is
the information about the weights of each standard, group of indicators, and
given indicators, according to the evaluation strategy. Sample indicators in a
sample criteria system are shown in [15, 16].

2.1.2. Self-evaluation report template definition. A set of template reports, accord-
ing to the typeof the procedure are provided andoneof the appropriate is chosen
for the current evaluation.

2.1.3. Methodology for the evaluation determination. There is a variety of
approaches for the evaluation and grading, that can be applied. Some of the
various techniques are based on a dynamic change in the relationship between
the qualitative and quantitative indicators and the impact of each of the two
groups. The currently used approach has to be preliminary fixed.

2.1.4. Raw data set.A large amount of information about the situation in the concrete
professional field and/or the HEIs has to be collected and calibrated, to use for
a comparative report. A data set of registered external reviewers, along with
their professional profiles is supported.

4.2 Stage 1. Starting the Accreditation Procedure

The first activities when the accreditation procedure starts, set the main configuration of
the procedure, applied for all the evaluated institutions, and the concrete requirements
that have to be performed. The list below shows the most important phases of this stage:

1. Selecting the accreditation procedure type. The procedure type has to be chosen
of the preliminary set of types, given according to the legal regulation.

2. Accreditation procedure configuration. Setting the rules, according to the accred-
itation procedure: the professional field selection, if this fit to the accreditation
procedure type, date periods, accredited HEIs and professional fields, etc.

3. Accreditation procedure model choosing: criteria system selection, self-evaluation
report template, methodology of evaluation.

4. External reviewers team selection. The process of selection depends on the type
of procedure and the evaluated HEIs. In a case of a professional field accreditation
type, the reviewers have to be experts in the concrete field, in the case of institutional
accreditation there is no such requirement.
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4.3 Stage 2. Self-evaluation

In this stage are included themost time-consuming activities that the teams in the accred-
ited HEIs have to do. The collection of data and its summarization in a self-evaluation
report, accompanied by proofs for all the declared achievements need extreme assistance
from the digital platform. The steps that have to be passed are:

1. Self-evaluation report generation. According to the procedure type, the criteria
system was chosen, and the accredited HEIs, a frame of self-evaluation reports for
each HEI is generated automatically.

2. Data resources determination. To fill in part of the needed data about the achieve-
ments of the HEI, these sources where the data is stored have to be provided. Some
part of these sources are stored in centralized repositories, but others are placed on a
HEI’s local repos and need to be given by each HEI.

3. Automatized information filling of the quantitative data. Based on the resources
given in the previous step the system provides automatic means to fill the quantitative
data into the self-evaluation report.

4. Manual information filling. The qualitative data and the missing quantitative data
have to be manually filled in by the accreditation HEI’s team. The attachments of the
proofs of the HEIs’ achievements have to be provided at this stage.

5. HEIs send the final self-evaluation report.

4.4 Stage 3. Raw Data Processing

The third stage includes the activities that are needed to create a comparative report about
the evaluated field, that serves the external reviewers’ team to make objective, reasoned
decisions. The set of rawdata includes information about the programs, courses, students,
lecturers and their publications, etc. Sample raw data is shown in Table 2. The results
of this stage are used to complete the whole process of evaluation by minimizing the
opinion-based evaluation. The phases included in this stage are:

1. Raw data collection.Thedata provided by theHEIs and central, national repositories,
supported by the Ministry of Education and other related institutions are collected to
be manipulated by the software system.

2. Normalization and calibration of the collected data. There is a bunch of problems
that have to be solved to make the data appropriate to form the comparative report.
Detailed information about these problems and efficient solutions are given in [21,
22].

3. Calculation of the quantitative indicators values. Using the criteria system, which
includes a set of quantitative indicators and the normalized, calibrated data, the result
is obtaining the final values of the quantitative indicators values. This step includes an
additional categorization of the indicators and the necessary formulas used, accompa-
nied by a relationship between the indicators and the collected raw data. A description
of the approaches applied to cope with the challenges in this stage can be found in
[21, 22].

4. Comparative quantitative report generation. The information about HEIs’
strengths and weaknesses is summarized according to the frame of the criteria system
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and the quantitative indicators included in it. The external reviewers’ team can use
this report to determine more accurately the evaluation results (Table 1).

Table 1. Qualitative and Quantitative Indicators in a Sample Criteria System.

Indicator

St
an

da
rd

 3

Qualitative
3.1. There are forms for development and stimulation of students with achievements in 
the respective major / doctoral program.
3.2. HEI formulates policies to improve assessment methods and introduces good as-
sessment practices

Quantitative
3.1. Average annual relative share of courses (compared to their total number), in 
whose curricula there are activities that stimulate the creative activity of students.
3.2. Average annual relative share of students (in percentages) in relation to their total 
number, respectively. year, participated in surveys assessing the quality of teaching.

Table 2. Raw Data Related to Quantitative Indicators - Sample.

Quantitative Indicator Raw Data

3.1 Number of required courses in the forms of education

3.1 Number of required courses, which activities stimulate the creative
activity of students (projects, films, coursework, etc.)

3.2 Number of students

3.2 Number of students, participated in surveys assessing the quality of
teaching

4.5 Stage 4. Evaluation

The stage of evaluation includes processing about recording the results of the self-
evaluation report examination and site visit impressions. The external reviewers’ team
has checked if the pretended of HEIs’ achievements are proven and compared the
strengths and the weaknesses of each HEI to the others. The key point is the com-
parison of the good practices applied in the process of education. The main phases that
are implemented by the software application are:

1. Evaluation report generation. The evaluation report is generated according to the
procedure type, the evaluation report template, and each HEI, which is accredited.
The data that is saved in the self-evaluation report is automatically loaded into the
evaluation report.
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2. Qualitative indicators evaluation. The external reviewers have to give their grades
to each HEI about the qualitative indicators, included in the criteria system.

3. Analyzing the quantitative indicators values. The information of the comparative
report, based on the quantitative indicators can serve to normalize the evaluation
of the qualitative indicators and the opposite. Steps 2 and 3 have to be executed
simultaneously, to achieve optimal results.

4. Additional data requirements. The reviewers’ team can claim additional infor-
mation if there are not enough proofs of the included in the self-evaluation report
data.

5. Recommendation generation. One of the final steps in the process of accreditation
is the formulation of the recommendations for each HEI, and how to improve the
educational service. The team of reviewers can be assisted by the software module,
that automatically generates recommendations, based on the most significant weak-
nesses of the HEI, according to the other HEIs’ strengths and weaknesses. Different
approaches in this direction are given in [23].

6. Finalizing the evaluation procedure.This is the last step in the evaluation procedure
when the final version of the evaluation report is sent to the involved institutions.

7. The Reviewers’ team sends the final self-evaluation report.

4.6 Stage 5. Evaluation Procedure Results Analysis

The final stage of the evaluation process aims to give summarized information about the
situation of the accredited area (professional field). This stage can be used to improve
the process of accreditation too. Its phases are:

1. Accredited HEIs ranking. The ordered list of accredited HEIs, based on the final
grades and filtered by each standard gradewill give opportunities tomake conclusions
about improving the whole scientific and educational area.

2. Summarized evaluation report preparation. The information about all the accred-
ited HEIs has to be summarized and the reasons for the situation, explored locally
and globally have to be given. Possible methods to increase the quality of education
about each HEI and for all involved institutions have to be provided.

3. Analyzing the methodology of the accreditation procedure conduction. The last
important point is to determine the gaps in the process of evaluation and possible
ways to make it better.

Summarizing the above-described stages with their activities and the relationship
between all of them are illustrated in Fig. 1.

5 Evaluation and Accreditation Software Platform

A prototype of a software platform that serves the processes described in the previous
sections is created. It is implemented as a web-based application and includes a set of
modules that are responsible to give the required functionalities to efficiently work with
the accreditation procedure context.
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5.1 Software Solution Architecture and Implementation

The architecture of the system, including its modules is the focus in this section. There
are two main parts serve the basic flow: User Management and Accreditation and
Evaluation Context (Fig. 2).

Fig. 2. Accreditation and evaluation software system architecture.

The user management part is responsible for the institutions, including HEIs, eval-
uation and accreditation agencies, and their authorized users, who can execute different
tasks, according to their role privileges.

The evaluation and accreditation part of the system is divided into several services,
which makes the system easy to maintain, scalable, and easily extensible.

Accreditation Procedure Service is used to provide the functionalities of the process
of configuration, self-evaluation, and evaluation. It executes the algorithms that assure
the correct flow during the stages and a combination of the user management part of
the system and the other two services in this context makes it possible to lead the user
from the start to the end of the procedure. Part of the functionalities of the accreditation
procedure service include some specific steps, based on the concrete procedure type.
Figure 3 illustrates the first part of the procedure creation. This example is about a
ProgramAccreditation – Professional Field type of procedure. The next step is to choose
the professional field that will be evaluated. Based on the professional field, all the HEIs
that provide education in this field are loaded in the list of possible accredited HEIs.
After the selection of the procedure type, the criteria system has to be chosen, based
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on previously loaded list of created criteria systems. The set of the qualitative and
quantitative indicators are included in the criteria system. The last part of the procedure
creation is to choose the accreditation period of time.

Fig. 3. Creating Accreditation Procedure - Software System Functionality (Screenshot)

Criteria System Service is an important part of the solution, where all the processes
of setting the qualitative and quantitative indicators, grouped by standards, can be done.
Each indicator has a category (quantitative and qualitative) and can be used for man-
ual filling or to be calculated automatically. The functionality to set weights to each
component of the criteria system, including standards, categories, indicators provides
flexibility in the grading model. Indicators management functionality is show in Fig. 4.

Criteria systems are represented in a form of a tree and can be copied, edited and
reused in different procedure types and concrete accreditation process. Natural relation-
ship between the criteria system and the raw data, collected to create a comparative report
is assured by both services: criteria system service and raw data processing service. Illus-
tration of part of a sample criteria system used in a ProgramAccreditation – Professional
Field procedure type is show in Fig. 5

Raw Data Processing Service is separated from the other described services and is
used to collect, normalize and calibrate the information needed to automatically fill the
data into the self-evaluation report. It includes means to create the comparative report,
based on the data about all the accredited HEIs. The types of the raw data need to be
determined before the relationship to the quantitative indicators is established. Part of
the functionalities that concern the raw data processing is show in Fig. 6.
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Fig. 4. Indicators Management Software System Functionality (Screenshot)

Fig. 5. Criteria System Management - Software System Functionality (Screenshot)

The system prototype is created along with the NEAA and its functionalities
cover the main flow, needed to perform: raw data management, criteria sys-
tem manipulation, automatized generation of the self-evaluation and evaluation
report, and accreditation procedures conduction, including the institutions and user
management.
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Fig. 6. Raw Data Processing - Software System Functionality (Screenshot)

6 Conclusions and Future Work

The process of quality assurance in education includes a variety of activities formalized
in an accreditation procedure. The complexity of the procedures and the large group
of involved experts lead the obvious need for digital assistance. This work explores
the evaluation process in detail and presents the main stages and their subroutines to
achieve the basic purpose: to implement a software solution that utilizes the steps in
quality assurance in education. The key points of the presented work are summarized in
the sections of the paper, stressing the relationship between the required activities and
the architecture of the platform. As a result, a working web-based digital system for
providing means to automatize the accreditation procedures is created. The solution is
developed to mainly serve the needs of the NEAA in Bulgaria, the context is directed to
the higher education, but the same approach can be applied both in the secondary school
and in every environment where the quality has to be measured.

The next steps of the quality assurance process automation include:

• Establish the connection to the central and local sources to automatize the process of
raw data collection and maintenance;

• Implement a relation to additional modules, based on machine learning mechanisms
to improve the recommendations generation;

• Provide experiments with accreditation procedures of different types., which are set
to be provided to different periods of time;

• Improve the approach about criteria system generation, by reusing the common
indicators and add specific, where needed.
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Abstract. We give a new way of representing two large families of tro-
choidal curves, the epi- and hypotrochoids, in a classroom environment.
The drawing of curves with educational robots is embedded in a complex
learning process, making the use of dynamic geometry software an inte-
gral part of the STEAM-based methodology. In our paper, we provide
a detailed description of the working principle of the robots developed
for the methodology, with a full elaboration of the mathematical back-
ground. This active learning methodology was tested on university com-
puter science students. The quantitative analysis of the questionnaire
responses confirms the method’s success.

Keywords: Parametric equations for plane curves · Epitrochoid ·
Hypotrochoid · Dynamic geometry software · STEAM-based learning

1 Introduction

Creative problem-solving skills and innovative solutions are increasingly impor-
tant in 21st century education [5]. Developments over the past decades have led
to the availability of a wide range of robotic learning tools, all with the common
goal of innovation and motivating learners in the learning process. As robots
become more and more prevalent in our world, it is important and obvious to
integrate them into education [1]. Seymour Papert is credited with the construc-
tionism learning theory, which is the basis of the STEM and STEAM methodol-
ogy. His approach to experiential and project-based education has the advantage
of being experimental and exploratory, integrating different knowledge groups,
and making theoretical knowledge tangible through learning-by-making. Team-
work, collaboration, and sharing skills are important in the STEAM methodol-
ogy [2].
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Of all the different types of educational robots, LEGO robots are the focus of
our attention. Using the STEAM-based methodology, we developed a complex
project-based learning programme where participants learn about trochoidal
curves and their properties. In this paper, we summarise the results of this
teaching program. After the introductory section, a brief overview of the tools for
drawing parametric curves is given, emphasizing drawing epi- and hypotrochoid
curves. This is followed by a section on parametric equations of trochoids and
some of their important properties. The fourth section presents the objectives
and the methodology developed. The educational robot constructs for drawing
trochoidal curves are described in the next section. The implementation of the
experiment and the results are presented in the sixth section. Some concluding
remarks are made at the end of the paper.

2 State of the Art - Drawing Devices for Parametric
Curves

Few subjects are in Calculus of such many practical applications and visually
pleasing results as parametric curves. Most of these curves have their innate
mathematical beauty (Fig. 1). The parametric curve is simply the idea that a
point moving in the two-dimensional plane follows a path. Trochoidal curves
have been at the center of study by several artists and scientists [12] and are
the main topic of our work. This family of parametric curves includes cycloids,
ellipses and circles, epitrochoids, hypotrochoids, as well as cardioids, astroids,
limaçons, and all roses [4].

Fig. 1. Beautiful trochoids.

If two tangent circles have their centers on the same side of the common tan-
gent line, and one circle remains fixed while the other is rolled around it without
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slipping, a hypotrochoid is traced by any point on a diameter or extended diame-
ter of the rolling circle. If two tangent circles have their centers on opposite sides
of the common tangent line, and one circle remains fixed while the other is rolled
around it without slipping, an epitrochoid is traced by any point on a diameter
or extended diameter of the rolling circle. The term trochoid is used to refer to
either a hypotrochoid or an epitrochoid [4]. The German artist of the sixteenth
century Albrecht Dürer is credited to be the first to have incorporated trochoids,
specifically hypotrochoidal curves in his art [10]. He introduced the hypocycloid
curve and the more general family of trochoid curves in his 1525 four-volume
geometry treatise The Art of Measurement with Compass and Straightedge [10].

Fig. 2. Drawing tools.

Drawing toys based on gears have been around since at least 1908. The
instrument called spirograph was invented by the Polish mathematician Bruno
Abdank-Abakanowicz between 1881 and 1900 for drawing spirals [3]. The well-
known toy version was developed by the British engineer Denys Fisher (Fig. 2a
and Fig. 2b) and was first sold in 1965 [12]. The spirograph produces graphs of
trochoids using toothed disks and rings to prevent slipping, but because none of
the holes for the pen reach the circumference of the disks, the spirograph cannot
be used to draw all types of epi- and hypotrochoids [4]. Although many other
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mechanical drawing tools preceded and followed it (Hoot-Nanny, harmonograph,
cycloid drawing machine), this modest set of gears has become a favourite toy of
a generation. It remains one of the most well-remembered today [9]. This game
is enduringly successful, with many versions of the original spirograph game still
available for purchase.

Last year we presented a game-based learning experiment called Parametric
Graph Project (PGP). In the first part of the project, we used the spirograph
mechanism to draw several notable parametric curves using LEGO gears and
then wrote parametric equations for the curves based on measured and calcu-
lated data from the characteristics of the LEGO parts [7]. During the PGP, the
idea came up to build educational robots for drawing. In studying the available
literature, it became clear that there are many drawing robots capable of creat-
ing beautiful patterns, but we could not find any educational robots where the
drawing structure was designed according to the mathematical definition used
to produce curves. Note that most so-called spirograph robots are not based on
the principle of the original spirograph but on the mechanism of the Hoot-Nanny
game (Fig. 2c and Fig. 2d).

3 Parametric Equations for Trochoids

The most common way to give a position of a moving point is to define the
parametric equations of its orbit. In this case, the coordinates of the point are
given by different functions depending on the same variable. In the plane, this
means that the coordinates of the moving point are (x(t), y(t)) for some real
parameter t, where x and y are continuous functions of t.

This paper focuses on the members of a general curve family called trochoids.
To define a trochoid, we need two circles: one is fixed, and the other is rolling
inside or outside along it without slipping. The trochoid is the curve traced by
a point, often called the pole, which is kept fixed with respect to the moving
circle. For determining the parametric equations of the trochoids, suppose that
the center of the fixed circle is at the origin and has radius R, denote the radius
of the moving circle by r, and let d be the distance between the pole and the
centre of the moving circle. The values R, r, and d are called the parametric
constants of the curve. Considering the trochoids’ geometric interpretation, we
assume that the parametric constants R and r are positive real numbers and d
is a non-negative real number.

First, assume that the moving circle rolls outside the fixed one. In this case,
the curve traced by the pole is called an epitrochoid, and its parametric equations
are

x(t) = (R + r) cos t − d cos
(

R + r

r
t

)
,

y(t) = (R + r) sin t − d sin
(

R + r

r
t

)
.

(1)
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If the moving circle rolls inside the fixed one, the obtained curve is a hypotro-
choid, with the parametric equations

x(t) = (R − r) cos t + d cos
(

R − r

r
t

)
,

y(t) = (R − r) sin t − d sin
(

R − r

r
t

)
.

(2)

In both cases parameter t ∈ R denotes the angle between a line through the
center of the circles and the x-axis [8].

Depending on the relation between d and r, we distinguish three main types
of trochoids. If d < r, we obtain a curtate trochoid; if d > r, we have a prolate
trochoid. In particular, if d = r, then the obtained special trochoids are called
epicycloid and hypocycloid. In addition to this grouping, further special curves
are obtained by a particular choice of parametric constants. Some examples are
listed in Table 1.

Table 1. Special trochoids

Epitrochoids Hypotrochoids

d = 0 circle d = 0, r �= R circle

r = R limaçon 2r = R, r �= d ellipse

d = r = R cardioid d = r = R
4

astroid

d = r = R
2

nephroid d = R − r rhodonea or rose

The ratio of the radius of the moving circle to the radius of the fixed circle
is also an important feature of trochoidal curves. Suppose that r/R is a rational
number and r/R = p/q, where p and q are relatively prime natural numbers.
Then the period of the trochoid is 2pπ, which means that the moving circle
will return to its initial position after p revolutions while the parameter t has
traversed the interval [0, 2pπ]. A cusp of an epicycloid or a hypocycloid is defined
as a point where the curve meets the fixed circle. If r/R is a rational number
and can be reduced to p/q where p and q are prime numbers, then the curve has
q cusps. For example, the cardioid is a 1-cusped, and the nephroid is a 2-cusped
epicycloid (Table 1). For further examples, see the curves in Fig. 3. In Fig. 3a,
an epicycloid is presented with parametric constants r = d = 2.4 and R = 5.6.
Since 2.4

5.6 = 3
7 , the period of the curve is 6π and it has 7 cusps. In Fig 3b, a

hypocycloid is shown with r = d = 3.2 and R = 11.2. In this case 3.2
11.2 = 2

7 ,
so the period is 4π and the curve has also 7 cusps. The fixed circles are also
depicted in both figures to identify the cusps easily.

Finally, if r/R is not rational, the moving circle will never return to its
original position, and the curve will keep having new cusps as the circle keeps
rolling around the fixed circle.
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Fig. 3. Trochoids with cusps.

4 Goals and Methodology

Although the topic of parametric graphs is an extremely varied and aesthetically
pleasing subject, it presents many difficulties from a student’s point of view. It is
problematic to draw trochoidal curves accurately by hand except for the circle.
Engineering drawings are multi-step tasks requiring several hours of drawing for
these curves, which require high accuracy, where only a ruler and a compass are
allowed. On the other hand, the writing and derivation of parametric equations
is a complex process in the case of trochoidal curves, building strongly on the
knowledge acquired previously. One reason for the problems is working with the
four variable quantities: t, d, r, R. Experience shows that students find it diffi-
cult to distinguish the concepts of parametric constants (d, r,R) and changing
parameter (t) [7].

Our aim was to develop a methodology to visualise the difference between
these two concepts. We wanted to create a STEAM-based pilot framework
because educational robots provide a good opportunity to attract and main-
tain attention until the engaging geometry of trochoidal curves takes over to
sustain interest. The kernel of the developed methodology consists of two com-
ponents. We rely on the easy re-buildability of LEGO robots, complemented by
the use of Desmos dynamic geometry software for targeted builds. The BDSP
methodology is modelled on the Deming cycle (PDCA) [11]. Here, the four-cycle
steps are building, drawing, studying, and planning, so the BDSP methodol-
ogy consists of four successive steps, which are repeated cyclically (Fig. 4). The
Build-draw-study-plan procedure is the following:

1. Build : Building or rebuilding the LEGO robot and coding.
2. Draw : Testing the robot, drawing trochoidal curves.
3. Study : Identifying the drawn shapes using dynamic geometry software. Exam-

ining the period of the drawn curve by manipulating the changing parameter.
4. Plan: Design a new pattern using dynamic geometric software by manipulat-

ing the values of the variables (d, r,R, t). Plan the robot redesign to draw the
new pattern. Re-run the cycle.
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Fig. 4. Build-draw-study-plan cycle.

A building guide is needed to start the cycle, and students can follow the
steps to build the basic drawing robot. The program code for drawing the first
trochoidal curve is given in the building guide. In the experiment, participants
first drew a cardioid with the robot model shown in Fig. 6b. Immediately after the
BDSP experiment, they were asked to complete an online questionnaire using
Google Forms. In the questionnaire, participants responded to the questions
asked on a 5-point Likert scale, indicating a value between strongly agree (5)
and strongly disagree (1). The questionnaire explored students’ perspectives and
measured their attitudes, confidence, and anxiety during STEAM-based learning
supported by dynamic geometry software in the BDSP experiment. The research
questions are the following:

(1) What are the students’ attitudes towards dynamic geometry software-aided
STEAM-based learning?

(2) Does the experiment help university students better understand the differ-
ence between the parametric constant and the changing parameter?

The first step on the road to the implementation of the experiment was
developing drawing robots and creating building guides using Studio 2.0 design
software. In the second step, we created Desmos animations for the different
robot constructs that model the robot’s behaviour. The three parametric con-
stants (d, r,R) can be manipulated with a slider. The interval of the changing
parameter (t) is given by writing down the starting and ending points.

The next section presents the robots we developed and used in the BDSP
methodological experiment.

5 LEGO Robots Drawing Trochoidal Curves

LEGO educational robotic kits can be used to design and build a wide variety of
constructions suitable for drawing epi- and hypotrochoids. For this purpose, we



94 A. Körei and S. Szilágyi

used the SPIKE Prime Educational kit, released in 2020, as our robotics lab is
mainly equipped with such sets. Of course, other types of robot sets can also be
used to model the process of creating trochoidal curves, but one or more motors
are needed to achieve rotating movements.

5.1 Spirograph-Like Robots

The most obvious solution for building a trochoid drawing robot is to use the
principle of spirographs. Spirograph is a drawing toy that uses cogs and racks
to create circular patterns. Spirograph sets usually consist of plastic wheels and
rings with toothed edges. The wheels have variously placed holes in the interior.
A pen should be placed through one of the holes, and as the wheel is rolled along
the inside or outside of the ring or along another wheel, a trochoidal curve is
drawn (Fig. 2b). As we use gears instead of normal wheels, the non-slip rolling
of circles is ensured. Unfortunately, only curtate trochoids can be drawn with
this device because the pen can not be fixed on the circumference of the moving
gear or outside it.

In spirograph-like robot models, gears are used to model the circles that
generate the trochoids. When drawing an epitrochoid, one gear is fixed, and
the other is rotated by a motor around the fixed one. A writing instrument is
attached to the moving circle to model the pole, which draws the path traversed
by the pole on a sheet of paper. The hypotrochoid is more difficult to draw
because the moving circle must roll inside the fixed circle. A ring with teeth
inside is needed to model a fixed circle, but such an element is not included in
the core set. However, the SPIKE Prime Extension kit contains circle gear racks
(banana gears) which can be used to assemble a ring with a diameter of 14 cm.
Rotating another gear inside this ring, a hypotrochoid curve can be generated.

Fig. 5. Spirograph-like drawing robots.

We have already determined the parametric constants r and R in the trochoid
equations by mounting a pair of gears in the model. This implies that the types
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of curves that can be drawn with spirograph-like robots are limited, depending
on the available LEGO gear sizes. So, for example, we cannot draw an ellipse as
a special hypotrochoid since, in that case, a circle with a radius of 3.5 cm would
have to be rolled within the available ring with a radius of 7 cm, but there is no
LEGO gear of this size. We have more freedom in setting the value of d since
the writing device can be fixed at any distance from the center of the moving
circle, as long as it does not compromise the stable operation. Staying with the
hypotrochoid example, if we choose a gear with a radius of 3 cm as the moving
circle, then by setting the distance d to 4 cm, our robot will be able to draw a
rose since then the relationship d = R − r is fulfilled.

In Fig. 5, two prototypes of spirograph-like robots are shown. The model in
Fig. 5b was introduced in [6].

5.2 SCARA-Style Robots

The SCARA robot is one of the common types of industrial robots first devel-
oped in the 1980’s in Japan. The SCARA name stands for Selective Compliance
Articulated Robot Arm. The main feature of the SCARA robot is that it has a
jointed 2-link arm driven by two independent motors (Fig. 6a).

Fig. 6. A SCARA robot and a SCARA-style drawing robot.

The SCARA-style drawing robot also has two motors; one rotates the whole
structure while the other rotates an arm to which the drawing head with the
pen is attached (Fig. 6b). The idea for the construction was inspired by the
observation that trochoidal curves can be produced by a combination of two
circular motions. Indeed, for example, in the case of an epitrochoid, the centre
C of the moving circle moves on a circle of radius R + r, while the pole follows
a circular path of radius d centred on C. By rotating the whole structure, we
ensure that the circle of radius R + r is traversed while the other motor is used
to rotate the drawing head, ensuring the pole’s rotation movement.

We then check the parametric equations of the hypotrochoid curves drawn
by the SCARA-like robot (the epitrochoid case can be derived in a similar way).
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We call the motor that rotates the drawing head the arm motor and the other
motor that rotates the whole structure the main motor. Assume that the speed
of the arm motor is c times that of the main motor, i.e., while the main motor
makes one revolution, the arm motor makes c revolutions. When drawing a
hypotrochoid, the two motors must rotate in opposite directions. This means
that the actual angular rotation of the drawing head is the difference between the
angular rotation of the two motors. In Fig. 7, the distance between the rotation
axles of the two motors is denoted by b, and d is the radius of the circle traversed
by the drawing head. The centre of this circle is denoted by C, while the point
around which the robot rotates is the origin and is denoted by O. P denotes the
actual position of the pole, which is at the centre of the drawing head.

Fig. 7. Hypotrochoid drawing robot at the position after the main motor has turned
at angle t.

While the main motor makes t turns, the robot arm holding the drawing head
closes an angle ct− t compared to its original position. Denote by (x(t), y(t)) the
coordinates of the pole P after rotating the main motor by t. Then

x(t) = OC ′ + C ′P ′ = b cos t + d cos(ct − t)
y(t) = P ′C ′′ − PC ′′ = b sin t − d sin(ct − t),

(3)

where t ∈ R. By comparing equations (3) and the hypotrochoid equations (2),
we can observe that these equations are identical with b = R − r and c = R

r .
For epitrochoids, c has the same meaning; the distance b is the sum of the radii
(b = R + r), and P is on the other side of C when starting the motion. So, the
parametric equations of an epitrochoid with the notations used in Fig. 7b are

x(t) = b cos t − d cos(ct + t)
y(t) = b sin t − d sin(ct + t),

(4)

where t ∈ R.
The value of the parametric constant b is given by the construction of the

robot and cannot be changed after assembly. For example, b = 8 cm in the model
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shown in Fig. 6b. For both equation variants, d denotes the pole distance, which
can be varied as the drawing head can be fixed at different distances from the
arm motor axle. If the drawing head is held by a standard LEGO beam, the head
can be fixed at every 8 mm since the LEGO beam has holes at this distance. The
drawing head can be fixed at any distance if it is mounted in a sliding manner to
allow step-less adjustment. In this case, however, the exact value of the distance
d can only be set by measurement.

The biggest advantage of a SCARA-style robot over the spirograph-like ones
is that by specifying the speed of the motors relative to each other, we can
display many more curves; moreover, both types of trochoid can be drawn with
the same robot. In a spirograph-like robot, the size of the built-in gears and the
adjustment of the pole distance clearly define the trochoid to be drawn. In this
case, only the motor speed and the number of its rotations can be specified in the
program, which has no effect on the nature of the curve. In contrast, in the case of
SCARA-style robots, we can achieve the desired curve by changing the program
code accordingly. Suppose that we want to draw a trochoid with parametric
constants R, r, d. Note that only one of the radii can be chosen relatively freely
because the other is determined by the relation b = R±r. First, the pole distance
d must be set manually on the robot by fixing the drawing head at a distance
d from the arm motor axle. Then calculate the missing radius from the relation
b = R± r, depending on which type of trochoid should be drawn. Determine the
parametric constant c by c = R

r . In the program, the speed of the arm motor
must be set to c times that of the main motor. Divide the period of the curve by
2π; this p value gives how many revolutions are required for the main motor to
close the curve (if the period is finite). Set the number of revolutions to p for the
main motor and cp for the arm motor to complete the movement at the same
time. Finally, start both motors in the same direction if the curve is epitrochoid;
otherwise, the motors must rotate in opposite directions.

Table 2. Settings for drawing trochoids. mspeed, mrot denotes the speed and the

number of rotations of the main motor, and aspeed, arot are the values for the arm
motor.

curve type b c d R r period mspeed aspeed mrot arot direction

cardioid epitrochoid 8 1 4 4 4 2π 10 10 1 1 identical

Figure 3a epitrochoid 8
7

3
2.4 5.6 2.4 6π 10

70

3
3 7 identical

ellipse hypotrochoid 8 2 1.6 16 8 2π 10 20 1 2 opposite

Figure 3b hypotrochoid 8 3.5 3.2 11.2 3.2 4π 10 35 2 7 opposite

As an illustration, Table 2 contains some recommended settings for drawing
trochoids with a SCARA-style robot, where b is assumed to be 8 cm. Two of
the examples are special trochoids, mentioned in Table 1; the others are shown
in Fig. 3. The last five columns provide the program’s settings, while the values
in the other columns help identify the curve in Desmos using the corresponding
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equations. In all cases, the speed of the main motor is equal to a moderate 10,
so that the speed of the arm motor can be easily calculated.

6 The Experiment and Its Results

In this section, we describe the experiment and the questionnaire design used
for the quantitative measurement and then analyse the results.

6.1 Description of the Experiment

The experiment involved a total of 26 students (18–20 years old) in three groups.
The computer science students worked with the robots in extra seminars for the
Calculus course. The students worked in pairs or alone. In our experience, univer-
sity computer science students generally don’t like working in pairs with robots
anymore. They prefer not to have to share the work but can build, code and test
on their own. We gained this experience in the Building and Programming Race
Robots course, allowing pair and individual work in the experiment. Students
could choose the way they worked (Fig. 8).

Fig. 8. Working with robots.

The experiment lasted 90 min. Before the first robot was built, the students
were briefly introduced to the task, the building instructions, and the code to
draw the first curve. Building the robots took 20–25 min, including writing the
code. Two teachers supervising the work, who they could ask for help if needed.
The Trochoidal Curves Designer created with the Desmos app was presented
before the robot was built so that after the first drawing was done, the students
could check that the robot drew the same curve as the planner. Afterward, we
gave them the opportunity to realise their own ideas, following the steps of
the BDSP methodology. A surprisingly large variety of trochoidal curves were
produced during the experiment. Participants managed to draw four-six different
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curves with the robot. In the lectures and exercises of the Calculus course, they
had already been introduced to parametric equations of plane curves, so finding
the exact equations for the curve they had drawn by the robot was part of the
task also.

6.2 The Questionnaire

The online questionnaire contained six questions. The first three questions col-
lected information on participants’ learning enjoyment. The other three ques-
tions gathered information about participants’ learning experiences. The ques-
tions were the following.

(1) How interesting do you find the experiment with the drawing robot to gen-
erate curves?

(2) Did you enjoy the opportunity to design and build a new construction of your
imagination in this STEAM project?

(3) Did working with the robot increase your interest in plane curves?
(4) How useful do you find drawing parametric curves with an educational robot?
(5) To what extent has the STEAM-based methodology helped understand the

parametric constant and the changing parameter concept?
(6) How much did drawing with a robot help you learn about the mathematics

of trochoidal curves?

6.3 Data Analysis

To answer the research questions, we asked students 3-3 online questions. When
analysing the data, we split the responses into two groups accordingly.

The mean of the answers to the first question is 4.04. The mode is 5, and
the standard deviation is 1.04. The mean of the answers to the second question
is the highest, 4.23. The mode of the second question is 5. The mean of the
answers to the third question is only 3.73, with a standard deviation of 1.22.
The mode is 4. 76.92% of participants gave at least 10 points of a maximum
of 15 points for the first set of questions. The quantitative results for the first
three questions show that university students were keen to work with robots and
interested in STEAM-based negotiation of trochoidal curves. The methodology
effectively attracted their attention to exploring the diverse world of plane curves.
We found that the students in the experiment showed a strong positive attitude
towards STEAM-based learning supported by dynamic geometry software, which
answers our first research question. This answer confirms that there is a place
for educational robotics in higher education learning techniques.

The mean of the answers to the fourth question is 4.23. The mode is 5, and
the standard deviation is 1.03. The mean of the answers to the fifth question is
extremely highest, 4.42. The mode of the second question is 5 as well. 88.46% of
the respondents gave a rating of 4 or higher for the fifth question, so the method-
ology helped students better understand the difference between the parametric
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constant and the changing parameter. The mean of the answers to the last ques-
tion is 4.31, with a standard deviation of 0,97. The first three questions of the
questionnaire received very high scores, and the second three were better than
the previous three. The average for all three questions is above 4.2. The most fre-
quent sample value is 5 for the second three questions (Fig. 9). We also received
a positive response to our second research question: the methodology used was
not only liked by the students but was also considered effective in understand-
ing, distinguishing, and practically using the basic concepts needed to deal with
trochoidal curves.

Fig. 9. The university student’s self-reported learning rating

7 Conclusion

Teaching the topic of parametric curves opens up the possibility of using a wide
range of STEAM tools. The diverse world of trochoidal curves is worth exploring
using dynamic geometry software. In order to give students a physical experience
of these curves, we have developed several drawing robot constructions based on
different principles. The spirograph-like robots draw only the curve defined by
the built-in gears; here, only the pole distance can be varied by changing the
position of the drawing head. In the case of the SCARA-style robot, it is possible
to vary the parameters in the code so that a much wider spectre of trochoids
can be drawn with the same construction.

The success of the BDSP experiment encourages us to explore new fields of
Calculus course for first-year students where the results of educational robotics
can be effectively used.
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7. Körei, A., Szilágyi, S.: Parametric graph project - using LEGO gears for draw-
ing curves. In: Advanced Research in Technologies, Information, Innovation and
Sustainability, pp. 101–114 (2022). https://doi.org/10.1007/978-3-031-20319-0 8

8. Lockwood, H.: A Book of Curves. Cambridge U.P, Cambridge (1967)
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Abstract. This paper presents interim results of a study conducted in 2021 and
being currently continued. The study aims to analyse the up-to-date demands of
information and knowledge users in regard to library and information services.
Its main task is to determine to what degree information users use mobile devices
to read, learn and access information resources. A considerable part of the sur-
vey is dedicated to the analysis of the implementation of mobile digital services
and learning in library service as well as to the users’ awareness and support
of international policies for mobile access to learning and library services and
resources.

The study has been conducted as part of a research project entitled “Informa-
tion portal formobile learning andmobile access to library services and resources”,
won in theCompetition for financial support for projects of junior basic researchers
and postdocs – 2019, organized by the National Science Fund at the Ministry of
Education and Science of the Republic of Bulgaria, Contract №KP-06-M35/2
from 18.12.2019, led by Chief Assist. Prof. Elisaveta Dimitrova Tsvetkova, PhD.

The main goal of the project is through a systematic study of the issues related
to mobile learning and mobile access to library services and resources to achieve
new scientific knowledge, combined and presented in a common information
Internet portal, to reveal and summarise the positive changes that modern mobile
technologies provide as opportunities for access to training and information.

Keywords: Mobile digital libraries ·Mobile learning · Digital libraries ·
Education · Mobile technologies · Research project

1 Introduction

The introduction of new information and communication technologies to both personal
and social life radically modifies people’s thinking, attitudes and demands. The contem-
porary cultural and educational environment creates active users who are unrestricted
in their quests and who aspire to solve problems and permanently develop their skills.
There is a need for constant unlimited access to all the knowledge and information accu-
mulated worldwide, a need for transformation of the means to acquire and apply this
knowledge. Modern users clearly realise that one of their universal human rights is the
right to access to information and education and look for the most convenient oppor-
tunities for unobstructed achievement of the limitless information exchange’s potential
[2].
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Contemporary users of information and educational services require numerous
changes in the approaches to provision of access to information resources. The impact
of the globalisation process and modern information technologies results in a need for
innovative approaches to provide knowledge and information, such as mobile digital
libraries and mobile learning.

The change in users’ expectations and current technological advances lead to the
creation of e-learning and mobile learning, of digital and mobile digital libraries. These
new forms aim to optimise the collection, systematisation, exchange and use of infor-
mation and knowledge in order to satisfy as effectively as possible modern society’s
demands.

2 “A Mobile Population” and IFLA Trend Report 2021 Update

The International Federation of Library Associations and Institutions (IFLA) highlights
the strong influence ofmobile technologies on present-day society by calling it “amobile
population” [3]. In January 2022 IFLA released the IFLA Trend Report 2021 Update,
based on the ideas submitted by emerging library leaders ahead of the World Library
and Information Congress.

IFLA’s Trend Report series - launched in 2013, and updated in 2016, 2017, 2018 and
2019 - is there to support sustainability as a key part of individual and organisational
development. “The Update shares 20 different suggested trends - some complementary,
some contradictory – expected tomark the information field. For each one, a short section
highlights key questions and aspects, as well as potential responses for the library field.”
[3].

All the reported trends concern significant aspects of modern information envi-
ronment and three of them are closely related to the work of a research team at the
University of Library Studies and Information Technologies, who run a research project
entitled “Information portal for mobile learning and mobile access to library services
and resources”, whose main goal is to achieve new scientific knowledge, organised and
presented in a common information Internet portal, to reveal and summarise the positive
changes that modern mobile technologies provide as opportunities for access to training
and information.

The three trends emphasised by IFLA and proving the relevance and importance of
the research subjects of the above-mentioned project are:

• Virtual is here to stay - people continue to prefer to access library services remotely,
putting into question the value of spaces and physical offerings;

• Amobile population -with people evermore nomadic, the concept of a ‘local’ library
becomes less relevant, and the need to provide joined-up services across borders rises;

• A single, global collection - with digitisation of resources and possibilities to work
across institutions, it is no longer so relevant to talk about local collections, but rather
access to universal resources [3].

The fact that similar trends in the development of the information environment have
been observed worldwide underlines the crucial role that the implementation of mobile
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technologies in information and educational provision plays in order to allow contem-
porary library institutions to satisfy the emerging needs that readers have and to answer
adequately the changes in modern learning information environment.

3 Literature Review of Information Sources in the Field of Mobile
Digital Libraries and Mobile Learning

Although mobile learning is one of the latest trends in education policies, it already
has many advocates around the world [6]. Its potential is assessed by both students and
scientists, teachers, representatives of technology companies and several international
organizations.

The most serious attention and support mobile learning undoubtedly receives from
the United Nations Educational, Scientific and Cultural Organization (UNESCO).
UNESCO experts explain the reason for this: “Today there are over six billion mobile
phone subscriptions worldwide, and for everyone person who accesses the internet from
a computer two do so from a mobile device.” [8].

A relatively new phenomenon in the information world, mobile library services and
resources, are increasingly used in library practice. Several large international organi-
zations are working to support the modern development of libraries and the inclusion
of mobile and digital technologies in their activities. Several scientists and practitioners
describe in their works the benefits of the inclusion of mobile technologies in the provi-
sion of information services to users, theways and opportunities for their implementation
and finally the satisfaction of readers with the new library opportunities [6].

The largest contribution in terms of digital and mobile digital libraries have 3
major international organizations – Electronic Information for Libraries (EIFL), Interna-
tional Federation of Library Associations and Institutions (IFLA) and American Library
Association (ALA).

Details concerning information sources in the field of mobile digital libraries and
mobile learning are provided in 2021 in a paper presented at the 13-th International
Conference on Education and New Learning Technologies, 5th-6th July 2021, Palma,
Mallorca, Spain [5].

4 A Survey on “Mobile Digital Libraries and Mobile Learning”

The contemporary information environment and changing users’ attitudes are central to
the survey on “Mobile digital libraries and mobile learning” conducted among informa-
tion users in June – July 2021. The study has been realised as part of the project “Infor-
mation portal for mobile learning and mobile access to library services and resources”
[1, 4, 7]. It has a permanent character, thus a place and an impact even in the present
social environment. The relevance of such a study is determined by the key role libraries
play in global information society by answering users’ demands with new, up-to-date
solutions for access to information, such as providing mobile access to information and
learning services.
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4.1 Main Goal of the Study

The main goal of the survey on “Mobile digital libraries and mobile learning” is to
analyse the needs and requirements that knowledge and information users have in regard
to library and learning services, to assess to what extent mobile devices are used for
reading, learning and information processing, to determine whether the introduction of
mobile digital services and learning in library services is supported, to clarify whether
users are aware of international policies formobile access to learning and library services
and resources and whether they support them.

4.2 Research Tasks

The goal of the empirical study is achieved by the solution of the following research
tasks:

• To determine to what extent mobile devices are used on a daily basis and specifically
for reading and search of information;

• To determine and analyse information users’ level of awareness concerning mobile
digital libraries as well as their attitude towards the subject;

• To determine information users’ level of awareness and attitude towards mobile
learning and lifelong learning;

• To analyse information users’ level of awareness and attitude towards existing
practices for mobile learning in the European information and learning environment;

• Tosummarise users’ opinionon library institutions’ participation and role in providing
access to information and lifelong learning for all, including via the creation ofmobile
digital libraries and mobile forms of continuous learning.

4.3 Methodology of the Study

In order to achieve the goal set and fulfill the research tasks of the empirical study a
questionnairewith three sections has been devised: PART1.Mobile devices, applications
and mobile digital libraries; PART 2. Mobile learning and lifelong learning; PART 3.
Policies for mobile information provision and mobile learning.

The questionnaire includes close-ended, multiple choice (applying the Likert-type
scale) and open-ended questions.

Participants in the study are university students as they are active users of information
resources and digital services.

The survey has been realised via an online structured-type questionnaire form and the
Google Forms application. Thus, in June – July 2021, 136 answers have been collected
from students at the University of Library Studies and Information Technologies, Sofia,
with varied professional and socio-demographic profiles:

• gender - men (n = 52, 38.2%) and women (n = 84, 61.8%);
• age - 18–25 years (n = 58, 42.6%), 26 – 29 years (n = 11, 8.1%), 30–39 years (n =

36, 26.5%), 40–50 years (n = 29, 21.3%) and over 50 years (n = 2, 1.5%);
• education – secondary (n = 53, 39%), professional secondary (n = 42, 30,9%) and

higher education (n = 41, 30.1%);
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• residency - Sofia (n = 107, 78.7%), cities (n = 15, 11%), towns (n = 9, 6.6%) and
villages (n = 5, 3.7%);

• educational qualification – studying for a bachelor’s degree (n = 120, 88.2%), a
master’s degree (n = 8, 5.9%) and a doctor’s degree (n = 8, 5.9%).

The questionnaire had been forwarded to 1943 respondents from two of the univer-
sity’s faculties – Faculty of library studies and cultucral heritage – n = 71, 52.2% and
Faculty of information sciences – n = 65, 47.8%. The empirical data has been entered
and processed with the statistics software IBM SPSS Statistics 21.

5 Research Analisys Data

5.1 PART 1. Mobile Devices, Applications and Mobile Digital Libraries

The first part of the questionnaire concerns mobile digital libraries and mobile services
offered to readers. The questions aim to determine users’ level of awareness and attitude
towards mobile and digital libraries in Bulgaria and worldwide. Another task fulfilled
in this part of the study is to determine and analyse to what extent users employ mobile
devices in their day-to-day life and specifically for reading and information searching.

The survey shows that on a daily basis young people mostly use the followingmobile
devices: a smartphone – 91.2% and a laptop (notebook) – 80.9%, then an iPhone –
19.9%, a tablet – 18.4%, an e-reader – 13.2% and an iPad – 2.2%, the question allowing
respondents to choose more than one answer (Table 1). The data indicates that users
have an extremely high level of mobile coverage in line with contemporary information
trends.

Table 1. Distribution of answers to the question “What mobile devices do you use on a daily
basis?”.

Responses Percent of Cases

N Percent

Smart Phone 124 40,4% 91,2%

Notebook 110 35,8% 80,9%

Tablet 25 8,1% 18,4%

iPad 3 1,0% 2,2%

iPhone 27 8,8% 19,9%

e-Reader 18 5,9% 13,2%

Total 307 100,0% 225,7%

It should be noted that 77,9% of the respondents answer positively the question „Do
you use any mobile device (smartphone, tablet, iPad, iPhone, e-reader) to read fiction?“
(Fig. 1).
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Fig. 1. Distribution of answers to the question „Do you use anymobile device (smartphone, tablet,
iPad, iPhone, e-reader) to read fiction?“

Table 2. Use of library services available via mobile devices

Mobile library services Responses Percent of Cases

N Percent

Search in electronic databases and
access to the full text of documents

76 25.1% 56.3%

Search in a library’s bibliographic
database

75 24.8% 55.6%

Mobile access to the full text of
library documents

50 16.5% 37%

Mobile instructions for use of
resources and services

35 11.6% 25.9%

Mobile tour of the library 33 10.9% 24.4%

SMS-service 10 3.3% 7.4%

I have not used any mobile library
services

24 7.9% 17.8%

Total 303 100% 224.4%

What library services available viamobile devices aremostly used is another question
allowing respondents to select more than one answer. The results are shown in Table 2.

As it can be seen in Table 2, the prevailing students are those who are active users of
mobile services concerning searches in electronic databases and access to the full text
of documents – 56.3%, searches in a library’s bibliographic database – 55.6%, mobile
access to the full text of library documents – 37%, etc.

It is thus not a coincidence that almost all respondents approve of the creation of
mobile digital libraries – 87.5%, partial approval has been expressed by 8.8% and only
3.7% disapprove (Fig. 2).
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Fig. 2. Attitude of the respondents towards the creation of mobile digital libraries

Nevertheless, the respondents say that Bulgarian libraries’ mobile services are not
sufficiently well-known and accessible for users – 61.8%, that the opportunities provided
by contemporary digital technologies are not fully exploited by Bulgarian libraries in
their activities– 60.3% and that an enhancement of mobile and information services
offered by Bulgarian library institutions is needed – 88.2% (Fig. 3).

Fig. 3. Distribution of answers to the question „Do you think that Bulgarian libraries should
enhance the mobile and information services they offer?“

Table 3makes clear the degree of users’ satisfactionwith the quality andopportunities
of mobile services offered by Bulgarian libraries.

Table 3 shows that more than half of the students surveyed give neutral responses –
53.7% (neither satisfied, nor dissatisfied), which reveals a need for enhancement of the
mobile library services that new “digital generations” actively look for, especially during
the global COVID-19 pandemic. This need is also confirmed by the respondents’ strong
conviction that mobile learning and mobile access to library services and resources



Impact of Mobile Technology on Learning and Library Policies 109

Table 3. Degree of satisfaction with the quality of mobile services offered by Bulgarian libraries

Degree of satisfaction N Percent Cumulative Percent

Highly satisfied 9 6.6% 6.6%

Mostly satisfied 38 27.9% 34.6%

Neither satisfied, nor dissatisfied 73 53.7% 88.2%

Mostly dissatisfied 15 11% 99.3%

Highly dissatisfied 1 0.7% 100%

Total 136 100%

encourage reading, information literacy and digital competence among young genera-
tions – 75%; that new information technologies provide librarieswithmore opportunities
to initiate various up-to-date courses of development thus acquiring high social status
and prestige in the contemporary information environment – 83.1% (Fig. 4); that mobile
learning and mobile access to library services and resources allow library institutions
to actively participate in the conservation and promotion of national and global cultural
and historical heritage – 77.9%; that the application of modern information and com-
munication technologies (ICT) is the adequate response to present information demands
and challenges and confirms the library’s key role as a cultural, educational and moral
institution – 68.4%, that mobile educational and library services are an effective way to
access resources and information in times of crisis such as COVID-19 – 89%.

Fig. 4. The role of new information technologies in libraries’ development in the contemporary
information society

5.2 PART 2. Mobile Learning and Lifelong Learning

The second part of the study concerns mobile learning and lifelong learning. It aims to
determine information users’ level of awareness and attitude towards these two subjects.



110 I. Peteva et al.

It should be noted that respondents are, to a large degree, aware of the concept of
mobile learning – 52.2%, partly aware – 35.3% or to a small degree/not at all aware of the
opportunities provided by mobile learning for personal lifelong development – 12.5%
(Fig. 5).

Fig. 5. Respondents’ awareness of the concept of mobile learning

Young generations fully approve of the implementation of ICT in the educational
process – 84.6%, partly approve – 10.3% and an insignificant part of the respondents
approve to a small degree or not at all of the use of ICT in pedagogical practices – 5.1%
(Fig. 6).

Fig. 6. Distribution of answers to the question „Do you support the implementation of information
and communication technologies in the educational process?“
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The students surveyed show similar strong support for the implementation of mobile
devices as an effective didacticmeans in formal education – 67.6%, 22.1% partly support
and 10.3% are rather reluctant. In regard to informal education 65.4% express complete
support, 26.5% – partial support and only 8.1% have a negative attitude (Tables 4 and
5).

Table 4. Respondents’ approval of the use of mobile devices in formal education

Number Percent Valid percent Cumulative percent

To a great degree 47 34,6 34,6 34,6

To a large degree 45 33,1 33,1 67,6

Partly 30 22,1 22,1 89,7

To a small degree 10 7,4 7,4 97,1

Not at all 4 2,9 2,9 100,0

Total 136 100,0 100,0

Table 5. Respondents’ approval of the use of mobile devices in informal education

Number Percent Valid percent Cumulative percent

To a great degree 47 34,6 34,6 34,6

To a large degree 42 30,9 30,9 65,4

Partly 36 26,5 26,5 91,9

To a small degree 6 4,4 4,4 96,3

Not at all 5 3,7 3,7 100,0

Total 136 100,0 100,0

The data collected proves that users’ awareness of policies formobile learning should
be raised, but it is worth noting that respondents have a positive attitude towards the
employment in learning processes of the limitless opportunities offered by ICT and
especially by mobile devices.

5.3 PART 3. Policies for Mobile Information Provision and Mobile Learning

The third part of the study concerns policies for mobile learning both on national and
European scale as well as libraries’ role in them. The survey aims to clarify information
users’ level of awareness and their attitude towards these subjects.

The analysis of the data collected shows that a considerable part of the students are
not informed – 54.5%, 27.9% are partially informed and only 17.6% aremostly informed
about national strategic documents and policies encouraging the development of digital
libraries, mobile digital libraries and mobile learning (Fig. 7).
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Fig. 7. Respondents’ awareness of national strategic documents and policies encouraging the
development of digital libraries, mobile digital libraries and mobile learning

Similar trends can be outlined concerning young people’s awareness of international
initiatives such as the UNESCOMobile LearningWeek: 59.6% are not informed, 28.7%
are partially informed and only 11.7% are well-informed about the goals and activities
of this forum (Fig. 8).

Fig. 8. Respondents’ awareness of the UNESCO Mobile Learning Week

As to library institutions’ participation in the provision of access to learning and
information for all during the whole life including through mobile digital libraries and
mobile forms of continuous learning the students surveyed are unanimous – 82.4% fully
support, 16.2% partially support and 1.4% do not support such activities (Fig. 9).

Most of the respondents reckon that the creation of an information portal for mobile
forms of learning and information provision among library and education communities
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Fig. 9. Respondents’ support for library institutions’ participation in the provision of access to
learning and information for all during the whole life

will facilitate the access to information and resources for users – 81.7%, and only 14.7%
are partially not at all of this opinion – 3.6% (Fig. 10).

Fig. 10. Distribution of answers to the question „Will the creation of an information portal
for mobile forms of learning and information provision facilitate the access to information and
resources?“

The content analysis of the open-ended questions reveals that some of the key func-
tional and content features that an information portal for mobile library services needs to
adequately satisfy users are: a user-friendly interface, clear instructions for navigation,
large volumes of information and documents, proper maintenance and free access to
libraries’ applications.
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6 Results and Discussion

The main conclusions of the research study made after a thorough analysis of the data
collected are as follows:

• The use of mobile technologies by contemporary information users is prevalent and
highly active;

• A remarkable part – almost 80% - of readers use mobile devices to read fiction;
• The provision ofmobile information, learning and library services is themuch-needed

and adequate response to modern users’ demands;
• Library users need an information environment compliant with European and global

tendencies and including digital and mobile information provision;
• Information users value the opportunities and perspectives offered by mobile and

digital forms of knowledge and information provision and support their realisation
and development, but are, nevertheless, not sufficiently informed about the subject
and aware of the global trends related to it;

• A need for a common information Internet portal which unites existing resources
on the above-mentioned subjects and promotes them to anyone interested has been
identified.

The summary of the analysis of the survey’s results proves that modern information
users use very actively mobile devices, especially mobile phones, both in their day-
to-day life as well as for reading, learning and information searches. Nonetheless, the
possibility for mobile library service is still limited and the level of awareness of this
subject needs to be raised. The responses collected clearly show a positive attitude
towards the introduction of mobile information services and the creation of digital and
mobile digital libraries.

Furthermore, the study’s results indicate that the introduction of mobile information
technologies in the contemporary educational system is widely welcomed by users and
can satisfy their demands in present-day global learning and information environment
respecting every learner’s individual requirements.

In order to properly satisfy modern users’ information needs and to allow library
institutions to function in line with up-to-date global trends in the information environ-
ment a responsible national policy and development strategies for mobile technologies’
integration in learning and library policies are needed.

The promotion of mobile forms of learning and information provision among the
library and the educational communities as well as, not less importantly, the political
and business elite will catalyse the broader application of the latest advancements of
information technologies in scientific research, educational and information fields [4].
Mobile access to cultural institutions’ digital collections will be recognised as a mod-
ern approach to socialisation of cultural heritage documents, stimulation of scientific
research and conservation of societies’ cultural identities.
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7 Conclusion

This paper and the study presented aim to highlight the key role of mobile technologies
in contemporary information and learning approaches and to contribute to the promotion
of their possibilities and impact onmodern information environment among the research
community, library and information experts and information users.

Being portable andwidely spreadmobile technologies and devices have the potential
to positively change teaching, learning and the provision of information resources and
services and to accelerate the overcoming of numerous challenges related to literacy,
equality and access to education worldwide. New mobile technologies transform on
a daily basis modern information users, contemporary institutions, the whole society.
Their impact on learning and library policies is thus inevitable. At present successful
libraries are both traditional and digital, accessible via new mobile technologies.
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Abstract. In recent years, simulators have emerged as powerful knowledge trans-
fer tools in medicine, aviation, engineering, and many other industries. Simulators
provide an immersive and interactive learning environment, and it allows users
to gain practical experience and gain critical skills without requiring real-world
resources or exposure to potential risk The use of simulators as digital proxies
provide new learning opportunities characterized by applications, benefits, limi-
tations and challenges which are discussed. On these bases, the future potential of
simulators in transforming educational and training approaches is also considered.
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1 Introduction

Knowledge switch is a fundamental manner in education and training, permitting people
to gather new skills, extend their knowledge, and expand abilities in numerous fields. Tra-
ditionally, expertise switch has relied on traditional coachingmethods, together with lec-
tures, textbooks, and palms-on schooling. However, those processes often have barriers
in phrases of accessibility, price, and protection.

Simulators emerged as a device considered very effective for transferring experience
and integrating knowledge, revolutionizing the way they can practice and learn in a
realistic way. Simulators use knowledge environments that replicate real, national or
international scenarios in an immersive and interactive environment. In this context,
users can carry out simulated studies, without the need for physical resources, and
without any exposure to risks [1, 2].

Simulators encompass awide variety of computer-based systems thatmimic complex
processes and environments [3]. Users can practice their skills and knowledge with the
simulators. They can make decisions and experience the realistic consequences of their
actions [4]. Currently simulators are used in many areas, from medicine to military
training, among many other areas (Table 1). As a result of using simulators, their users
can improve strategies and/or methodologies and improve their learning outcomes and
motivations [3, 5].
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The aim of this work is to explore the use of simulators as digital resources in knowl-
edge transference, clarify the advantages, applications and challenges associated with
simulators. Furthermore, it examines the future potential of simulators in transforming
education and training.

Simulators allows users, students, educators and instructors to face challenges,
streamline the process of knowledge transfer, improve skill acquisition, and also create
safe and engaging learning environments for students in various domains [5, 6].

Table 1. Simulators application areas.

Area Description

Healthcare Medical simulators are employed for training healthcare
professionals, such as surgeons, anesthesiologists, and
emergency responders. They provide a safe environment to
practice surgical procedures, diagnose diseases, and train in
emergency situations

Aviation Flight simulators are extensively used for pilot training,
aircraft design, and testing. These simulators provide realistic
environments to train pilots in different scenarios and
emergency situations

Automotive Driving simulators help in testing and evaluating vehicle
performance, driver behavior, and road safety. They are used
for driver training, vehicle design, and testing of advanced
driver-assistance systems (ADAS) and autonomous vehicles

Military Military simulators are used for training soldiers in tactical
operations, combat scenarios, and weapon systems. They
help simulate battlefield conditions, improve
decision-making skills, and enhance situational awareness

Energy and Power Systems Simulators are employed in the energy sector to simulate and
optimize the performance of power plants, electrical grids,
and renewable energy systems. They aid in training operators,
analyzing system behavior, and planning for contingencies

Space Exploration Space mission simulators are used to train astronauts,
simulate space missions, and test spacecraft designs. They
provide realistic experiences of space travel, extravehicular
activities (EVAs), and spacecraft operations

Construction and Engineering Construction simulators assist in training operators of heavy
machinery, such as cranes, excavators, and bulldozers. They
are also used for planning and optimizing construction
processes, simulating the behavior of structures, and testing
new engineering designs

(continued)
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Table 1. (continued)

Area Description

Disaster Management Simulators are employed in disaster management and
emergency response training. They simulate natural disasters,
such as earthquakes and floods, to train responders in
handling emergency situations and testing evacuation plans

Education and Training Simulators are increasingly utilized in educational institutions
to provide hands-on training in various disciplines, including
engineering, medicine, and aviation. They offer practical
experience and enhance learning outcomes

Gaming and Entertainment Simulators are widely used in the gaming industry to create
realistic and immersive experiences. They simulate various
activities such as driving, flying, sports, and even virtual
reality simulations

2 Simulators and Knowledge Transfer

Simulators have emerged as indispensable tools for knowledge transfer, offering a unique
and effective approach to learning and skill acquisition. Simulators offer users with
immersive and interactive digital environments [1]. These environments are a replica of
reality, which are supposed to allow users to practice and gain experience, that will allow
them to gather and expand important abilities in a secure and controlled environment
[7].

A simulator is a machine that reproduces the behavior of a system under certain
conditions, which allows people who need to work with that system to practice [8]. The
similarity between the virtual and the real systems varies froma very simplified version to
an indistinguishable digital counterpart, in the case of digital twins [9]. Simulators often
combine mechanical or electronic parts and virtual parts that help simulate reality, that
is, real-world processes, environments or situations [10]. Simulators can use emerging
technologies such as Artificial Intelligence (AI) and within all areas that include AI
such as virtual reality, machine learning, machine learning, among others [11]; to create
highly realistic scenarios, and interactive simulations [12].

Simulators, therefore, can be used professionally or as a tool for leisure and enter-
tainment. In the first case, these devices are indispensable for the training of people
who will have a great responsibility in their charge, since their eventual mistakes would
endanger the lives of third parties. Thanks to the simulator, these individuals can train
until they acquire the necessary experience and skills to perform professionally [13].

The ability to repeat scenarios and analyze performance allows for continuous
improvement and mastery of skills [14]. And if users make mistakes in a simulator,
nobody is in risk [1, 7].

Furthermore, simulators offer flexibility in terms of accessibility and scalability.
They can be accessed remotely, allowing learners to engage in training from different
locations. This aspect is particularly beneficial for individuals in remote areas or those
unable to access physical training facilities. Simulators also facilitate scalability by
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accommodating a large number of users simultaneously, making them suitable for both
individual and group training scenarios. In case of digital twins, the role of simulators
extends into the professional practice itself to test solutions before they are applied to
the real world, offering a seamless integration of learning and practice.

3 Applications of Simulators

Simulators have revolutionized training methodologies and knowledge transfer in
numerous fields, offering realistic and immersive learning experiences. This section
explores the diverse applications of simulators across different domains, highlighting
their contributions to skill acquisition, competency development, and enhanced training
outcomes.

Simulators play a crucial role in medical education and training. Surgical simulators
allow medical students, residents, and experienced surgeons to practice procedures and
refine their surgical skills [12, 15, 26]. Virtual reality-based simulators provide a realistic
environment for practicing minimally invasive surgeries, endoscopic procedures, and
complex interventions [16]. Simulation training enhances surgical proficiency, improves
patient safety, and reduces the learning curve for new techniques [17, 18].

In addition to surgical simulators, patient simulators or mannequins are extensively
used to train healthcare in various clinical scenarios. These simulators accurately repli-
cate physiological responses and allow learners to practice clinical skills, emergency
management, and critical decision-making [16, 19]. Simulated scenarios include cardiac
arrest, trauma situations, obstetric emergencies [20, 21], and more, enabling healthcare
providers to develop their skills in a controlled environment before encountering real-life
emergencies [7, 22].

Flight simulators are integral to pilot training programs in the aviation industry.
They provide realistic flight experiences, allowing pilots to practice takeoffs, landings,
instrument procedures, and emergency situations. Flight simulators replicate cockpit
environments, flight controls, and visual displays to create highly immersive training sce-
narios. These simulators contribute to improved pilot performance, enhanced situational
awareness, and better response to critical incidents [23].

Aerospace engineering also benefits from simulators in design, testing, and training
[24].

Simulators are widely used in engineering to simulate and test various systems and
processes. For example, automotive manufacturers utilize simulators to design and opti-
mize vehicle performance, assess crash safety, and simulate driving scenarios [25]; in
civil engineering, to model and simulate structural behavior, analyze the impact of loads,
and optimize infrastructure designs [27–29]; in aerospace engineering, to design and test
prototypes, analyze structural performance, model behaviors in extreme environmental
conditions [24].

In manufacturing industries, simulators aid in training operators and technicians.
Process simulators allow individuals to practice operating complexmachinery and equip-
ment without the risk of damage or accidents [25]. By providing a virtual environment
to learn and refine their skills, simulators contribute to increased productivity, reduced
downtime, and improved product quality.
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Simulators find applications in numerous other fields as well. For example, driving
simulators are used in driver education and training programs to enhance road safety and
assess driver skills. Simulators are employed in the energy sector for training operators
in power plant operations, maintenance, and emergency protocols. They are also utilized
in the maritime industry to simulate ship handling, navigation, and port operations.

These applications across different fields demonstrate the versatility and effective-
ness of simulators in facilitating knowledge transfer. Simulators provide learners with
realistic and practical experiences, allowing them to develop skills, refine techniques,
and make informed decisions [6].

In the field of education simulators can be utilized in classroom settings to supple-
ment theoretical learning with practical applications. For instance, in physics education,
simulators can enable students to visualize and interact with complex physical phe-
nomena, fostering a deeper understanding of fundamental concepts [28, 29]. For exam-
ple, in electrician training, simulators can simulate electrical systems, wiring diagrams,
and troubleshooting scenarios, enabling learners to gain practical experience in a safe
and controlled environment. This approach can significantly reduce training costs and
minimize the risk of accidents during the learning process.

Furthermore, simulators have the potential to revolutionize the field of virtual appren-
ticeships [30]. By connecting learners with experts remotely, simulators can facilitate
collaborative learning and mentorship across geographical boundaries. Learners can
engage in simulated tasks and receive real-time feedback and guidance from experienced
professionals, accelerating their learning curve and fostering a sense of mentorship and
community.

As simulators continue to advance, incorporating artificial intelligence (AI) and
machine learning algorithms, they can adapt and personalize learning experiences based
on individual learners’ needs and performance [31]. Intelligent simulators can analyze
learner interactions, identify areas for improvement, and provide targeted feedback and
guidance, tailoring the learning process to each learner’s unique requirements [32, 33].
This personalized approach has the potential to enhance knowledge transfer and improve
learning outcomes significantly.

However, along with the advancements in simulator technology, it is crucial to
address the ethical considerations and challenges associated with their use [16, 33].
These include ensuring the validity and accuracy of simulations, promoting diversity
and inclusion in simulator design, addressing potential biases, and maintaining data
privacy and security.

4 Benefits of Simulators in Knowledge Transfer

Simulators offer a wide range of benefits in facilitating knowledge transfer, revolution-
izing traditional learning methodologies. This section explores the key advantages of
using simulators as digital resources for knowledge acquisition and skill development
[6, 8, 28, 29, 34, 35] (Table 2).
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Table 2. Benefits of Simulators in knowledge transfer process.

Benefits Description

Realistic and Immersive
Experiences

Simulators provide learners with realistic and
immersive experiences, replicating real-world
scenarios in a controlled environment. By simulating
complex processes, environments, or situations,
simulators enable learners to engage with practical
applications of theoretical concepts. This realism
enhances engagement and deepens understanding,
resulting in more effective knowledge transfer

Safe Learning Environment Simulators offer a safe and controlled learning
environment, particularly in high-risk fields such as
medicine, aviation, and military training. Learners
can practice skills and make decisions without the
risk of physical harm to themselves or others. By
removing the potential for accidents or adverse
consequences, simulators create a space where
learners can explore and learn from their mistakes,
promoting a risk-free learning experience

Repetition and Practice Simulators allow learners to repeat scenarios and
practice skills as many times as needed. This
repetitive practice contributes to skill mastery and
proficiency development. Learners can refine their
techniques, experiment with different approaches,
and analyze the outcomes of their actions. The
ability to repeat and review simulations enhances
learning retention and ensures continuous
improvement

Enhanced Transfer of
Complex Concepts

Simulators are particularly effective in facilitating
the transfer of complex concepts that are challenging
to visualize or experience in real-world settings. For
example, simulators can depict microscopic
processes in biology, complex mathematical models,
or intricate engineering simulations. By providing
visual representations and interactive experiences,
simulators simplify the understanding and
application of complex concepts

(continued)
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Table 2. (continued)

Benefits Description

Understanding Complex Systems Simulators facilitate the modeling of complex
system whose relations might be simple, but the
aggregate behavior becomes complex. The modeling
of the simple parts eases the approach to the system
dynamics complexity

Transferability to Real-World Contexts Simulators aim to closely replicate real-world
situations, making the skills and knowledge acquired
in simulated environments highly transferable.
Learners can apply what they have learned directly
to real-world contexts, minimizing the gap between
theory and practice. This transferability enhances the
practicality and applicability of the acquired
knowledge and skills

In conclusion, simulators offer a multitude of benefits in knowledge transfer. From
providing realistic and immersive experiences to ensuring a safe learning environment,
simulators enhance engagement, enable repetitive practice, and foster interactivity. They
also offer time and cost efficiencies, scalability, objective performancemeasurement, and
facilitate the transfer of complex concepts.

5 Challenges and Considerations

While simulators offer numerous benefits in facilitating knowledge transfer, their imple-
mentation and usage also present various challenges and considerations. These chal-
lenges must be acknowledged and addressed to ensure the effective utilization of simu-
lators in educational settings [36]. This section explores some of the key challenges and
considerations associated with the use of simulators in knowledge transfer.

Simulators often rely on advanced technologies, and their successful operation
requires a robust technical infrastructure. However, though some professional appli-
cation might require highly sophisticated solutions as required in the realistic modeling
of urban environments, spacecrafts or nanotechnology, the learning performance is not
necessarily aligned to the fidelity of the simulation as regards cognitive gains [37].

The effectiveness of simulators in knowledge transfer heavily relies on their ability to
provide realistic and valid learning experiences [8]. Simulators must accurately replicate
real-world scenarios, behaviors, and responses to ensure learners can effectively apply
acquired knowledge and skills. But this often requires rather a functional alignment than
physical fidelity or resemblance [33].

Achieving high levels of realism and validity can be challenging, especially in com-
plex domains where subtle nuances and dynamic interactions are critical. Thus, striking
a balance between realism and educational objectives is crucial to avoid overly simpli-
fied or overly complex simulations [12, 37]. Indeed, it has been found that sophisticated
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simulations might increase learning motivation but, at the same time, reduce learning
outcomes due to learner’s overload and distraction [38].

In addition, the learning outcomes underpinned by simulation requires awareness
on model discrepancy in order to boost critical and autonomous learning capacity and
scientific attitudes [39].

Ensuring consistent quality across different simulators and training programs poses
another challenge. There is a need for standardized guidelines and protocols for sim-
ulator development, implementation, and assessment. Establishing quality assurance
processes, accreditation standards, and peer-reviewed validation studies are essential to
maintain the credibility and reliability of simulators as educational tools [6, 33, 40].

The successful integration of simulators into educational settings requires adequately
trained instructors who can effectively guide learners and facilitate meaningful learning
experiences. Instructorsmust possess the necessary skills to navigate simulators, provide
constructive feedback, and help learners transfer knowledge gained from simulations
to real-world applications [18, 22, 40]. Training programs and ongoing support for
instructors are crucial to maximize the potential of simulators in knowledge transfer.

The use of simulators raises ethical considerations, particularly in fields such as
healthcare and emergency services. Simulations involving sensitive scenarios or patient
interactions require careful consideration of ethical guidelines, privacy, confidentiality,
and the potential psychological impact on learners. Balancing the educational benefits
of simulation with ethical considerations is paramount to ensure learner well-being and
maintain professional standards [41].

Bridging this transfer gap requires careful instructional design, feedback mecha-
nisms, and deliberate practice opportunities that facilitate the transfer and generalization
of skills beyond the simulator environment [7].

Simulators developed in one cultural or contextual setting may not fully capture the
nuances or specificities of other settings. It is crucial to consider cultural and contextual
factors to ensure simulators alignwith learners’ backgrounds, local practices, and specific
learning objectives. Customization and adaptation of simulators to different cultural and
contextual contexts can enhance their effectiveness and relevance.

6 Future Perspectives and Conclusions

The use of simulators as digital resources for knowledge transfer has demonstrated
immense potential across various fields. As technology continues to advance and
our understanding of learning processes evolves, there are several exciting future
perspectives for the utilization of simulators in enhancing knowledge transfer.

Simulators have the potential to offer personalized and adaptive learning experi-
ences. By capturing data on learners’ performance, simulators can adapt the difficulty
level, scenarios, and feedback to individual learners’ needs. Artificial intelligence and
machine learning algorithms can analyze learner data, identify areas of improvement,
and dynamically adjust the simulation parameters, creating tailored learning experiences
that optimize knowledge transfer.

The integration of gamification elements and serious games in simulators can
enhance engagement, motivation, and knowledge retention. Game-based approaches
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can provide learners with immersive and interactive experiences, making the learning
process enjoyable and stimulating. Future simulators may incorporate game mechan-
ics, such as scoring systems, challenges, and rewards, to create engaging and dynamic
learning environments.

Advancements in connectivity and communication technologies openuppossibilities
for remote and collaborative learning using simulators. Learners can engage in realistic
simulations, collaborate with peers or experts located in different geographical locations,
andbenefit fromdiverse perspectives and experiences.Remote and collaborative learning
through simulators can facilitate knowledge transfer in a global and interconnected
world.

These future perspectives highlight the exciting potential of simulators in knowl-
edge transfer. As technology evolves and our understanding of learning processes deep-
ens, simulators will continue to evolve, providing increasingly immersive, personalized,
and effective learning experiences. Collaboration among researchers, practitioners, and
technology developers will be essential to explore and realize these future perspectives,
ultimately leveraging the way knowledge is transferred and acquired through simulators.

Simulators have emerged as valuable digital resources for knowledge transfer across
various fields and have revolutionized training methodologies and knowledge transfer
in numerous fields, offering realistic and immersive learning experiences. The ability
to provide immediate feedback, assess performance, and facilitate deliberate practice
contributes to accelerated learning and improved competency.

The benefits of simulators in knowledge transfer are numerous. They promote active
engagement, enhance knowledge retention, and foster the development of critical think-
ing and problem-solving skills. Simulators also support collaboration and teamwork,
enabling learners to work together in realistic scenarios. Furthermore, simulators have
the potential to personalize learning experiences, adapt to individual learner needs, and
provide tailored feedback, thereby maximizing the effectiveness of knowledge transfer.

However, the use of simulators in knowledge transfer is notwithout its challenges and
considerations. Technical issues, ensuring realism and validity, standardization and qual-
ity assurance, instructor training and support, proper adaptation to learning objectives,
ethical considerations, transferability to real-world settings, and cultural and contextual
adaptation are all factors that require careful attention. Overcoming these challenges and
addressing these considerations is crucial to fully harness the potential of simulators and
optimize their effectiveness in knowledge transfer.

Looking ahead, the future of simulators in knowledge transfer appears promising.
Advancements in virtual reality and augmented reality technologies will enhance the
immersive and interactive nature of simulators, which nevertheless needs to be balanced
with the learning objectives to avoid overload and distraction. Personalized and adaptive
learning experiences, gamification and serious games, remote and collaborative learning,
real-time feedback and analytics, and lifelong learning and professional development
are among the future perspectives that hold great potential for simulators.

To fully realize the future potential of simulators, collaborative efforts among
educators, researchers, developers, and policymakers are essential.

In conclusion, simulators serve as valuable digital resources for knowledge transfer,
offering immersive and practical learning experiences. Their applications span various
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fields, and they provide learners with opportunities to develop skills, refine techniques,
and make informed decisions. As technology advances and we continue to explore new
avenues in education and training, simulators will play an increasingly vital role in
shaping the future of knowledge transfer, enabling learners to acquire expertise and
thrive in their respective domains, though the attentive design of the learning process
will always be a key of success.
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Abstract. Currently, online games are based on Cloud Computing, where data is
transferred from Gaming Devices to be saved or processed in the Cloud. This type
of scenario has associated several problems, volume of external data among them,
latency, geographic restriction of contents, matchmaking of players in multiplayer
games. This article aims to present a reviewof themain features of FogComputing,
where they are exposed, theirmain components andways of use, aswell as real-life
case studies. It is then discussed how Fog and Edge computing can be a powerful
ally for video game studios in different contexts.

Keywords: video games · fog computing · edge computing · cloud gaming

1 Introduction

Fog computing was first introduced by Cisco in 2012 [1] and is described as “a highly
virtualized platform that provides computational services between end devices and tra-
ditional Cloud Computing (CC) data centers usually, but not exclusively, located in the
edge of the network” [2]. In its origins is the concept of CDN (Content Distributed
Networks), created in the late 1990s, in which the Akamai network was a pioneer [3]:
“Originally, CDNs improved website performance by caching static site content at the
edge of the Internet, close to end users”. Over time these networks have become host
applications on Edge Servers. Therefore, Fog and Edge computing come with the need
for distributed computing architectures to support the growing number of connected
devices, sensors and other Internet of Things (IoT) devices. These architectures allow
data processing, storage and communication to take place at the edge of the network,
closer to where data is generated and consumed [4–6].

In recent years, we have seen the adoption of Cloud Computing by the gaming
industry, offering a range of benefits for players, developers, and game companies in
general. This has happened because CC has been able to provide solutions for a set
of increasingly complex gaming challenges. Starting with more basic aspects, it allows
for the availability of an infrastructure that supports a large portion of your game’s
needs overnight, without worrying about installation, maintenance, and management.
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The ability of CC to provide unlimited resources enables the gaming industry to address
scalability issues as their game grows in terms of users and new content. The availability
of new resources and functionalities allows game studios and developers to create games
with more features, respond more quickly and efficiently to player needs, and find new
ways to monetize their games. Some game development software companies already
have integrated service platforms that offer features such as real-time player performance
monitoring, push content delivery, streaming ads, videogame diagnostics, multiplayer
support infrastructure, and more [7, 8]. This infrastructure-as-a-service and platform-
as-a-service paradigm has allowed the gaming industry to focus on its business, while
developers can do what they love most, which is creating fantastic new games using
the new resources that CC can provide. Several studies point to the strong adoption and
advantages of Cloud Computing in the gaming industry [9, 10]. However, CC does have
some limitations, primarily in terms of response time to requests, as there is a centralized
single point that must manage all the information, and connectivity, where CC requires a
reliable and stable connection that may not always be possible in mobile scenarios with
limited or unstable connectivity. It is within this scenario that this study emerges, aiming
to delve into the role that Fog and Edge computing can play in the gaming industry by
analyzing their characteristics, advantages, disadvantages, and scenarios where their use
can bring a real contribution to the gaming industry.

2 Literature Review

As opposed to traditional cloud computing, fog computing emphasizes decentralization
of the computer structure, located between the devices that produce the data and the
cloud. Using fog computing, the cloud computation capability is lowered to the edge of
the network so that users can access faster communication and software services.

Fig. 1. Fog Computing architecture.

Figure 1 shows that the most typical fog computing architecture is composed of three
basic layers (Ni et al., 2018): cloud, fog, and edge.
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– Cloud layer: This layer represents the foundation of this three-tiered architecture.
It provides robust computational resources and massive storage capabilities that are
accessible over the internet. The cloud layer functions as the primary location for big
data storage and large-scale computation, with resources being shared acrossmultiple
users and locations. It follows a multi-tenant model, where infrastructure, platforms,
and software are provided as services over the internet. This layer is characterized
by its virtually unlimited storage, high reliability, high scalability, and the ability to
support diverse applications.

– Fog layer: It serves as an intermediate between the cloud layer and the edge layer.
It primarily provides localized computation and storage resources, facilitating lower
latency and reducing the bandwidth needed for communication with the cloud. The
fog layer often integrates with various edge devices to provide real-time data pro-
cessing and analytics. In essence, the fog layer helps to improve efficiency, response
time, and network congestion, by distributing resources and services spatially across
the network, closer to the end-users.

– Edge Layer. It is closest to the data source and serves as the point of origin for data
in this architecture. This layer is primarily characterized by edge devices, such as
IoT sensors, smartphones, and embedded devices, which produce and process data.
The edge layer can process data locally in real-time without needing to interact with
the cloud layer, enhancing the performance of applications that require immediate
feedback. It also increases security and privacy, as data can be processed locally with-
out the need for transmission over the network. This reduces latency and conserves
bandwidth, enabling the potential for offline functionality.

2.1 Games as Challenges of Fog Computing

Due to the distributed nature of the Fog Computing architecture, computing can take
place on edge devices, on Fog nodes or in theCloud. This is depending on the needs of the
moment and available resources. A discussion on this topic is presented in [11] and iden-
tifies six challenges in relation to resourcemanagement: application placement, resource
scheduling, task offloading, load balancing, resource allocation, and resource provision-
ing. Another study [12] identifies several challenges that fog computing faces, such as:
being a distributed framework with different network resources and a wide variety of
devices; Decentralization also brings several challenges to distributed mobile comput-
ing in which connection interruptions and the probability of failure are more frequent.
The challenge of managing an infrastructure in a decentralized way, with thousands of
devices that are sometimes connected or disconnected and their heterogeneity in terms of
firmware, software configuration, different protocols and individual requirements. Some
of the characteristics that make this technology attractive (decentralization, geographic
distribution, heterogeneity), also prone to numerous security and privacy threats related
to data and services. In which, several studies identify types of attacks and issues related
to privacy in the exchange of data and information between the various actors of this
architecture [4, 13].
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3 Gaming

While it is noticeable that we can see how fog computing makes it possible to extend the
physical location of computations and storage away from the centrality of cloud servers
[14], in the case of games this needs to be further detailed.

Unlike othermedia, some digital games, such as shooters or real time strategy, require
a lot of speed. In general, not all cloud gaming methods can provide this, which leads
to the need for other implementations or variations. Without this speed, like high frame
rates, the time difference between the player seeing his enemy, and not being able to
respond in time, leads to defeat, and to the loss of ranking, or money, in the case of
professional eSports. The latency is one of the biggest enemies of video games, it has
the potential to quickly deteriorate your enjoyment of playing. The mere presence of
a small delay can make a multiplayer game virtually unplayable. Imagine a scenario
where there is a noticeable 200 ms delay between your inputs and the corresponding
display response – you might feel an overwhelming urge to throw your computer out
the window. The most popular cloud gaming methods [15] are identified in Fig. 2.

Fig. 2. Cloud gaming methods.

– Video streaming (or pixel streaming): the game runs on the cloud server and the
rendered output is streamed as video to the client. Success stories: Onlive, Nvidia
Geforce Now, and Playstation Now. Since everything happens on the server and in
the game, the client can be very simple, and cheating is impossible since the client
has no data from the games. Due to the high usage of the servers, delays (lag), high
bandwidth consumption and latency can occur.

– File streaming: in this method, the client downloads a minimal set of files from the
cloud server and runs the game locally. The client starts with a minimal set and
progressively downloads the rest as needed. This minimizes the problems of video
streaming, but the player must have a strong enough device to be able to run the game,
which ultimately leaves out Smart TVs, smartphones, tablets and basic computers.



The Foggy Frontier: Exploring the Fog and Edge Computing 135

– Graphics streaming: here a mixed approach happens, in which the game runs on the
server, but the graphic libraries are transmitted to the client, so that it can render
locally. Some of these libraries, such as Direct3D, are hardware dependent, which
makes rendering difficult on some devices, but others, such as OpenGL are not, which
allows the use of a wider variety of equipment.

– Gamelets or micro-cloud game system: these are Edge Nodes that also have a hybrid
approach between video and file streaming, however, the intensive processing is
delegated to a gamelet node, which is closer to the client. In this way, bandwidth and
processing are equivalent to a traditional Cloud system, but benefit from the proximity
of a micro-cloud, decreasing latency. These systems, due to this characteristic, end
up also benefiting mobile devices, such as smartphones, tablets and mobile consoles
[15, 16]

Although the use of games in Fog and Edge still seems to be in its infancy, this article
aims to advocate for its possibilities and concrete examples.

An important case is the game for competitions Valorant, from Riot Games. This
company is well known for its Real Time Strategy game, League of Legends, which
is widely used in e-sports competitions. Valorant, on the other hand, is a Team Based
Tactical First-Person Shooter, comparable to the pioneer Counter Strike in a futuristic
environment, i.e., a competition game also used in e-sports championships. Games used
in this type of competition, such as League of Legends and Valorant, are not just fast,
they must be very fast. In the case of Valorant, which was promised to be played at a
minimum of 30 FPS, even on simpler machines with integrated graphics, and thus form
a community with more players, several precautions were taken. On the code side of the
game, the Unreal Engine was used in its mobile device mode, Unreal Engine’s mobile
rendering path, and not of a desktop computer [17], and also in the infrastructure of
the servers [18] as a speed of 128 ticks, very high even for competitive game servers
[19]. Riot Games runs its services, from games to the website, almost exclusively on
Amazon AWS. Game servers cannot be too fragmented as players would struggle to
find other players, who are scattered on other servers, making matchmaking difficult to
create teams and start matches. Amazon AWS, in 2023, offers 31 global cloud regions
and 32 local zones, which are smaller cloud regions. If neither of these two solutions
provides the latency needed, Amazon can still use AWS Outposts, hardware that can be
installed in a data center closer to customers, thus using Fog computing on game servers
[18].

In another case, now from a strict infrastructure perspective, the Google Stadia
service, active from 2019 to 2023, “To help reduce latency and insure a premium gaming
experience, Google’s approach includes about 7,500 edge nodes” [10] in order to bring
streaming data closer to customers, so that it could achieve the promised 8k resolution
at a frame rate of 120 FPS, very impressive features even for dedicated gaming consoles
like Sony PlayStation and Microsoft Xbox.

In the mobile games approach, when the telecommunications provider brings the
workloads closer to the client, it is a typeofmobile architecture calledMEC(MobileEdge
Computing, orMulti-Access Edge Computing). In this way, the workload is computed in
the cellular tower or in some closer location, through a microserver, instead of traveling
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to the ISP (Internet Service Provider), co-locating edge devices with the mobile network
infrastructure [20].

4 Discussion and Final Remarks

The gaming industry has experienced outstanding growth over the years, driven by the
evolution of technology and internet access. However, one aspect that seems to have been
not effectively used is the potential of Fog and Edge Computing in this sector. While
this potential has already been recognized in areas such as IoT, autonomous vehicles,
industry automation, and healthcare [1, 21, 22], there isn’t much attention from the
gaming industry towards these technologies. This section aims to advocate for their
advantages and potential use, while also indicating where some of the major challenges
may lie.

4.1 Advantages of Using Fog and Edge Computing in Digital Games

There can be several advantages of developing digital games based on a Fog Computing
architecture. Some of the most obvious are:

– Scalability: game servers can scale dynamically to handle real-time player traffic.
This means computing and storage resources can be automatically adjusted to meet
the demands of the game.

– Low latency: Fog computing allows game servers to be deployed closer to players,
reducing latency and improving the gaming experience. With processing closer to
players, responses to game commands are faster, improving gameplay and reducing
interruptions and delays.

– Reduced network traffic: With edge computing, game data can be processed closer
to the source, rather than centralizing all traffic in the cloud. Reducing the load on
central traffic points translates into reduced bandwidth costs and improved network
stability.

– Improved security: Distributing data processing and storage across multiple local
points rather than centralizing it in the cloud can help minimize exposure to
cyberattacks and the possibility of security breaches at a single central point.

– Greater data privacy: reducing the amount of information that needs to be sent to the
cloud can help protect confidential player information and minimize the risk of data
privacy breaches.

– Cost reduction: the improvement of some of the previous points could translate into
the reduction of the operating and support costs of the entire infrastructure. Also,
when you choose to host your backend on a cloud service that you don’t have direct
control over, it can lead to your game servers being dispersed across various locations
within the country or even internationally. This geographical distribution of resources
can result in expensive connectivity issues due to long-distance connections.

– Improved player experience: with the improvement of some of the technical aspects
above, players will have a more fluid and enjoyable experience during the game.
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– Minimize geographical barriers: Consider an online multiplayer game that relies on
high latency to ensure fair and engaging gameplay.With Fog Computing architecture,
you can create servers in multiple geographic locations, allowing players from dif-
ferent parts of the world to play together without significant latency. This increases
the possibility of finding players for the game, improving the user experience and
making the game more popular. Additionally, players can connect to servers in their
region, reducing the possibility of latency inequalities that may give one player or
another an advantage.

– Customization of game content: there aremobile gameswhere players need to explore
locations to find objects and accomplish missions, like Pokemon Go or some aug-
mented reality games. Based on sensors that are connected to Fog computing, it is
possible to know that the user is inside a museum with an exhibition of the Palae-
olithic period, and it is possible to load into a game scenario and new players who are
in space to between them explore the space and fulfill the challenges of the mission
launched in the meantime.

4.2 Case Studies

The decentralized architecture of Fog computing can be a great ally for game studios,
regarding the imposition of restrictions on content and mechanics that games can offer
in certain countries. The case of PUBGMobile, a well-known battle royale game, which
underwent content changes by national authorities [23]. In this case, content restriction
policies and mechanics could be injected into Fog Nodes that together with a kind of
gateway could reconvert interaction between players with different access policies can
play in a shared session. The increasing concern about personal data privacy, digital
footprint and data retention will cause countries to implement their own policies and
there is tighter enforcement making it difficult to do business model on a centralised
cloud architecture. Fog computing’s distributed architecture can help overcome these
problems by offering a computing and data storage infrastructure that is more flexible
to each country’s legislation. Also by having our game infrastructure based on cloud
computing where there is no control over where the content and game logic may be,
there might be a need for you to engage in legislative or legal procedures with entities
that can prove to be difficult to collaborate with. This is necessary to ensure that the
location of your data complies with local industry regulations, including privacy laws,
which can be a challenging and time-consuming process.

Large-scale eSports competitions can also benefit from decreased latency through
the proximity of the nodes. As we saw, one of the solutions is to add regional Fog nodes
between cloud datacenters and the end user, reducing the latency between user interac-
tions in that region. However, a balance point has to be found, since by placing a Fog node
in each region (e.g. city), there is the risk of the service becoming extremely segmented,
limiting players to interact with players from other regions. On the other hand, players
generally prefer to play with familiar opponents who are usually geographically close.
They are also often interested in knowing their ranking in relation to these players. By
conducting matchmaking on a nearby server, matchmaking among potential players can
be accelerated, even considering lists of players with whom a player frequently interacts.
Also, Edge nodes can store information about player preferences to optimize matchups.
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To realize benefits across multiplayer games in general, investment in interconnected
edge data centers is necessary, ensuring that users are always connected to their nearest
node in these edge data centers. These nodes must then interconnect with high-quality
links, independent of the user’s Internet Service Provider (ISP). There are some cloud
providers that offer this, such as Hathora and EdgeGap [20].

To summarize, we discuss here the advantages for the use of fog computing for
games, as well as concrete cases, and show how games currently use mainly the cloud,
not using the advantages fog and edge computing could add. We do not investigate
the reasons that lead to this underutilization, whether economic, political, or technical
structures, but we advocate that the proper implementation of these technologies can
greatly advance the performance of games, compared to what is currently presented.
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Abstract. This paper introduces GERF, a Gamified Educational Vir-
tual Escape Room Framework designed to enhance micro-learning and
adaptive learning experiences in educational settings. The framework
incorporates a user taxonomy based on the user type hexad, address-
ing the preferences and motivations of different learners profiles. GERF
focuses on two key facets: interoperability and analytics. To ensure seam-
less integration of Escape Room (ER) platforms with Learning Manage-
ment Systems (LMS), the Learning Tools Interoperability (LTI) specifi-
cation is used. This enables smooth and efficient communication between
ERs and LMS platforms. Additionally, GERF uses the xAPI specifica-
tion to capture and transmit experiential data in the form of xAPI state-
ments, which are then sent to a Learning Record Store (LRS). By lever-
aging these learning analytics, educators gain valuable insights into stu-
dents’ interactions within the ER, facilitating the adaptation of learning
content based on individual learning needs. Ultimately, GERF empow-
ers educators to create personalized learning experiences within the ER
environment, fostering student engagement and learning outcomes.

Keywords: Gamification · Interoperability · Learning Analytics

1 Introduction

In the fast-paced landscape of education, innovative approaches to engage learn-
ers are constantly changing. Gamification, a concept that applies game mechan-
ics and elements to non-game contexts, has emerged as a promising solution
to captivate students’ attention and drive meaningful learning experiences. One
particularly captivating application of gamification in education is the creation
of educational virtual escape rooms, where learners navigate through challeng-
ing puzzles and scenarios to achieve specific learning objectives in a time-limit
frame.
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This paper presents the Gamified Educational Virtual Escape Room Frame-
work (GERF), a platform designed to foster micro-learning and adaptive learn-
ing experiences within the educational domain. At its core, GERF is centered
around a comprehensive user taxonomy, known as the user type hexad, which
takes into account the diverse learning preferences, motivations, and behaviors of
individuals. By catering to different user types, GERF seeks to create immersive
learning environments that resonate with learners on a personal level, fostering
higher levels of engagement and knowledge retention.

One of the primary challenges in deploying gamified educational escape rooms
is the seamless integration of such platforms with existing Learning Manage-
ment Systems (LMS). To address this concern, GERF leverages the Learning
Tools Interoperability (LTI) specification1 from IMS Global Learning Consor-
tium, enabling ER platforms to seamlessly interface with LMS systems. This
interoperability ensures that educators can easily incorporate escape rooms into
their curricula without the need for extensive technical knowledge or modifica-
tions to their existing learning environments.

GERF further enhances its efficacy by harnessing the power of learning ana-
lytics through the Experience API (xAPI) specification2. Within the escape
room experience, every action and decision made by learners are transformed
into xAPI statements, encapsulating valuable experiential data. These xAPI
statements are then transmitted to a centralized Learning Record Store (LRS),
enabling educators to access comprehensive insights into student interactions
and learning patterns. By using these learning analytics, teachers can gain a
deeper understanding of individual learning behaviors, strengths, and weak-
nesses, empowering them to adapt instructional strategies and content to better
suit each student’s unique needs.

The fusion of gamification, user taxonomy, interoperability, and learning ana-
lytics in GERF offers a transformative educational approach. This paper provides
a comprehensive exploration of the framework’s architecture, design principles,
and functionalities, while also illustrating its potential impact on educational
settings.

In the following sections, we will delve into the technical intricacies of GERF,
examining its implementation, practicality, and empirical results. We aim to shed
light on the numerous benefits GERF brings to the table, demonstrating how
this gamified escape room framework has the potential to shape the future of
education by enhancing both the process and outcomes of learning.

2 Related Work

Over the past few years, the concept of gamifying escape room experiences has
gained significant traction in the field of education. Several gamification frame-
works have been proposed to enhance the learning potential of escape rooms and

1 https://www.imsglobal.org/spec/lti/v1p3.
2 https://xapi.com/specification/.
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cater to diverse learner needs. This section presents a review of existing gamifi-
cation frameworks for escape rooms and highlights their approaches, strengths,
and limitations.

– Escape EDU: focuses on integrating educational content seamlessly into
escape room scenarios. It employs narrative-driven puzzles that align with
specific learning objectives. Participants are presented with challenges related
to the educational content they are studying, encouraging them to apply theo-
retical knowledge to solve real-world problems. Although Escape EDU offers
a captivating learning experience, its limited personalization and adaptive
learning elements restrict its potential for addressing individual learner pref-
erences and motivations.

– escapED [2]: intends to provide educationalists and other interested parties
a guideline to help develop and deliver educational escape rooms and other
interactive GBL experiences of similar designs.

– Room2Educ8 [4]: a learner-centred framework for EER design that follows
Design Thinking principles. It provides detailed heuristics for empathising
with learners, defining learning objectives and constraints, adding narra-
tive, designing puzzles, briefing and debriefing participants, prototyping and
playtesting, documenting the whole process, and evaluating the EER experi-
ence.

– Breakout EDU: developed by GameLearn, incorporates a wide range of gami-
fication elements, such as gamified badges, time-based challenges, and leader-
boards. It focuses on fostering healthy competition among learners, encour-
aging them to strive for better performance. The framework’s rich set of gam-
ification features boosts engagement and motivation. However, the emphasis
on competition might not suit all learners, potentially excluding those who
thrive in cooperative learning environments.

Below is a comparative table comparing four gamification escape room frame-
works: Escape EDU, escapED, Room2Educ8, and BreakoutEDU (Table 1).

Table 1. Gamification frameworks comparision.

Framework Target DT Learning Objectives Levels Customization

Escape EDU K-12 Limited Aligned to Curriculum Multiple Limited

escapED HE Extensive Open-Ended Customizable High

Room2Educ8 K-12, HE Moderate Subject-Focused Multiple Moderate

BreakoutEDU K-12, HE Limited Problem-Solving Multiple Limited

The criteria used for comparison are listed in the columns. The criteria used
was:

1. Framework: This column lists the names of the four gamification escape room
frameworks being compared, namely Escape EDU, escapED, Room2Educ8,
and BreakoutEDU.
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2. Target Audience: This column indicates the intended audience for each frame-
work. “K-12” refers to primary and secondary education levels, while “Higher
Education” (HE) refers to colleges and universities.

3. Design Thinking (DT) Integration: This column assesses the extent to which
design thinking principles are integrated into the framework’s design. Design
thinking is a problem-solving approach that involves understanding users’
needs and preferences.

4. Learning Objectives: This column identifies the learning objectives or educa-
tional goals addressed by each escape room framework. Some frameworks may
be designed to align with specific curriculum standards or learning outcomes.

5. Difficulty Levels: This column indicates the range of difficulty levels offered
by the frameworks. Multiple difficulty levels may cater to different skill levels
of participants.

6. Customization Options: This column assesses the level of customization
allowed within each framework. High customization options provide users
with greater flexibility in designing their escape room experiences.

3 GERF

The Gamified Educational Virtual Escape Room Framework (GERF) is designed
to provide enhanced micro-learning and adaptive learning experiences. Central
to the framework’s design is the incorporation of a user taxonomy, which caters
to the diverse preferences and motivations of different learner profiles.

In fact, GERF aims to bridge the gap between adaptive learning, learn-
ing interoperability, and comprehensive learning analytics. By combining the
user taxonomy approach, learning analytics through xAPI, and LTI specification
for interoperability, GERF offers a holistic and personalized educational virtual
escape room experience that caters to individual learners’ preferences while pro-
viding educators with valuable insights for targeted instructional adjustments.

The GERF architecture is presented in Fig. 1.
Identifying the target audience, integrating the Escape Room with educa-

tional systems using IMS LTI, and harvesting actions through xAPI and LRS
are crucial steps in creating an effective and impactful gamified learning expe-
rience. These approaches not only engage students but also provide valuable
data and insights that empower educators to optimize the learning process and
achieve better learning outcomes. These three processes are detailed in the fol-
lowing subsections.

3.1 Identification of Target Audience and Gamification Elements

In this section, discuss the importance of understanding the target audience
who will use the Escape Room (ER). Explain how gamification can be tailored
to meet the specific needs of students, teachers, or interest groups.
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Fig. 1. GERF architecture.

Gamifying an Escape Room requires a deep understanding of the target audi-
ence to create an engaging and motivating experience. There are several User
types taxonomies as frameworks that classify users based on their psychologi-
cal profiles and behavioral tendencies. These frameworks have been widely used
in various fields, including human-computer interaction and marketing, to help
designers understand their target audience and create more engaging and effec-
tive products [7].

The User Type Hexad model [6] provides valuable insights into the different
player types, each with unique motivations and preferences. It classifies users
into six different types (Socialisers, Free Spirits, Achievers, Disruptors, Players,
and Philanthropists):

– Socialisers: These players are driven by social interactions and collaboration.
In the Escape Room, they may thrive in group puzzles that require teamwork
and communication.

– Free Spirits: Free Spirits seek exploration and discovery. Including hidden
clues, non-linear puzzles, and interactive elements can cater to their adven-
turous nature.

– Achievers: Achievers are goal-oriented and enjoy challenges. Incorporating
complex puzzles, time pressure, and rewarding achievements can keep them
engaged.

– Disruptors: Disruptors enjoy bending or breaking the rules of the game. Pro-
viding opportunities for creative problem-solving and unconventional solu-
tions will appeal to them.

– Players: Players are competitive and strive for high scores or rankings. Includ-
ing a leaderboard or time-based challenges can ignite their competitive spirit.

– Philanthropists: Philanthropists are motivated by contributing to a greater
cause. Introducing educational elements or tying the Escape Room to real-
world issues can resonate with them.
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By identifying the dominant player types within the target audience, the
gamification elements can be customized to create a balanced and inclusive expe-
rience that caters to different motivations and preferences.

Other popular user type taxonomies include the Bartle Taxonomy of Player
Types [1], the Self-Determination Theory of Motivation [3], and the Big Five
Personality Traits [5]. These frameworks provide valuable insights into how users
interact with software applications and can enrich the design process to create
more personalized experiences.

The injection of the gamification elements should be based on a previous
survey in the target audience in order to identify the dominant user type(s). For
each identified user profile, the most suitable gamification components should
be used according the following the expression.

length(UTH)∑

i=1

G(componentsi) + G(mechanicsi) + G(dynamicsi)

Gamification components are represented by three layers as defined in the
Pyramid of Elements of Gamification – a model developed by Kevin Werbach
and Dan Hunter in their book “For the Win: How Game Thinking Can Revolu-
tionize Your Business” [8]. In this model, the authors outline the key elements
or building blocks of gamification, which is the use of game design principles and
mechanics in non-game contexts to engage and motivate people. The pyramid is
used to represent the hierarchy and relationships between these elements. The
model includes three main layers:

– Dynamics: At the base of the pyramid are the dynamics, which are the core
motivational drivers in gamification. These dynamics include elements such
as rewards, status, achievements, competition, and cooperation.

– Mechanics: The next layer consists of mechanics, which are the specific actions
or features that enable the dynamics to function. Examples of mechanics are
points, badges, levels, leaderboards, challenges, and quests.

– Components: Above mechanics are components, which are the actual tools or
components used in a gamified system. For instance, virtual goods, avatars,
challenges, and progress bars are considered components.

3.2 Integration with Educational Systems

In this section, address the significance of integrating the ER with existing edu-
cational systems, such as Learning Management Systems (LMS). One of the
most popular specification is the IMS LTI specification (IMS Learning Tools
Interoperability) which establishes a standard set of messages and protocols for
communication between a Learning Management System (LMS) and external
tools or applications. This standardization ensures that various tools and appli-
cations can seamlessly work with different LMS platforms, making it easier for
educators to use a variety of tools to enhance the learning experience.
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In version 1.3 of the specification, the LTI Advantage is integrated as an
extension to offer additional services that aim to improve the interoperability,
security, and user experience of the LTI platform. The primary services provided
by LTI Advantage are as follows:

– Deep Linking: This feature allows educators to create direct links to specific
content items in an external tool, like a particular quiz or assignment. This
way, users can access specific content without navigating through the external
tool’s interface.

– Assignment and Grade Services: This service enables the exchange of assign-
ment and grade data between the LMS and external tools. Educators can
create and grade assignments directly within the LMS while using external
tools to provide additional functionality or content.

– Names and Role Provisioning Services: This service facilitates the exchange of
user and role data between the LMS and external tools. As a result, external
tools can customize the user experience based on the user’s role or other
user-related information.

Integrating the Escape Room with Learning Management Systems (LMS)
using the IMS LTI specification offers several benefits for both educators and
students:

– Seamless Access to Educational Content: By integrating the ER with LMS,
educators can seamlessly provide relevant learning materials, resources, and
supplementary content to enhance the educational aspect of the experience.

– Single Sign-On (SSO) and User Management: IMS LTI enables Single Sign-
On, allowing students to access the Escape Room using their LMS credentials.
This simplifies the login process and eliminates the need for multiple accounts,
streamlining user management for educators.

– Activity Tracking and Grading: The integration allows tracking of student
interactions within the Escape Room, enabling educators to monitor their
progress, participation, and performance. It also facilitates automated grading
for activities completed in the ER.

– Learning Analytics: Integrating ER data with LMS analytics provides a com-
prehensive view of student engagement and performance, helping educators
identify strengths and areas for improvement in their teaching methods.

– Mobile Accessibility: With IMS LTI support, the Escape Room can be
accessed across various devices, ensuring flexibility and convenience for stu-
dents who prefer different learning environments.

3.3 Harvesting Actions and Visualizing Insights

In this section, discuss the importance of collecting data on student interactions
within the ER.

One of the most promising specification for analytics is the xAPI specifica-
tion, a newer specification that allows for more flexible tracking and reporting of
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learning activities, beyond what is possible with SCORM. xAPI enables the col-
lection and analysis of data about a wide range of learning experiences, including
informal and social learning. Adopting the Experience API (xAPI) and utilizing
a Learning Record Store (LRS) enables the collection and analysis of detailed
data on student interactions within the Escape Room:

– Granular Data Collection: xAPI allows tracking a wide range of actions, such
as interactions with objects, puzzle-solving approaches, decision-making, and
communication with other participants. This level of granularity provides
valuable insights into individual and group behaviors.

– Rich Learning Analytics: By storing this data in an LRS, educators gain
access to rich learning analytics. They can visualize students’ progress, pat-
terns, and areas of strength or struggle, facilitating data-driven decision-
making in the teaching process.

– Personalized Learning: Analyzing individual actions and learning behaviors
allows educators to personalize the learning experience for each student.
By understanding their strengths and weaknesses, tailored interventions and
resources can be provided.

– Assessment and Feedback: xAPI enables the collection of formative assess-
ment data during the Escape Room experience. Educators can provide timely
feedback and support based on students’ interactions, promoting a continuous
learning process.

– Learning Path Adaptation: The insights gathered from xAPI data can inform
the adaptation of learning paths within the Escape Room. Educators can
optimize the sequence of challenges or adjust the difficulty level based on
observed student performance.

4 Conclusions

In conclusion, the introduction of GERF, our Gamified Educational Virtual
Escape Room Framework, represents a significant step forward in enhancing
micro-learning and adaptive learning experiences within educational settings.
By incorporating a user taxonomy based on the user type hexad, we acknowl-
edge and address the diverse preferences and motivations of different learner
profiles, catering to individual needs.

GERF focuses on two critical facets: interoperability and analytics. Through
the implementation of the Learning Tools Interoperability (LTI) specification,
we ensure a seamless integration of Escape Room (ER) platforms with Learn-
ing Management Systems (LMS). This seamless communication between ERs
and LMS platforms streamlines the learning experience for both educators and
students, maximizing efficiency and effectiveness.

Furthermore, GERF leverages the xAPI specification to capture and transmit
experiential data in the form of xAPI statements, which are then stored in a
Learning Record Store (LRS). These learning analytics provides educators with
valuable insights into students’ interactions within the ER. Armed with this
data, educators can make informed decisions and adapt learning content to suit
individual learning needs, nurturing personalized learning experiences.
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As a future work, there are several potential directions to further enhance and
expand the GERF (Gamified Educational Virtual Escape Room Framework) and
its impact on educational settings. Some potential areas of future work include:

– Adaptive learning strategies: Incorporating more sophisticated adaptive
learning strategies can provide a more personalized and tailored learning expe-
rience for each student. By leveraging data from learning analytics, GERF
can dynamically adjust the difficulty level, content, and pacing of challenges
to suit individual learners’ strengths and weaknesses.

– Inclusive design: Conducting research and development to ensure GERF’s
inclusivity for diverse learners, including those with disabilities or learning
differences, is crucial. Making the framework accessible and accommodating
to all students can foster a more inclusive and equitable learning environment.

– Collaborative learning: Exploring ways to integrate collaborative learning ele-
ments within the virtual escape room experience can promote teamwork,
communication, and problem-solving skills. Group challenges or multi-player
scenarios could provide unique learning opportunities.

– Integration of new technologies: Keeping abreast of emerging technologies and
their potential integration with GERF can lead to exciting possibilities. For
instance, incorporating virtual reality or augmented reality elements could
further immerse students in the learning environment.

– Integration with curricula: Aligning GERF with various educational curricula
and subjects can expand its applicability across different disciplines and grade
levels. Ensuring a smooth integration with existing educational materials can
increase its adoption by educators.
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Abstract. The abundance of current information makes it necessary to select the
highest quality documents. For this purpose, it is necessary to deepen the knowl-
edge of information quality systems. The different dimensions of quality are ana-
lyzed, and different problems related to these dimensions are discussed. The paper
groups these issues into different facets: primary information, its manipulation and
interpretation, and the publication and dissemination of information. The impact
of these interdependent facets on the production of untruthful information is dis-
cussed. Finally, ChatGPT is analyzed as a use case. It is shown how these problems
and facets have an impact on the quality of the system and the mentions made by
experts are analyzed. Different challenges that artificial intelligence systems face
are concluded.

Keywords: Information quality · Information accuracy · trustworthiness ·
ChatGPT

1 Introduction: Information Quality

The current overabundance of information has made it critical to select the highest qual-
ity sources of information. Information quality refers to the degree to which information
meets specific criteria or standards, ensuring, amongst others, its accuracy, reliability,
relevance, completeness, timeliness, and accessibility. In this work, we consider infor-
mation quality and data quality as interchangeable concepts, according to a relatively
broad understanding in the literature, although the difference is also often argued, in
which case, data is considered as an underlying supporter of information [1–4]. The rea-
son to consider this correspondence—though not its equivalence—has been thoroughly
discussed by one of the current authors with the purpose to address information and
meaning in a very wide sense, based on cross-disciplinary foundations [5–7]. Neverthe-
less, we will narrow here our focus to propositional semantic information, in a sense of
semantics which is environmentally and pragmatically situated (op.cit.).
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The academic literature provides various definitions and dimensions of information
quality, highlighting its multifaceted nature. Redman states that the quality of infor-
mation is the degree to which the data and the corresponding information accurately
represent reality [8]. In a similar way, Pipino et al. say that Information quality is the
degree to which data correctly and consistently represents the real-world constructs it
purports to represent [9]. These senses are aligned to the classical theories of truth as
both correspondence and coherence [10], and can be conveniently formalised in terms
of Floridi’s Correctness Theory of Truth [3, 11]. In this view, information as true-beared
provides a proxy to a reality the informee has no direct access to by means of a model
the informee needs to reconstruct in base of a shared semantics, queries and answers.
Whenever the proxy access offers a true distal access to the target reality, the informa-
tion can be qualified as true-bearer, which for Floridi equates with semantic information
itself [3].

In a more analytical sense, to evaluate the quality of the information some
characteristics have been defined, also called dimensions [12, 13]:

• Accuracy: It is factual awareness. The information should not be erroneous,
representing reality as accurately as possible.

• Consistency: The information must be internally consistent, with no contradictions
or discrepancies. This information must also be externally consistent, aligned with
corroborated and accepted external sources and data.

• Completeness: The information must be complete, without omitting critical elements
that could affect its understanding or applicability.

• Objectivity: Refers to the quality of being impartial, and free of prejudices, avoiding
subjective viewpoints.

• Accessibility: Informationmust be easily accessible to users. This implies implement-
ing an organization and structure that facilitates its location and retrieval.

• Reliability: Information should be obtained from reliable sources or credible data. In
this sense, traceability of information is a desirable feature.

These dimensions are focused on the information, without taking into account the
user. However, the usefulness of the information—or effectiveness in terms of Floridi’s
model of information, referred to above, as proxy access to the target reality—depends
mainly on the users, on their ability to relate it to their information needs, their previous
knowledge, their current interests and, in general, to the reality around them.

Besides, there are other definitions of information quality that emphasize the relia-
bility of the information. This is the case of the definition given byWang and Strong [14],
where information quality is defined as its fitness for use, or its ability tomeet users’ needs
in a given context. This definition refers to the characteristics and attributes of informa-
tion that determine the information’s relevance to user needs and intentions,which ensure
that information is valuable for decision-making and other purposes [15]. In a similar
vein, Wang et al. define information quality as the potential of a dataset to achieve a spe-
cific (scientific or practical) goal using a given empirical analysis method [16]. These
definitions emphasize users’ usefulness, for decision-making or problem-solving, versus
reliability.

These considerations of utility and intention do not imply stepping out of semantics
since it can be endorsed from awide sense of semantics in which pragmatics are strongly
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entangled, as thoroughly discussed in [5–7]. Indeed, we can look at them through the
glasses of the pragmatic theory of truth [10], which in Floridi’s formal model can be
expressed by exchanging pure true-bearing by distal successful interaction as the sup-
port of correctness [3, 11]. On these grounds the aforementioned dimensions are to be
completed by additional ones, such as:

• Relevance: Information should be aligned with the specific needs and requirements
of the user, providing valuable insights or answers to their questions.

• Clarity: Information should be presented in a clear, concise, and understandable
manner, facilitating easy comprehension by the intended audience.

• Timeliness: Information should be up-to-date and provided in a timely manner,
enabling users to make informed decisions or take appropriate actions without
significant delays.

All these dimensionsmust be taken into account in order to knowwhich are the possi-
ble problems that can affect the effectiveness of the information processes, from the reli-
ability of the sources to appropriateness of the subsequent actions until the information
is delivered to the informee. The objective of this paper is to clarify the interdependence
between these variables within the information life cycle.

The remainder of this paper is organized as follows: The next section presents a
proposed classification of problems associated with the reliability of information, dis-
cussing the primary factors that influence it and their interrelationships. Subsequently, it
is discussed the impact of information unreliability. Furthermore, an illustrative exam-
ple highlighting the challenges encountered by chatbots, like GPT, is provided in the
following section. Finally, the paper concludes with a summary of key findings and
implications.

2 Exploring Information Reliability

In the past, the scarcity of information in digital format was a problem for information
systems, but this is no longer the case, on the contrary, it has evolved to the opposite
extreme, towards the overabundance of digital documentation. In the era of universal
access to the web and digital documents, the selection of reliable sources has become
a crucial task. This fact has made critical the need to establish criteria to know which
information has a higher degree of being considered true or reliable [17, 18],which can be
put—adopting a stance aligned with Floridi’s strong semantic account of information—
in terms of identifying genuine information and separating it fromwhat can be considered
junk information since it fails to be true-bearer or to cause a successful interaction, as
discussed above.

Since the acquisition of information is the starting point for data ingestion in artificial
intelligence systems, inferential models or knowledge bases, the characterization of the
problems that may hinder the results of these applications is crucial for their correct
operation. In this section, we will examine the interdependence of the factors that affect
its reliability and credibility. The various issues that arise in this regard can be classified
into three different, albeit interdependent, aspects:
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1. Reliability of Primary Information [13, 17–24]: This facet represents those aspects
more related to the information in its purest state, without alterations of any kind
for its diffusion. Although the quality of information is usually described from this
perspective, in our opinion it is also necessary to consider how it is presented and
distributed. One of the causes of poor accuracy is errors caused by mishandling of
data. A well-known example is the problems caused by the Excel record limit in the
coronavirus outbreak [25].

2. Information interpretation and manipulation [12, 19, 20]: Learning follows an incre-
mental process, where elementary knowledge is connected with different information
pieces creating more complex and coherent knowledge structures. As human beings,
we create belief systems that tend to accept or reject new information. Moreover, as
social beings, communication is essential for social interaction, and it provides the
means to convince the rest of the group. There are different motives to do this, from
financial motives (e.g., advertising for sellingmore) to othermotivations such as gain-
ing leadership (e.g., politics). The biased interpretation of reality can be reinforced
by the internal mechanisms of each person (e.g., selecting only those facts consistent
with our own beliefs) or by external agents (e.g., a person trying to convince others
of a certain point of view by exaggerating some characteristics of products).

3. Publication and dissemination [23, 26–28]: Information needs to be published in
order to be transmitted effectively to the target informee. In this transition from the
production of the data to its publication in the media, problems may arise that hinder
understanding and access to the information.

In [23] the facets of Manipulation and Publication and Dissemination are grouped
under the name Representation Dimension. Different researchers have described life-
cycles for data and information [23, 29]. Figure 1 shows that in the data lifecycle the
described facets impact in different phases in the realization processes in Data LifeCycle
(DLC) proposed by El Arass & Souissi [29].

Fig. 1. Reliability facets with the realization process in Data LifeCycle (DLC).
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Table 1 shows some well-known issues that affect information reliability. All the
issues are classified by their facet and the dimension of quality that affects them. In order
to clarify concepts a brief description has been added in the last column. Some of these
problems have the consequence of hindering the application of the scientificmethod, e.g.,

Table 1. Reliability facets and their related issues, along with an indication of the quality
dimensions affected.

Facet Issue Dimension Clarifications and notes

Primary
Information

Information gaps Completeness Lack of completeness

Volatility/
Obsolescence

Timeliness
Completeness

The truthfulness and the
completeness of a
statement may vary with
the course of time

Misinformation Accuracy False or inaccurate
information that is shared
without intent to mislead.
It includes
misunderstandings, lack of
knowledge of the
informant and all kinds of
mistakes in the
information transmission
chain

Source reliability Objectivity The reliability of the
media in which the
information is published

Manipulation and
interpretation

Bias Completeness
Objectivity
Accuracy

Sources that show a unique
vision of reality, avoiding
alternative explanations.
The bias may be political,
ideological, commercial,
or personal

Contradictory facts Consistency This issue arises when the
information is inconsistent
with other data or our
previous knowledge

Cherry picking Completeness
Objectivity
Accuracy

It is a way to manipulate
reality by selecting only
the data that support a
particular point of view,
and omitting any
information that might
contradict it

(continued)
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Table 1. (continued)

Facet Issue Dimension Clarifications and notes

Disinformation Accuracy It is the deliberate spread
of false or misleading
information with the
intention to deceive,
manipulate, or mislead
others

Echo chamber Completeness
Objectivity
Accuracy

It occurs when the receiver
selects sources of
information that avoid
alternative viewpoints or
contradictory information.
The result is confirmation
bias, i.e., beliefs or ideas
are confirmed by avoiding
alternative viewpoints

Exaggeration Objectivity Disproportionately
increasing the weight of
one factor or the repeated
mention of other factors
can distort reality

Publication and
dissemination

Low readability Clarity It is the ease with which a
text can be understood.
Long sentences,
ambiguity, jargon, slang,
or technical terms can
make the text difficult to
understand

Lack of accessibility Accessibility It is the lack of assurance
that information is
available and usable by all
persons

Lack of prior knowledge Relevance The individual’s level of
education and prior
knowledge of the subject
matter may limit their
understanding and
interpretation of the facts

Semantic issues Clarity Synonyms, polysemic
words, or metaphors can
hinder some tasks such as
data integration and
enrichment

biased information and cherry-picking can lead to a non-falsifiable scenario. As can be
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noted some dimensions have more weight, like accuracy, completeness, and objectivity.
Others less mentioned have in practice a high impact like timeliness, source reliability,
or consistency.

These facets are interdependent; for instance, poor readability affects the under-
standing of the text. In turn, these misunderstandings can increase the misinformation
of a piece of information. Another example can be illustrated when analyzing the need
to select only some sources for their veracity, which can indirectly cause a bias in the
information. A last example can be shown with poor accessibility, which by limiting
access to the information it may lead to information gaps.

2.1 The Impact of Inaccurate Information

The impact of unreliable information results in lower performance of artificial intelli-
gence algorithms and in Big Data projects. According to Gartner’s analysis of poor data
quality, it produces losses of at least $9.7 million per year [30]. This fact was the reason
why the V of Veracity was added to the 3Vs of Big Data [31]. Estimating the credibility
or veracity of data has also been a priority in the context of the web [24, 32].

The generation of this false information and its propagation does not always imply
that those involved have bad intentions. In order to exemplify this fact, two examples
can be provided. On the one hand, in social sciences the mere information of how a
metric is computed produces inaccurate results, producing misinformation. This is the
case exemplified with the Index H [33], or the drop in performance with the Google Flu
Tool [34]. On the other hand, regarding the spread of the information, Vosoughi et al.
demonstrated that fake tweets are retweeted much more than verified stories [35].

In order to detect consistency problems, cross-checking and fact-checking are usually
used. Although similar, these systems compare contradictory sources, in the first case,
or facts, in the second case.

2.2 The Case of ChatGPT

It is a common misconception that thanks to the current large volume of data, erroneous
information in some datasets can be ignored. Different reported cases have created
growing concern about the impact of poor data quality in big data projects [36].

ChatGPT is a product of OpenAI that was launched on November 30, 2022. The
acronym GPT stands for the phrase Generative Pretrained Transformer. This chatbot
tries to answer users’ questions with a high degree of accuracy, which thanks to user
feedback is constantly improving. The development of ChatGPT is linked to several
advances in Natural Language Processing and Artificial Intelligence in recent years.
Its success is based on the highly satisfactory results achieved with the large volume
of data processed. The texts produced are built from scratch, which means that they
cannot be found elsewhere. The neural network contains a cloud of patterns that share
common features. The concept cloud is actually an n-dimensional space, in which spatial
closeness implies a similarity of meanings (Fig. 2). To estimate this similarity, the tokens
are described by hundreds of semantic features. They apply multi-sense embedding with
thousand parameters, and with vectors longer than a word. The training was performed
withWikipedia, CommonCrawl,Webtext2 (with Reddit posts), ebooks, GitHub, etc. For
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this purpose, it stores the information in a simplified format. Thanks to storing several
senses of each word it can handle homonymy in an effective way [37]. It also determines
the main terms in context by means of the attention layer [38]. All data processing
is done by an unsupervised system without human surveillance. However, a supervised
layer was added, with adjustment of the outputs with a manually generated and classified
chat corpus. In addition, an RLFHF (Reinforcement Learning from Human Feedback)
process was included, in which the different alternative answers given by ChatGPT are
scored.

Fig. 2. Neural network of close concepts to the term “University” (source: www.projector.tensor
flow.org)

Different approaches have been proposed to apply similar AI services to major
search engines. One example is Bard. In a demonstration Bard gave a wrong answer to
the question “What new discoveries from the James Webb Space Telescope can I tell
my 9-year-old about?” [39]. In this question, the timeline is critical, but it is difficult to
know what the real problem was, since Bard doesn’t provide the sources employed for
giving the answer. This is not the case with the competence product, the chatbot of Bing,
that gave a correct answer, but it shows a limited set of sources to obtain the answer.

There is some concern about the responses ChatGPT may give to health-related
queries. Although the work of Ayers et al. showed that most of the responses about
additions were correct and evidence-based (2 incorrect out of 23) [40]. On the other
hand, there was no mention of resources to help the population and the questions were
not based on real scenarios.

In 2023, 43 experts from different universities and companies made an analysis
indicating the potential applications and risks of ChatGPT [20]. In the opinion of these
experts, misinformation and rumors, which can spread ChatGPT, is one of the biggest
problems faced by this application to be used in fields such as education or healthcare.
The risk of malicious use and propaganda, which this system tends to amplify, was also
detected.

An analysis of the article by Dwivedi et al. [20] was carried out to find out which
dimensions and issues—referred to in Table 1—are most frequently mentioned in these

https://projector.tensorflow.org/
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43 interviews. The results can be seen in Figs. 3 and 4. An interesting point of both
graphs are the aspects that have not been identified by experts as problems. For example,
despite the error in the Bard program, there is no mention of information volatility.

Fig. 3. Dimensions mentioned in expert interviews in [20].

Fig. 4. Issues from Table 1 mentioned in expert interviews in [20].

In the cycle shown in Fig. 1, the effect that ChatGPT can cause can be particularly
detrimental since the ease of generating texts that are difficult to identify as automati-
cally created can contribute to information’s bias and exaggeration. In this sense, it is
foreseeable that there will be an increase in disinformation on the Internet as ChatGPT
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massively generates credible texts from, for example, inaccurate or outright erroneous
sources. It would be necessary to at least acknowledge the main sources that agree with
the opinion expressed in the response.

The problem is that often, the automatic determination of which statement is true
tends to be based on the one with the most occurrences, i.e., popularity is equated with
veracity. This approachmay overstimate sources that have the capacity to reproduce their
messages throughout the information space, fact that has been traditionally criticize
in the media studies for decades [41, 42]. On the other hand, popularity has obvious
disadvantages in the case of new ideas.

A similar approach is applied in systems like ChatGPT by means of voting systems.
Since the appropriateness of an answer can be voted on, it is popularity that is used to
estimate truthfulness, while we know well that an alleged known fact does not have to
be true (Fig. 5).

Fig. 5. Voting system in ChatGPT (source:https://chat.openai.com/ ).

In addition, Fig. 6 shows those aspects notmentioned inTable 1butwhose importance
has been considered very relevant in the article by Dwivedi et al. [20]. Specifically, Fig. 6
emphasizes the legal recognition and copyright aspects. This is a consequence of the
reference absence to the sources of the information generated. The lack of authorship has
repercussions on its quality, since there is no responsibility for the information generated.
ChatGPT owes part of its results to a large number of anonymous authors who have

https://chat.openai.com/
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generated a large number of contributions. Lack of recognition may cause that those
sectors where recognition is critical, such as academia, to stop making their research
available. One way to achieve this could be for academic journals to veto their inclusion
in the chatbot database, harming the quantity and quality of available information.

Fig. 6. Other issues mentioned by Dwivedi et al. [20].

3 Conclusions

The current overabundance of information makes it necessary to go deeper into systems
to determine which information is more reliable and of higher quality. Otherwise, we
are taking for information what cannot be qualified as such, but rather information and
disinformation. In extreme—but nevertheless frequent—situations the whole purpose of
the information processes fails, from both the semantic and the pragmatic dimensions.

This paper has shown a new classification of the problems that can affect the unre-
liability of information. These problems are directly related to those mentioned in the
literature on information quality, and represent diverse failures in the general model of
information processes. As argued in the paper, the different problems are often presented
in groups. This is because some problems in one facet can lead to problems in others.
In this way, perverse cycles can be generated, in which erroneous information can be
amplified in a marked way with the passage of time and the interrelationships between
the different facets.

As an example, in the case of ChatGPT, despite its obvious virtues, there are good
reasons to believe that it can become a powerful disinformation and misinformation
system. It also presents obvious problems in relation to the lack of recognition of works.
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Abstract. IoT networks, cloud-based applications and the use of arti-
ficial intelligence models in precision agriculture present an impor-
tant opportunity to increase production and optimize the use of water
resources, which will allow the development of sustainable and respon-
sible agriculture in the face of global food security. In order to provide
real-time remote monitoring of quinoa crops, this article proposes and
implements an integrated architecture based on sensor networks, drones
with multispectral and Lidar cameras and cloud computing-based appli-
cations. The system has hardware and software applications that enable
Quinoa crop monitoring during the different stages of its growth. Addi-
tionally, it comprises weather stations providing real-time data which
permits actualising the predictive models that can be used for local cli-
mate change projections. The monitoring of the level of humidity in
the crop field through soil stations feeds the training database based on
machine learning that allows generating the projection of water demand,
which allows more efficient and better-planned use of crop water. Addi-
tionally, it implements a service of warning messages, attended by experts
who are connected to the system in order to provide technical recommen-
dations to help deal with this issue in order to lessen the impact of pests
and diseases in the field.
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1 Introduction

Precision Agriculture (PA) [1], designed to improve profitability and/or minimize
environmental impact in the medium and long term [2], provides a localized
management of crops and the means to study soil characteristics, crop behavior,
phytosanitary, among others, of each portion of the fields.

Awareness of soil and crop variability started in the 1970 s and 1980 s, when
companies such as CENEX, FARMERS Central Union Exchange Inc. and Con-
trol Data Corporation, of Minnesota-USA, established the first concept of soil
and plant variability and its benefits by management for zones instead of the
entire planted area.

Agricultural engineering refers to the use of sensors and Global Positioning
System (GPS) in agricultural machines for mapping and application of inputs
with varied doses. Massey Ferguson, 1982, was the first to produce a commercial
result with a grain productivity mapping system. In the 1990 s, John Deere, Case,
AGCO and New Holland developed PA, which is now widely used in vineyards
in Chile [3]. In 1982, the performance monitor was developed. 1984 marks the
positioning system. In 1985/96 the variable dose technology appears. In 1991
the first performance monitoring system was sold in Europe. In 1996 perfor-
mance monitoring models are in the market e.g. Field Star, Green Star, among
others. EIP-AGRI [4], European Union, proposes seven points to be resolved to
incorporate PA in Europe.

In 2009, in Latin America, Argentina [2] achieved that 30% of producers use
PA in wheat, corn, sugarcane and tobacco. Mexico [5], currently uses PA for
greater efficiency and yield of large-scale crops.

Europe and the USA investigated how to increase production performance
in the scope of projects FIspace [6], SmartAgrifood [7], Finish [8], Fractals [9],
Speedupeurope [10], based on ICTs through of the Internet of Things (IoT).
There are commercial architectures such as IBM Cloud, Microsoft Azure, Google
Cloud Platform, Libelium and open source-based architectures such as Kaa [11],
OpenAG Initiative [12] that allow rapid deployment of IoT solutions. Currently,
there are many IoT implementations in agriculture as described in [13] that
propose a cloud-based IoT solution, also in [14] they show that Big Data and
the concept of decentralized cloud operation will help farmers operate more effi-
ciently and more securely and finally [15] explore the use of ultra-low power
microcontroller as sensor hardware. Actually, there is a great interest in using
artificial intelligence technologies applied to agriculture [16] combining recent
advances in Deep Learning (DL) and Internet of Things (IoT) [17] in the direc-
tion that has been worked in this research. Hence, our objective is to design,
develop and integrate into a single system called QuinuasmartApp with some
features already identified for IoT-based solutions, cloud computing applica-
tions and artificial intelligence models developed until now. Section 2 describes
the QuinuaSmartApp project. Section 3 shows the sensor network implemented.
Section 4 raises the cloud infrastructure used and finally in Sect. 5 we show the
conclusions of this article.



QuinuaSmartApp 167

2 QuinuaSmartApp

QuinuaSmartApp (see Fig. 1) proposes to automate crop management in an intel-
ligent, remote and real-time way, to obtain information on known and not yet
known factors determining the productivity of organic quinoa implemented in
the peasant community of San Lorenzo, Jauja, Peru. An IoT network of wireless
sensors is deployed in the field of quinoa cultivation to collect information on the
soil and the environment through monitoring stations on different parameters
such as temperature, conductivity and soil moisture and meteorological informa-
tion such as temperature, radiation , wind speed, pressure, etc. These stations
connect to the Internet through a gateway that uses the mobile network. Drones
equipped with Lidar, Multispectral and visible spectrum cameras are also used,
which allow knowing parameters such as crop growth, planting density and NDVI
of the crop field. The collected data is sent to a database located in the Google
GCP Internet cloud. Two applications have been developed, a Web application
and a mobile application for accessing data both at the management level and
at the technical and/or scientific level. At the management level, the system
allows the registration and notification of alerts and messages from the farmer
to the engineer responsible for the crop field, facilitating preventive and/or cor-
rective actions in time to prevent or reduce the harmful manifestation of pests,
phytopathogens and external abiotic factors. The system also makes it possible
to have a unique historical record of the crop field similar to the one a person
has in their clinical history where data such as the type of crop that has been
carried out, on what date, what types of pesticides have been used, what type of
incidents have occurred, etc. The data recorded and/or obtained by the sensor
devices have made it possible to model the water demand of the quinoa crop,
which allows an optimal use of the water resource. At the climate projection
level, the system allows viewing the 50-year climate prediction of the region
where the crop field is located so that the farmer can carry out adequate plant-
ing planning. Finally, the system implements a marketplace functionality, where
the farmer offers his products for sale from the moment they are planted and
a company can register its purchase requirements. The system allows real-time
historical statistics and visual projection reports that facilitate decision making
in the field of cultivation. At a scientific level, the data recorded in the system
have allowed feeding models such as Aquacrop [18], which allows forecasting the
yield of the quinoa crop to achieve a natural and sustainable organic crop over
time.

Quinuasmartapp articulates the information flow of the different types of
information, both management and operational information, whether technical
and/or scientific, using the cyber-subsidiarity model [19] in order to achieve a
sustainable system.
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Fig. 1. QuinuaSmartApp system overview.

3 IoT Network

It’s constructed a low-power wide-area network (LPWAN) to monitor quinoa
cultivation in real-time. This network is comprised of three types of IoT stations,
as detailed below: a soil station, a weather station, and a gateway station.

3.1 Soil Station

The soil station (Fig. 2) is built up using two different kinds of Decagon devices,
the GS1 and GS3 devices [20], which will be detailed below.

GS1 Devices. It contains a single sensor that determines volumetric water con-
tent (VWC) by measuring the dielectric constant of the medium using capaci-
tance and frequency domain technology. The 70 MHz frequency minimizes salin-
ity and textural effects, making the GS1 accurate in almost any soil or soilless
medium. It arrives with generic calibrations for mineral soils and soilless media
included in its operator manual. This sensor obtains its measurement in analog
mode. Therefore, we use the conversion equation included in the datasheet:

θ = 4.94 · 10−4mV − 0.554 (1)

where θ represents the volumetric water content and mV represents the sen-
sor’s output when it is excited between 3 and 15.
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Fig. 2. Soil station.

GS3 Devices. The Decagon GS3 sensor is an accurate tool for monitoring elec-
trical conductivity, volumetric water content, and temperature in soil and soilless
substrates. The GS3 determines volumetric water content (VWC) by measur-
ing the dielectric constant ε of the medium using capacitance/frequency-domain
technology. Decagon digital sensors have a 1-wire serial interface for communi-
cating sensor measurements. The sensor supports two different protocols: SDI-12
and DDI-Serial. Both interfaces are documented in their datasheet. Each pro-
tocol has advantages and implementation challenges. There are differences in
voltage levels, logic levels, and signal timing for each protocol. The SDI-12 pro-
tocol is used in this project and it is a standard protocol for interfacing sensors
to data loggers and data acquisition equipment. Multiple sensors with unique
addresses can share a common 3-wire bus (power, ground, and data). Two-way
communication between the sensor and logger is possible by sharing the data
line for transmit and receive as defined by the standard sensor measurements
triggered by protocol command. Figure 3 depicts the data flux captured by the
GS1/GS3 devices in the soil station.

Fig. 3. The stream of data from the GS1/GS3 devices in the Soil station.

3.2 Gateway Station

Using the Zegbee protocol, this station (Fig. 4) acts as a gateway for the soil
and weather stations. A USB cable and a SparkFun XBee Explorer USB are
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used to connect the Raspberry Pi Zero W to the XBee coordinator module. It
also contains a 4G modem that functions as user equipment (UE) for mobile
network connectivity. The gateway is based on a low-power single-board com-
puter Raspberry Pi Model Zero W with a 1 GHz ARM processor on the CPU
motherboard. Additionally, it has one USB port, one HDMI port, 512 MB RAM,
one micro SD storage socket, and forty GPIO interface ports. It is compatible
with Raspbian, the Debian-based Linux distribution used in this project. The
Raspberry Pi connects to a 4G modem through Wi-Fi (802.11n) to access the
Google Cloud Platform (GCP). MQTT is the message protocol used to connect
to GCP. Finally, we put an SQLite database in the Raspberry with the purpose
of duplicating the data acquired from soil and weather stations while limiting
Raspberry’s memory space in the event of an internet outage.

Fig. 4. Gateway communication station components

3.3 Wheather Station

This node (Fig. 5) collects data from the climate sensors connected to an Arduino
Mega 2560 pro mini. This data is sent to a Raspberry Pi Zero W through a
serial connection and then processed by the gateway program similar to the
communications station node (Fig. 6). The sensors used in the station are:

Weather Meters. These sensors of ARGENT Data Systems allow the mea-
surement of climatic variables such as wind speed, wind direction and rainfall.
The wind vane reports wind direction as a voltage which is produced by the com-
bination of eight resistors inside the sensor. The vane’s magnet may close two
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switches at once, allowing up to sixteen possible positions to be indicated. The
cup-type anemometer measures wind speed by simply closing a switch in each
rotation. A wind speed of 2.4011 KPH produces one switch closure per second.
Finally, the rain gauge is a self-emptying bucket-type rain gauge which activates
a momentary button closure for each 0.2794 mm of rain that is collected.

Fig. 5. Weather station

Wattmeter. This sensor is a module that measures the voltage, current and
power of an embedded system with a high-resolution, high-precision and maxi-
mum relative error of ±0.2%. It is used for power consumption and battery life
evaluation.

BME280. This sensor is an environmental sensor of high precision and small
size that integrates an onboard temperature sensor, humidity sensor and barom-
eter. Environmental Sensor has based on BoSCH MEMS sensor (Micro-Electro-
Mechanical System) and provides both SPI and I2C interfaces. The tempera-
ture measuring range is −40◦C to +85 ◦C, resolution of 0.1 ◦C and deviation of
±0.5 ◦C. The humidity measuring range is 0 to 100% RH, resolution of 0.1% RH
and deviation of ±2% RH. The pressure measuring range is 300 to 1100 hPa.

Davis 6450. The Solar Radiation Sensor, or solar pyranometer, measures global
radiation, the sum at the point of measurement of both the direct and diffuse
components of solar irradiance. Detects solar radiation at wavelengths of 300 to
1100 nm. The resolution is 1 W/m2 and the range is from 0 to 1800 W/m2.
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Fig. 6. Weather station components

3.4 Drone Cameras Integration

The drones allow the acquisition of multispectral images, which in turn enables
the determination of the NDVI index of the cultivation field. In addition, LIDAR
images facilitate the identification of crops’ growth, as well as high-resolution
images that allow the estimation of sowing density.

LIDAR Camera Integration. Integration of a LiDAR VLP16 Puck Lite sen-
sor was achieved in the Matrice 600 PRO drone from the DJI brand. The inte-
gration process consists of the stage of acquisition of position/orientation data
from the drone and the point cloud of the LiDAR sensor in real-time. For this
purpose, an ODROID minicomputer was used to execute a program in Robot
Operating System (ROS) that communicates with said elements using the DJI
And Velodyne SDK. For the mechanical integration of the electronic components
in the drone, a structure was designed and printed using 3D printing technology.
Finally, the data processing stage obtained after scanning the fields is carried
out using a program written in Python language. The 3D information from the
field allows specialists to track the size of the crop throughout the growing stage.
The results obtained are evaluated based on a comparison with a point cloud
generated from images obtained from a DJI Phantom 4 drone with an RGB
camera. The georeferenced point cloud generation process can be seen in Fig. 7.

Multispectral Camera Integration. Integration of a multispectral camera
model ADCmicro of the Tetracam brand was achieved in the drone model
Matrice 600 PRO of the DJI brand. The integration process consists of the
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Fig. 7. Georeferenced point cloud generation process

stage of acquisition of position data from a Tetracam GPS and the multispec-
tral camera in real-time powered by an 11.1V battery. For the mechanical inte-
gration of the electronic components in the drone, a structure was designed
and printed using 3D printing technology. Finally, the data processing stage
obtained was carried out after capturing the images of the crop fields using the
PixelWrech2 program to process each image and then generating the mosaic
with the Pix4DMapper program. The information of the NDVI index enables
the analysis and location of places in the field with little vigor of the crop that
requires some action by the specialist. In addition, the images obtained by a
DJI Phantom 4 drone were used as support for the analysis of the results. The
georeferenced orthomosaic generation process can be seen in Fig. 8. The images
obtained by the multispectral camera are processed using an algorithm based on
deep learning to perform crop and weed segmentation [21].

Fig. 8. NDVI orthomosaic generation process
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4 Cloud-Based Applications

QuinuaSmartApp implements IoT, mobile and web applications and modules in
order to support the flow of information from sensors to the end-user application
through the cloud-based platform. The IoT module has two components on the
ground (the program for retrieving the environmental data, and the program to
send the information to the Google Cloud Platform - GCP), and a component on
the cloud, as illustrated in Fig. 9. The first program collaborates with the second
one sending the data in a JSON format. This program has credentials to publish
the data to IoT Core which is the service for communication with small devices
like the stations, and it sends the telemetry events through the publishing and
subscribing service (Cloud Pub/Sub). The last component is a cloud function
that is automatically triggered when a new event arrives and stores the sensor
data to a NoSQL database called Cloud Datastore.

Fig. 9. GCP architecture of QuinuasmartApp

The web module has two web applications (frontend and backend) and a
web service. The end-user accesses the server web apps through a browser that
retrieves the client web app as depicted in the “web and mobile applications”
figure. This client web app gets the data from the backend server web app and
the web service in GCP. The backend and frontend use an app engine service
for each one and the web service uses a cloud function. Both GCP services
obtain the data from Datastore, Cloud SQL and Cloud Storage. Datastore saves
sensor data, Cloud SQL stores master and configuration data like the name for
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a station, sensors, etc., and Cloud Storage hosts images for icons, logos, etc.
The farmer and the researcher use web applications through the frontend client
web app. The admin uses the backend server web app through the browser that
renders the HTML contents and necessary related elements. These web and
mobile applications are represented in Fig. 10.

The web module has two web applications (frontend and backend) and a
web service. The frontend is used by the researcher who monitors the sensor
data. There are 4 main options: issues, activity history, monitoring (Fig. 10a),
and predictions.

Fig. 10. Monitoring screens

The backend is used by the admin in order to set the configuration data
like sensor and station names, etc. Admin panel has the following main options:
access, IoT and agriculture. In the access option, the admin user configures users,
roles, and groups. In IoT: magnitude, stations, sensors (Fig. 11), and gateways.
In agriculture, access is provided for external consultants to: plant species, plant
varieties, plant afflictions; while administrators can manage fields, crops, inten-
tions of crops, crop issues, crop activity history, and crop reports.

The mobile module is used by the farmer who is responsible for working in
the field and uses the mobile application on a handheld device with internet con-
nectivity. As a farmer, he registers its fields, crops, issues and farming activities.
He can monitor the current condition of the soil through the sensors through
the data displayed in graphical reports (Fig. 10b).
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Fig. 11. Sensor configuration screen from the backend web application

5 Climate Projection

With the intention to facilitate the evaluation of the impact of weather on the
productivity of quinoa crops, two components have been devised and integrated
into the system: Climate change projection and Water demand projection of
quinoa crops.

5.1 Climate Change Projection

This component estimate climate change projection simulated by the climatic
models used in phase 5 by the intercomparison of coupled models (CMP5) [22].
The models provide local climate projections for this area, generating a first
future climate database for the region, as a decision-making tool for farmers and
other users of the basin (Fig. 12). The climatic projections show a significant
warming from 2,0◦ of temperature for the RCP2.6 scenario to 3,5◦ of temperature
for the RCP8.5 scenario expected in the entire evaluated area of the Jauja valley
for the next fifty years, together with a decrease in precipitation.

5.2 Water Demand Projection

This component focuses on the utilization of water resources in agricultural
activities related to Quinoa production in Peru’s central region (Jauja - Junn).
The goal is to optimize production processes and crops to maximize quinoa
production using machine learning, specifically the development of an artificial
neural network model that allows to establish approximate predictions of ref-
erence evapo-transpiration, to estimate the water footprint or water resource
required for quinua crops, in order to promote responsible and optimal use of
this resource, which is likely to be scarce in the future. This goal is primar-
ily realized by the selection of input variables important to the neural network
model, which were gathered from various data sources resulting from the con-
struction of the IoT network in the cultivation area. The relationship between



QuinuaSmartApp 177

Fig. 12. Climate change projection shown for the mobile application

the predictor variables and their respective variable responses was statistically
analyzed using the methodology of minimum partial squares (PLS), and thus the
model’s prescindible variables were selected, so that the artificial neuronal net-
work model could be trained. Finally, after ongoing optimization of the artificial
neural network model, the final structure is formed, as well as the model accu-
racy measurement, using statistical error and adjustment measures that allow
to predict the water requirement of the investigated field of production.

6 Conclusions

In this article, we show how the QuinuasmartApp system has been designed and
implemented to monitor in real time the cultivation of quinoa in the peasant
community of San Lorenzo, Jauja, Junin in the Peruvian Andes. At the hard-
ware level, a wireless IoT network of environmental monitoring stations, soil
moisture monitoring stations and gateway communication stations that connect
to the mobile network have been implemented and integrated. The crop field
monitoring system is complemented by data obtained by drones equipped with
multispectral, visible and Lidar cameras. At the software level, a web applica-
tion and a software application in the Internet cloud have been implemented
that allow the recording and visualization of the data acquired in the system
in real time. A marketplace module has been implemented that allows farmers
to offer their products as well as allows companies to publish the demand for
agricultural products. Finally, with the data obtained, we create and integrate
automatic learning methods into the platform to analyze the water demand of
the quinoa crop that allow optimizing the use of water. Climate change fore-
cast models have also been implemented as useful tools for farmers in planning
their crops. A cyber-subsidiarity model has been followed in order to achieve a
sustainable system.
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Ingenieŕıa Industrial, pp. 297–330 (2022)

https://www.fao.org/aquacrop/es/
https://www.metergroup.com/


Digital Platforms, Digitization of Community
Businesses in the Province of Santa

Elena - Ecuador

L. A. Núñez1(B) , R. A. Castro2, and J. R. Rodrigues3

1 Universidad Estatal Península de Santa Elena, Santa Elena, Santa Elena EC240204, Ecuador
lnunez_ing@hotmail.com

2 Escuela Superior Politécnica del Litoral, Guayaquil, Guayas EC090112, Ecuador
ronacast@espol.edu.ec

3 Universidade da Coruña, AC15001 Coruña, Spain
jakson.soares@udc.es

Abstract. The work collects the needs of community enterprises in a sector of
Ecuador aimed at sustainability from social commitment and economic stability.
The theoretical framework examines theories, trends, structures of digital plat-
forms, as well as ventures from their own contexts and realities. The research
methodology is descriptive, visualizing characteristics, conditions, situations, and
other details that project tourist activity in the communes of Libertador Bolí-
var and Olón. The incorporation of a technological platform designed with some
benefits for owners and tourists is proposed. Primary and secondary information
was considered using survey, interview, and observation techniques. The discus-
sion of results allowed a clear vision of the shortcomings of community ventures
with respect to digital platforms and to express viable solutions in a timely man-
ner. Among the conclusions, scientific references, benefits of digitization and its
adaptation in enterprises were emphasized.

Keywords: digital platforms · community ventures · technologies · digital
economy

1 Introduction

The digital transformation marks milestones since 1960, where its performance was
characterized by individual activities and the incorporation of technological tools that
facilitated the work of business functions; With the appearance of the Internet in 1980,
communication between companies and the inputs they provide flowed. Technology
currently integrates visible products and services not only in themodernity of articles but
in increasingly efficient goods known as the internet of things. By virtue of this, large or
small businesses require prospective structures that mark the horizon for their expansion
into local, national, or international markets and ventures have greater complexity to
visualize their expectations, probably because their actions are aimed at immediate
solutions and to the extent of their possibilities.
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Today there are administrative and technological tools that facilitate real and concrete
planning to establish a desired future, they are digital platforms that; beyond setting a
trend, streamline and simplify business work, moving from a traditional business to
a digital world demanded by users voluntarily or involuntarily, much more since we
experienced the pandemic under forcibly changing personal and working conditions.
In the field of digitalization, the so-called traditional players lost space and must be
creative to stay in the market, probably be on par with tech entrepreneurs or so-called
“tech giants”.

With these narratives highlighting the changes in the way in which companies have
provided services, figures are also reflected below, for example, from Electronic Com-
merce Camera (March 2020), it states that from the purchase report fromMercado Libre
in its platform demonstrated 1.7 million new shoppers, a significantly higher customer
conversion rate, and double-digit growth in the consumer goods and food category [1].
With these results, it is reasonable that many potential customers resistant to adopting
remote media build habits and loyalty in these channels and remain regular customers
once the pandemic crisis is over.

According to the Ecuadorian Chamber of Electronic Commerce (2020, p.15), since
the appearance of Covid-19, investments have beenmade in advertising and product pro-
motion, mainly aimed at social media (61%), messaging (36%), e-mail (25%), web page
(29%) to boost sales through Streaming, Facebook, Shopify, Mercado Libre, Woocom-
merce, among others; however, sales are declining by 56%, have completely stopped at
32% and have only grown by 12%. [1]. Precisely, thanks to these services, it has been
possible to offer the products or goods in a different way since it cannot be done in
person. As an example of this, you can find the gyms that offered virtual classes, virtual
concerts, visits to museums and other experiences such as artists who are also encour-
aging others to get involved in art through telematic means. The various ways in which
individuals meet needs are too numerous to list completely, but through digitalization it
has been possible to meet these needs in the lockdown period [2].

According to the United Nations Organization - UN, during the pandemic era, differ-
ent sectors remained standing thanks to the internet, such as education, but tourism was
the most affected by the pandemic, due to the fact that travel agencies closed their doors,
others remained thanks to the different promotions that were agreed for the coming years
but at low costs until the economy is reactivated again, due to this social change and with
regard to the advancement in tourism and new information technologies. Information
and communication, the term Tourism 3.0 appears where tourists have at their fingertips,
24 h a day, all the necessary and recurring information to travel, such as information on
destinations, opinions, and experiences of other users [3].

In Ecuador, the situationwas also complex in the tourism sector, its economywas par-
alyzed without exploiting its natural and cultural wealth. By the year 2022 the tourism
industry has grown with a contribution of 1.8% in relation to 2021 of 1.5%, being
ranked 15 out of 18 industries nationwide. Tourism currently contributes 2.2% of the
gross domestic product of the national economy directly [4]. In this sense, the tourism
sector is fundamental in the development of the country since there are many attractions
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for national and international tourists, particularly from community enterprises, oppor-
tunities for outdoor recreation, harmony and coexistence with inhabitants and nature,
empowerment of assets of each area and improve the economies of the territories.

For Santa Elena, an eminently tourist province in Ecuador, after the crisis the eco-
nomic reactivation knocks on the door, according to the Chamber of Tourism of the same
town, it estimates that 200,000 tourists have arrived, 25% more than on the end of the
year holiday 2021. Carlos Abad, president of the Chamber of Tourism of the province
of Santa Elena affirms that a new phase begins for those of us who have investments in
the country’s spas, he said that tourist activity will once again be sustainable as it was
before the pandemic. We are still a long way from going beyond the red balance we have
[5].

Indeed, the present work focuses on the province of Santa Elena, Libertador Bolívar
and Olón communes to analyze the current situation of community enterprises, to know
their strengths and weaknesses; Based on the diagnosis, establish the best alternatives
to promote this type of business led by vulnerable social groups with limited economic
resources who have been able to overcome the pandemic but who need new ways of
reaching tourists, posing the question, is the incorporation of digital platforms influences
the promotion of community ventures?

Indeed, this paper focuses on the province of Santa Elena, communes Libertador
Bolívar and Olón analyzing the current situation of the community enterprises, know
their strengths and weaknesses and from the diagnosis establish improvements that
incorporate new ways of reaching tourists. The study is defined within a descriptive
level investigation with a qualitative -quantitative approach, using surveys, interviews,
and observation sheets; the question arises: does the incorporation of digital platforms
influence the promotion of community enterprises?

2 Theoretical Framework

2.1 Digital Platforms: Definitions, Application, and Impact On Tourism

This segment includes aspects on definitions of digital platforms, ecosystem of digital
platforms, types of platforms, and applicability to tourist services:

Rock Content Blog (2019) defines the digital platform as “Internet spaces that allow
the running various applications or programs in one place to meet different needs.
Each one has different functions that help users solve different types of problems in
an automated way, using fewer resources” [6].

Freire V. Melanie, (2018), points out that “A virtual platform is a system that allows
the execution of various applications under the same environment, giving users the
possibility of accessing them through the Internet” [7].

Marshall W. Van Alstyne, in his article The New Rules of Strategy in the Digital
Economy, indicates that “Technology dramatically simplifies the development and scal-
ing of platforms, allows participation with almost no disagreements, which reinforces
network effects and improves the ability to collect, analyze and exchange large amounts
of data that increase the value of the platform for everyone (…) [8]. Although platforms
come in many forms, they all have an ecosystem with the same basic structure and four
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types of actors. Platform owners control intellectual property and governance. Providers
interface with users”.

Digital platforms have benefits and risks, Daniel & Natalia state that “The phe-
nomenon of software liberalization compared to licensed software has generated the
development of open-source platforms that allow modifications from a copyleft license
compared to closed platforms owned by amanufacturer.” On the other hand,MarshallW.
Van Alstyne [9] highlights the difference between opting for an open or closed platform,
given that sometimes they are the ones that receive the most interactions regarding user
requirements.

The evolution of the internet, according to Castro Rojas [10], in his text Digital
networks and communication, he emphasizes that he has been very involved in the
respective updates given to this type of system, he indicates that: “it is the network as
a platform, which covers all connected devices; Web 2.0 applications are the ones that
best take advantage of the potentialities of that platform: software as a service that is
constantly updated and improves as it is used, consuming and mixing data frommultiple
sources, including individual users, who contribute their own data and services in such a
way that they allow reuse by others, thus creating network effects through a participatory
architecture.

Currently, for theOrange Institution [11] several options of digital tools have emerged
that apply as added value for any activity that is required and even more so in tourist
services, highlighting four divisions of new or improved technological developments:
The cloud has allowed the creation of technological platforms that offer new disinterme-
diation services, favoring and promoting the appearance of new transformative agents
in the tourism sector. Mobile, the entire ecosystem made up of mobile devices with an
Internet connection, as well as all the platforms, services and applications associated
with them. Internet of Things, a set of devices and objects connected to the Internet with
special attention to its application in home automation and sensorization. Social (Social
networks and collaborative economy), digital platforms through which users participate,
collaborate, share, and exchange content, goods, and services.

In the selected sector of tourism, Accenture [12] shows that the industry without
a chimney as it is called is still at the forefront in the use of technology. Thinking
that a traveler had to approach the airlines for example to carry out their transactions
and that of course it was not for everyone, today we can buy our ticket online, check-
in through sensors leaving aside contact with the customer service at the airport, the
printed ticket is no longer required, but simply go through a scanner on our cell phone.
It is also mentioned that the trip is no longer just the trip as such, now, many services
are connected, platforms that make a visit the best experience, there is a relationship
between flight, accommodation, tours, assistance, etc.

Identifying the benefits of digitalization and its applicability in tourism, the concept
of “travel experiences” increases expectations; the security and peace of mind of the
costumer for themanagement of their information and data is another element that favors
the use of technologies. In this context, in Fig. 1, as an example, the participation of the
so-called “technological players” with the transformation stages that the communities of
the province of Santa Elena access, classifying themwithin the “traditional competitors”
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due to its realities of nature, resources and social conditions; however, they need to go
through a reinvention so as not to disappear from the market.

Fig. 1. Technological players and the stages of digital transformation

2.2 Entrepreneurship, a Look from Reality Latin America

Recognizing the impact that entrepreneurship marks worldwide lead to the strength-
ening of the entrepreneurial culture in countries whose economies generate stabil-
ity from their income. In Latin American countries: Mexico, Costa Rica, Venezuela,
Colombia, Ecuador, and others, their economies find full justification to stimulate the
entrepreneurial spirit due to the evident inability of the economic and social system
to generate employment in quantity and quality required that overcome exclusion,
marginality, and backwardness of broad sectors of the population [13].

Vives, Corral & Isusi (2005) [14], point out some realities of the Latin American
context and even with the passing of the years they continue to be the same experiences:

– Need to find solutions to poverty and exclusion based on the creation of economic
opportunities for groups that supply goods and services. These sensitive groups are
supported and aspects such as supply from nearby places, improvement of the quality
of products and services are improved.

– There are companies in countries like Brazil and Colombia that contribute to sus-
tainable development focusing on environmental conservation and biodiversity, use
natural products, buying part of their inputs under fair trade conditions and organic
origin.

– The incentive to be more responsible in SMEs often comes through the value chain to
which they belong; Generally, the pressure is exerted by their clients, who, in many
cases, are the largest companies.
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– In terms of markets, most SMEs tend to serve local markets and are not exposed
to international pressures or incentives. Civil society does not care about them and
prefers to use their resources in large companies where they have greatest impact.

– By their nature they tend to be local, dependent on customers and employees who live
close to the company, they get involved in community activities, and their responsible
practices include concerns for addressing social and environmental problems.

Zamora (2017) [15], points out that “The entrepreneurial capacity of society, educa-
tion, market opening, social and cultural norms, among other aspects, make it possible
to generate productive activities in the country, while regulations in the market of work,
bureaucracy and corruption are elements that hinder the dynamism of the productive
sector”.

Particularly in Ecuador, the study on entrepreneurship is led by the Business School
of the University [16] ESPOL, GEM (2019–2020), reflecting that the country for the
year 2019 has a stagnant economy with a close GDP variation. At 0%; however, the
unemployment rate has remained stable, clarifying that a large part of the labor force
moves towards underemployment made up of adequate and inadequate employment.
It also shows the framework conditions for Ecuador, among the strengths: physical
infrastructure, social and cultural norms, post-secondary entrepreneurship education;
among the weaknesses: government policies related to taxes and bureaucracy, financing
for entrepreneurs and the transfer of research and development.

For Núñez Guale (2012) [17] “Entrepreneurship becomes an imperative need for
many families, professionals and people in general, as it allows undertaking productive
projects, generating own resources, improving the quality of life and contributing to the
progress of society” (p. 8).

According to data from the Ministry of Tourism - MITUR of 2018, the arrival of
foreigners to the country maintains a sustained growth, between January andMay of this
year, the increase was 57% with the arrival of 952,488 people, compared to the same
period in 2017. On the part of this State portfolio, it is admitted that the receptive tourism
growth is due to the new promotion strategy that they have implemented as of August
2017, with the entry into the system of Online International Travel Agencies-OTA (by
its definition in English). This system provides travelers from various countries in the
world where the promotion campaign is being developed, the possibility of knowing
immediately the various services that the country has in terms of tourism. [18].

The province of SantaElena offers beautiful beaches, gastronomy,welcomingnature,
accommodation, recreational spaces, etc. It has a population of 308,693 inhabitants
INEC, (2010) [19]. It has climatic, environmental, and social conditions that give way to
small enterprises, its visitors use technologies more frequently to know in advance the
sites to visit; however, it is not so easy for these activities to adapt to the new demands
because it implies the incorporation of resources and trained human capital to respond
to modernity.



186 L. A. Núñez et al.

3 Methodology

The study was conducted in Ecuador in 2 communes of the province of Santa Elena: Lib-
ertador Bolívar with an area of 1,476 hectares located at km 50 north of the province with
a population of approximately 4,000 inhabitants. It is located 131 km. From Guayaquil.
It has a dimension of 3,100 m. beach length, has flora and fauna [20]. Olón Commune,
11 km from Libertador Bolívar, has an area of 5,780 ha. 195 km from Guayaquil, with a
population of approximately 2,200 inhabitants. It has four kilometers of beach, a com-
munity also dedicated to tourism, above all sustainable, fishing, agriculture, and crafts. In
recent years it has experienced growth and tourism development, implementing various
types of accommodation (lodge, inns, cabins) and international and gourmet restaurants
[21].

Maintaining the link of the problem raised through the question: does the incorpora-
tion of digital platforms influence the promotion of community enterprises? and taking
into account that this type of ventures work from the perspective of sustainability, the
research instruments were aligned with the indicators of Corporate Social Responsibil-
ity - CSR but at the level of SMEs, which is the closest to the ventures, therefore they
are adjusted to their realities and include parameters regarding digital platforms. The
methodology was organized as follows:

Preliminary phase: Contextualization, exploratory bibliographic study to know the
realities of the communities subject to study with the intervention of representatives of
the sector or enterprises, facilitating to know the trajectory of the population and its
tourist growth.

Qualitative phase: a) Interview with experts, its design was supported by CSR indi-
cators and categories and choice of variables for the quantitative method were generated
from these results. From the sustained dialogue with the leaders of the sector, the poten-
tial of its inhabitants was known, but also some limitations in their activities, governance
with the authorities of the moment does not always flow in favor of the communities,
the intervention of enterprises external becomes a stimulus for the inhabitants and the
central theme of technology is relatively growing. Below are the participants (Table 1):

Table 1. Experts and social agents - Interview

Name Entity/Company Job Title

Paulina León Castro, Eng Ministry of Tourism/Prefecture Tourism Management and
Promotion Specialist

Jefferson Tigrero, Eng EmoTourism Manager

Otto Vera Palacios, Eng Municipality of the canton Santa
Elena

Mayor

Jacinto Ángel Commune Libertador Bolívar Commune President

José Reyes Olón Commune Commune President

Qualitative phase: b) Observation, the researchers have their residences close to the
populations studied, which facilitates information and transfer. The observation sheet



Digital Platforms, Digitization of Community Businesses in the Province 187

collected inputs in the various visits that were completed and are reflected in the SWOT
Strategic Matrix in the Results section.

Quantitative phase: Survey of entrepreneurs from studied communes, maintaining
the link with the sustainability of community ventures, the survey instrument was also
guided by CSR indicators but designed by eight sections to gradually address their
realities. A series of visits was planned for field work since this type of tourist activity
does not always have technology or connectivity facilities. The population distribution
is as follows (Table 2):

Table 2. Distribution of population under study - Survey

Parameter Value

Study population Community tourism ventures in communes Libertador Bolívar,
Olón - Santa Elena – Ecuador

Universe (sampling frame) 643 business (business demographic data taken from the
commune council)

Sampling procedure Application of surveys in the field

Information collection Survey form

Sample size 250 surveys

Sample characteristics Lodgings, restaurants, craft shops, clothing sales, costume
jewelry and typical food sales

Survey date April 2023

The instruments allowed to know the realities of the enterprises but also how they
are venturing into the sustainability of their territories and activities, creating and inno-
vating conditions to increase the acceptance of tourists, looking for mechanisms to
modernize their businesses, generating alliances with the tourism ecosystem to take
advantage of/exchange resources, strengthening knowledge to incorporate new trends,
among other details. The elevenCSR indicators at the enterprise level are: Respect for the
environment, Development of human potential, Commitments to the community, Social
innovation, Quality of administration, Ecological product/service, Responsibility with
internal/external clients, Policies and prevention behaviors, Measurement of customer
satisfaction, Measurement of supplier perception; and Creativity.

4 Results or Findings

a) Interview applied to experts from the tourism sector in populations of Ecuador,
contrasting and synthesizing the results were the following:

– The experts and professionals interviewed have not only been part of public functions
in the province, but some of them are also active members of the tourist activity,
gaining extensive experience.



188 L. A. Núñez et al.

– Despite the potential of its inhabitants to develop community tourism, they present
some limitations such as: the will of each community member, constant change of
authorities, political rivalry of rulers, little associative work, little knowledge in forms
of organization and dissemination of products. For the strengths we can mention
adventure tourism, natural attractions, several residents with their own initiatives,
improvement of internal road connection and with other provinces.

– Governance with the authorities on duty is a fundamental aspect to achieve the devel-
opment of tourism in the province. Even though the rulers recognize the sustainability
of tourism as an important source of income, a good commonwealth is not always
achieved and political or territorial rivalries arise, planning priorities, preferences to
work or not with leaders, etc.

– For the sector of the province of Santa Elena, the development of technology, the
internet and digital platforms barely reaches 38% adding the criteria of the partici-
pants, this becomes a limitation in the tourist activity since the economic recovery is
based on digitization of services and products.

b) Surveys applied to entrepreneurs, from the 8 sections that the survey instrument
has, the results are presented in a summarized and relevant way (Table 3):

Table 3. Survey Application Results

Section Results

Economic activity of the business Businesses are 93% family. The economic
sustenance is medium in low seasons but high in
good periods. The resources for the business are
always obtained in the community. The
concentration of tourist activity is divided into
32% accommodation, 44% restaurants, 12%
handicrafts, 7% recreation and 5% other activities

Community Features The communities surveyed have a beach, culture,
accommodation, gastronomy, handicrafts, crops,
hiking, sports, etc. There is always job opportunity
among community activities. The most frequent
means of communication are word of mouth at
37%, personalized 25%, social networks 22.5%,
web pages 15.5%. The visit of tourists to these
communities is about 19% local, 28% national and
53% international, of which the majority come
from the US and South America

Characteristics of your business 89% exceed 10 years of business validity. Mostly
the businesses have up to 6 people working
permanently and with remuneration between
$300.oo and $400.oo. 96% of the businesses are
owned and 4% rented. Among the strengths of the
venture, the location stands out

(continued)
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Table 3. (continued)

Section Results

Support for ventures Businesses are established from own capital with
32%, bank credit 40%, 21% family contribution
and loans to third parties with 7%. Among the
public sector organizations that provide support in
education/training and credits/microcredits are
73% municipalities, 20% Prefecture and 7%
Community Board

Relationship of the business with its
community

The residents have an apathetic attitude towards
collective progress in 78%. They almost always
collaborate in environmental care. Entrepreneurs
almost always have sufficient preparation to attend
to businesses. Jobs are always filled with personnel
from the same community

Possibility of improvement The businesses are equipped with guide service
4.5%, transport 19%, translation 5.5%, internet
29.5%, digital communication 15%, basic
services 26.5%. The access roads to the community
are considered mostly regular. To increase the
tourist influx there are aspects that must be
improved such as customer service in 32%,
community services in 8%, internationalization
11%, training 39%, alliances 10%

Trainings Trainings have been provided by the municipality,
prefecture, and ministries preferably, very little by
universities. Training is considered necessary in
areas such as customer service 38%, foreign
language 31%, financial and administrative 24%,
preparation of tourist services 7%

Strengthening of enterprises The growth achieved by each business is very
good. We fully agree that it is important to have
experience from other environments in addition to
always being willing

c) Observation sheet – situational diagnosis
d) Consolidation of research instruments with the variable “Digital Platforms”,

to maintain the link of the problem raised, relevant information from the applied research
instruments was contrasted, synthesizing (Table 4):

Interview Instrument: The expressed criterion of the interviewees falls on some
elements that highlight the lack of digital platforms in the promotion of community
enterprises: Little knowledge of entrepreneurs for the dissemination and promotion of
products, Lack of priorities in planning from the governance of authorities leaving the
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Table 4. SWOT Strategic Matrix

Strengths Weakness
F1 Communes with natural 
resources attractive to for-
eign tourists.
F2 Sufficient natural re-
sources that allow adapting 
ecological environments.
F3 Inhabitants willing to 
improve their services.
F4 Managers with clear 
projections for develop-
ment.

D1 Natives without knowledge of 
the English language.
D2 Natives with limitations in 
technological tools.
D3 Little knowledge of the set-
ting of places.

Opportunities F1, O1, O4: Offer a tour-
ism portfolio based on the 
benefits of the communes 
studied.
F1, F2, O1, O4: Design and 
implementation of resources 
to improve hotel services 
and generate loyalty.
F3, O3: Manage approach-
es with municipal institu-
tions to optimize actions for 
the benefit of the commune.
F1, O1, O2: Offer a pack-
age of diverse products 
according to alliances.

D1, D3, O3: Search for allies and 
advice to counteract deficiencies 
in the community.
D2, O3, O5: Implementation of a 
technological platform and pro-
cedures to join the promotion 
campaign for tourist destinations 
maintained by MINTUR.
D2, O5: training programs in 
technological tools with partner 
universities.

O1 High mobility of 
foreign tourists to the 
country and communes 
throughout the year.
O2 Favorable climate 
throughout the year.
O3 State institutions 
promoting tourism 
development.
O4 Adequate road 
access
O5 Allianc-
es/agreements with 
national and interna-
tional institutions
Threats F2, A1, A2: Manage pro-

fessional training to im-
prove tourist services.
F3, F4, A1: Active partici-
pation of community mem-
bers in programs that are 
carried out with a focus on 
sustainability.

D3, A1, A2: Training of commu-
nity entrepreneurs for the optimi-
zation of resources.

A1 Competence of the 
environment with expe-
rience managers.
A2 Business owners of 
foreign nationality with 
economic resources and 
knowledge of other 
environments

opportunities of having digital platforms in the background, Settlement of foreign busi-
nesses not used for the dissemination of tourist activities and Limited development of
technologies and connectivity in the province of Santa Elena that stops tourism growth.

Survey Instrument: From the 8 sections of the survey 6 stand out: Economic activity
of the business, Characteristics of the community, Characteristics of the business, Sup-
port ventures, Possibility of improvement and Training; where information concerning
the incorporation of digital platforms in community ventures is captured, synthesizing:

• Lodgings and Restaurants are the most outstanding tourist activities, adding up to
76%, and these are the ones that should be better systematized to reach the client.
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• Personalized means of communication are the most used, leaving only 38% of
social networks and web pages, noting the need to seek mechanisms to increase
the promotion of community ventures.

• It is highlighted that the businesses have more than 10 years of validity; however, in
relation to the previous literal these have not been able to become references from
the promotion in digital networks.

• Incorporating own capital and bank credit, the enterprises reach 72% for their
financing, which leads us to reflect that the economic possibilities would allow the
implementation of communication and digitization systems for the promotion of
activities.

• Regarding the equipment of tourist services, digital communication reaches 15%
while the internet 29.5%. It is necessary to improve these invaluable tools when
promoting community enterprises.

Observation Instrument: From the SWOT strategic matrix, some solutions were
proposed for the promotion of community enterprises, the most notable being the imple-
mentation of technological platforms and campaigns to promote tourist destinations,
training programs in technological tools; as well as the design of tourist portfolios or
product packages offering the benefits of the communities.

5 Discussion

With the study and analysis of the two variables in this research work: Digital Platforms
and Community Enterprises; And, in accordance with the statement of the problem, does
the incorporation of digital platforms influence the promotion of community enterprises?
is weighted:

From the context of the theoretical framework, digital platforms open the doors of
any business towards a globalized world, an economic activity does not grow and is
not competent only in the region where it is created, it is forced to expand to other
markets. The members of the business ecosystem increasingly demand new possibilities
or coverage of needs; In this sense, even the simplest undertakings must be at the level
of these demands so as not to disappear from the competitive market. This invisible
network of owners, suppliers, producers, and consumers makes each agent meet their
requirements, but that same solution is an input from another agent that is not necessarily
framed in the same line of service or product. Digital platforms help simplify customer
needs regardless of time, cost, or distance.

Every large or small business, SME or entrepreneurship is obliged to conduct its
activities not only in a traditional way, but it is imperative to adapt to technologies and
expand its market to service networks. For the study in the communities of Libertador
Bolívar and Olón, community enterprises must improve their services and infrastructure
and become benchmarks from the incorporation of international tourist routes. The
results indicate that the highest percentage of visitors are from other locations in the
country and foreigners, therefore easy communication is necessary for its promotion
and dissemination, defining some actions:

– Implementation of digital platforms whose design allows easy handling for owners
and tourists with necessary and updated information.
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– Incorporation or improvement of Facebook pages of businesses and communities.
– Implementation of technological applications with all the benefits of the site
– Incorporation of permanent assistance with foreign language proficiency
– Adaptation and ecological improvement in all tourist services provided by the

communes.

Based on the results of the 2 variables, where it is reflected that digital platforms have
not been optimally exploited for the promotion of community enterprises, the “Business
Route Map” tool to identify improvement actions in the two communes studied; the
relevant aspects are summarized below:

– From the client’s point of view, their basic needs are relaxed, rest, vacation, meet.
Consultwith friends, social networks, digital advertisements, newspapers,magazines,
travel costs, mobility, language, stay, security, food, lodging, weather, type of mone-
tary exchanges, forms of payment and others. As for the experiences, it allows her to
be a satisfied customer, share her experiences on social networks, motivated to take
new services, value the stay.

– From the point of viewof the enterprise, its basic needswill be search for artisans in the
community to improve their lodging environments, alliance with other entertainment
venues inside and outside the communes, alliances with private transport and drivers,
creation of a web page, Implementation of a tourist application. Their experiences
will be: Become known for compliance with services, development and maintenance
of tourist activity, satisfied customer and loyalty, positive publicity based on user
comments, development of the online service.

With the need to incorporate digital platforms to promote community ventures, a web
page and anAppwere designed, appropriate technological tools for communication with
tourists; it offers modernity, security, tranquility, and permanent contact with your tourist
service company. The web development will be based on an informative platform and
would consist of the following options: Start, shows the initial section of the website
with featured images in a carousel of photos referring to the Libertador Bolívar and
Olón communes, going from their landscapes to the sports that can be practiced.Gallery
consists of videos and images that promote the different activities that the communes
have: paragliding, horseback riding, mountain biking, among others. Menu, containing
a review of the activities of the communes as well as of other partner communities
in the implementation of strategies. Location, the location of the communes is found
via Google Maps, it will help first-time tourists in Ecuadorian lands. Blog, this section
contains relevant news from the communes and its surroundings; In this way, the tourist
will be able to have knowledge of the different events about them and nearby sectors
that are part of the product portfolio. Comments, section for foreign and local visitors;
positive points that will boost the website and rank within the first search results of
Google or Bing.

6 Conclusions

The research made it possible to identify the context of the two variables more clearly:
Digital Platforms and Community Entrepreneurships, to know the itinerarymarked from
their emergence to the present moment and how they interfere in social and economic
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results. In the case of Ecuador and specifically the Libertador Bolívar and Olón com-
munes, rural sectors of the country, community businesses gain preferences from foreign
tourists in relation to other nearby sectors and it is here where digital platforms through
their benefits and applicability play an important role to promote tourist attractions,
from the same space or connected through networks of the entrepreneurial ecosystem,
achieving in an automated way, solving problems that would traditionally imply greater
times and costs.

With the incorporation of digital platforms, community ventures in the towns of
Libertador Bolívar and Olón can improve the results reflected in this study. The very
nature of this type of business aligned with sustainability means that its activities are
frequently carried out in a traditional way; but as we have already experienced and
argued in statistical data, the pandemic has pushed all people, users or providers, to
digitize services; In addition, the characteristics of the new generations is to always
be connected to technological benefits. Consequently, it is pertinent that owners and
collaborators gradually specialize and dominate the digital world to give tourist activities
considerable momentum internationally.

For the collection of information, it was mentioned that the instruments were framed
in CSR indicators but at the level of enterprises, justifying their uses since many of
these parameters deal directly or indirectly with technologies. With the results obtained,
an inference is that digital platforms manage to promote the promotion of community
enterprises but pigeonholed in improvement processes. Consequently, the benefits of
digitalization can be applied in the communes studied, since the results on economic
resources allow it; In addition, all the actors in the tourism sector seek a common goal
and would be interested in participating either as platform owners, interface providers,
producers of tourism offers or as service consumers.

After observing the need to incorporate some technological tool to promote commu-
nity ventures, a website and later an app were designed.With the support of the sectional
governments to incorporate into current platforms the benefits offered by the communes
studied would be part of the tourist network that Ecuador implements. As traditional
competitors, the ventures would leave their experimentation stage if the proposed tech-
nology were mastered, but it is also important to have the “technological giants” of
the tourism sector because they have accumulated experience on user behavior and have
known how to readapt. For the purposes of the pandemic, among the suggestions that are
left in the study is the opportunity to take advantage of the alliances that have platforms
such as Airbnb, Trivago, Booking, among others.
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Abstract. Oneof themost popular dataminingmethods for extracting association
rules from huge data sets is the apriori algorithm, which can be databases or
databanks. One of the entities that have benefited the most from it have been
supermarket chains in the area of marketing and advertising campaigns, thanks
to the discovery of combinations of products that customers usually buy together,
or relationships between items and merchants, and having the knowledge of these
combinations allows companies to better plan their marketing campaigns. The
article shows the results of an exercise with a databank of marketing campaigns in
order to generate association rules, interpret the results, and detect which factors
are common to customers who tend to accept marketing offers.

Keywords: Marketing · Data Mining · Association Rules · Apriori

1 Introduction

The use of traditional statistics to transform data into knowledge has its foundations in
manual interpretation and analysis. This typeofmanual probingof data collection is time-
consuming, expensive, and very subjective for any application. In fact, even with the use
of computer programs, this form of human data analysis is becoming utterly unfeasible
in many sectors as data quantities expand substantially [1]. Traditional statistics differ
from data mining in that formal statistical reasoning depends on hypotheses and their
testing against data. In contrast, data mining is based on discovery, i.e., the automatic
extraction of patterns from data. In simpler terms, while statistics is driven by people’s
theories, data mining is driven by facts [2]. The process of generating association rules
from a transaction dataset and finding common itemsets is one of the most widely used
data mining techniques. Due to their combinatorial explosion, it is challenging to find
frequent itemsets (sets with a frequency greater than or equal to a user-specified required
support). The generation of association rules with confidence more than or equal to the
user-specified minimal confidence is simple after frequent itemsets have been gathered,
and as the amount of common itemsets rises, so does the number of presented rules [3,
4].
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2 Traditional Marketing Approach

Due to the fact that implementation is viewed as an action that results from strategy
preparation, traditional models for marketing implementation are basically sequential.
The drawback is that the study of consumer needs in order to generate a marketing
strategy has been fraught with issues recognizing and comprehending the customer,
along with the surrounding situational conditions, which hampers an organization’s
ability to implement an effective marketing campaign across a specific market [5, 6].
Dynamics of buyer-seller power are impactedby changes in consumer information access
and marketers’ data collection and utilization. Technology that makes easy comparison
shopping and more options for where to buy products has given individual consumers
and business customers more leverage [7]. Due to the cyclical nature of marketing,
which involves interactions between consumers, marketers, and society, offerings are
continuously updated and improved to satisfy shifting consumer demands [8].

3 Knowledge Discovery in Databases (KDD)

Without explicit programming, machine learning is the process of teaching a machine
to think like a human being to carry out a specific activity. The mix of statistics, math-
ematics, computer programming, sophisticated problem solving, data collecting, and
working with data to clean, prepare, and employ it constitutes data science. Once pre-
pared, the data gathered through the data science process can be fed into a machine to
produce knowledge [9]. Knowledge Discovery in Databases (KDD), a discipline con-
cerned with the application of algorithms to provide meaning to data, is a method for
acquiring knowledge [1].

The KDD process consists of transforming large volumes of data that are often
difficult to understand into forms that are easier to interpret in order to generate statistics
or predictive models. Data analysis and discovery algorithms belong to one of the phases
of the KDD process, with the objective of developing a specific list of patterns (or
models) on the data. [1]. Also includes the steps performed before data mining, such
as data transformation, preprocessing, sanitizing and selection. When the goal of data
mining is to find connections or links between specific values of categorical variables in
huge data sets, association rule techniques are applied. [10]. The KDD process generally
follows the following characteristics: the size of the database or knowledge base must
be significantly large; valid rules must be sought for a significant amount of data, but not
necessarily for all data; for the rules discovered to be stable and reliable, a significant
amount of data must be gathered during a long length of time. It may be inferred from
the aforementioned traits that data handling methods play a role in the effectiveness of
data mining, knowing how to manage a considerable number of rules, maintaining the
rules and verifying their veracity over a significantly long period of time. Therefore,
a couple of essential problems must be solved to make data mining viable: design of
algorithms oriented to association rules or patterns, and design of efficient algorithms
to update and manage the discovered rules [11].
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4 Association Rules

Discovering associations or correlations between a group of items is known as associ-
ation. They are typically defined as rules that list the attribute-value combinations that
frequently occur in conjunction in a particular collection of data. [2]. An example of how
restrictions and metrics of interest can be used to guarantee data mining completion is
association rules [12]. One of the most significant issues in knowledge discovery along-
side data mining is identifying common itemsets. Due to this problem, in databases with
very huge volumes, numerous algorithms have been created to extract common itemsets
[2]. Association rules are constantly used by retailers to show relationships between data
elements as an aid to activities such as marketing and advertising, product distribution
strategies and inventory analysis [13]. Another way to define it would be a set of conse-
quences that happen in a transactional database when specific conditions are satisfied set
by the user that provide knowledge, because it effectively synthesizes the data, which
facilitates the discovery of “hidden relationships” that exist in the data [14].

Typically, an association rule mining algorithm has two steps to operate. In the
initial, within a collection of elements, all itemsets that satisfy specific requirements
are located. From itemsets, the second phase generates rules that fulfill the required
confidence criteria. The primary benefit of association rulemining is its ability to quickly
find any association that is present in the collected information. One way to visualize
this is to consider a set of tuples as an association rule, where each tuple contains a set
of elements. With the help of these linkages, the underlying regularities in the domain
are fully portrayed and unlike functional dependencies, the resulting relationships are
not inherent in the data, and do not represent any kind of causation or correlation [15,
16].

5 Apriori Algorithm

The most well-known and significant method for frequent item set mining is called
Apriori, and it was developed by R. Agrawal and R. Srikant in 1994 for the frequently
setmining of boolean association rules. The algorithm’s name derives from the statement
that it makes use of prior knowledge of common features [12, 17]. Apriori is a popular
method that is used to extract frequent item sets, it was proposed to find all frequent items
and build all association rules related to these sets by a quick algorithm. Association
rules typically govern the sequence of the data and aid in highlighting features of the
material that they share [2, 4].

6 Materials

6.1 Databank

The databank was obtained from the Kaggle website, a platform that makes code and
data available to its users for data science related work. The databank’s primary goal is to
develop a predictive model that will enable a business to get the most out of its upcoming
marketing campaign [18]. The content of the database is described below (Table 1):
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Table 1. Description of the databank fields [18].

Field Description

AcceptedCmp1 1 if the customer accepted the offer in the 1st campaign, 0 else way

AcceptedCmp2 1 if the customer accepted the offer in the 2nd campaign, 0 else way

AcceptedCmp3 1 if the customer accepted the offer in the 3rd campaign, 0 else way

AcceptedCmp4 1 if the customer accepted the offer in the 4th campaign, 0 else way

AcceptedCmp5 1 if the customer accepted the offer in the 5th campaign, else way

Response 1 if the customer accepted the offer in the last campaign, 0 else way

Complain 1 if the customer filed a claim within the last 2 years

DtCliente Date of registration of the client in the company

Education Client’s educational level

Marital Client’s marital status

Kidhome Number of young children in the client’s household

Teenhome Number of adolescents in the client’s household

Income Annual income of the client’s household

MntFishProducts Value spent on fishery products in the last 2 years

MntMeatProducts Value spent on meat products in the last 2 years

MntFruits Value spent on fruit products in the last 2 years

MntSweetProducts Value spent on sweet products in the last 2 years

MntWines Value spent on wine products in the last 2 years

MntGoldProds Value spent on gold products in the last 2 years

NumDealsPurchases Number of purchases made at a discount

NumCatalogPurchases Number of purchases made using catalogue

NumStorePurchases Number of purchases made directly in stores

NumWebPurchases Number of purchases made through the company’s website

NumWebVisitsMonth Number of visits to the company’s website in the last month

Recency Number of days elapsed since last purchase

6.2 Model Fields

For the exercise, it is planned to use the apriori algorithm, a data mining algorithm
that allows finding links between fields to create (generate) association rules. With an
unsupervised algorithm will be used, in order to make the modeling more efficient, only
dichotomous data from the selected databank will be used. The following is a list of
the selected fields from the databank that meet the criteria of being dichotomous, and
therefore will be used in the exercise (Fig. 1).
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Databank fields (25)

AcceptedCmp1

AcceptedCmp2

AcceptedCmp3

AcceptedCmp4

AcceptedCmp5

Complain

Response

Selected fields (7)

Fig. 1. Selected columns from the databank.

In addition to the fields listed above, the fields that determine the customer’s level of
education and marital status were used, because these data may have some relationship
with the customer’s purchase, therefore, these two fields were separated into several to
have more dichotomous data for the exercise, as a result, the extra fields generated are
listed below (Figs. 2 and 3).

Education

Basic

Graduation

Master

PhD

Generated fields (4)

Fig. 2. Dichotomous fields generated from the education column.
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Marital Status

Single

Together

Married

Divorced

Widow

Generated fields (5)

Fig. 3. Dichotomous fields generated from the marital column.

7 Results

To obtain results with the unsupervised algorithm, a minimum rule confidence of 50%
was used in the apriori association modeling. In the case of increasing this percentage,
this is because the model is not able to find relationships with such high confidence. At
the same time, the model only takes into account the true values, because the positive
values are the ones, we are interested in evaluating and analyzing, aiming to know if
a customer will be likely to accept a marketing campaign offer. The tool to be used
to generate the model and the graphs is an IBM program, SPSS Modeler, which is a
solution with a set of data mining tools that allows to generate in a simple way model
with the use of own data or data generated by another SPSS solution. Then, the result
of the modeling is displayed in a mesh graph, which visualizes all the links, where the
strongest links appear with thicker lines. (Fig. 4)

Within the graph, a set of 3 links is shown: strong links, medium links and weak
links. In the first set, which belongs to the strong links, it can be seen that it finds a
strong relationship on the type of education with the marital status. On the primary goal,
which is to determine if a consumer would accept the offer from the upcomingmarketing
campaign, it finds no correlation. The mesh plot below provides more information about
the strong linkages (Fig. 5).

The table below corresponds to the strong links of the modeling (Table 2).
In the set of medium links, it is visualized that they still maintain several lines cor-

responding to education and marital status, but at the same time, the lines related to the
fields of interest increase, which are whether the customers in the past had accepted a
marketing campaign offer, where the model found a strong relationship with the cus-
tomer’s level of education, and with less thick lines, marital status. Below is the mesh
plot showing the medium links in detail (Fig. 6).
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Fig. 4. Mesh graph with all the resulting links.

Fig. 5. Mesh graph of strong links.
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Table 2. Summary of strong links.

Links Field 1 Field 2

186 Education_Graduation = “1” Marital_Status_Married = “1”

119 Education_Graduation = “1” Marital_Status_Together = “1”

115 Education_Graduation = “1” Marital_Status_Single = “1”

93 Education_Master = “1” Marital_Status_Married = “1”

82 Education_PhD = “1” Marital_Status_Married = “1”

73 Education_Master = “1” Marital_Status_Together = “1”

62 Education_Graduation = “1” Response = “1”

62 Education_PhD = “1” Marital_Status_Together = “1”

60 Education_Graduation = “1” Marital_Status_Divorced = “1”

55 Education_Master = “1” Marital_Status_Single = “1”

50 Education_PhD = “1” Marital_Status_Single = “1”

49 Marital_Status_Single = “1” Response = “1”

43 Education_Graduation = “1” AcceptedCmp5 = “1”

41 Education_PhD = “1” Response = “1”

40 AcceptedCmp5 = “1” Response = “1”

39 Marital_Status_Married = “1” Response = “1”

38 AcceptedCmp1 = “1” Response = “1”

38 Education_Graduation = “1” AcceptedCmp1 = “1”

Fig. 6. Mesh graph with medium links.
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The table below shows the relationships of the modeled medium links (Table 3).

Table 3. Summary of medium links.

Links Field 1 Field 2

35 Education_Graduation = “1” AcceptedCmp4 = “1”

34 Education_Master = “1” Response = “1”

34 Education_Graduation = “1” AcceptedCmp3 = “1”

34 AcceptedCmp4 = “1” Response = “1”

32 AcceptedCmp1 = “1” AcceptedCmp5 = “1”

32 Marital_Status_Married = “1” AcceptedCmp1 = “1”

32 AcceptedCmp3 = “1” Response = “1”

32 AcceptedCmp4 = “1” AcceptedCmp5 = “1”

28 Marital_Status_Married = “1” AcceptedCmp4 = “1”

27 Marital_Status_Married = “1” AcceptedCmp5 = “1”

26 Education_PhD = “1” Marital_Status_Divorced = “1”

25 Marital_Status_Together = “1” Response = “1”

25 Education_PhD = “1” AcceptedCmp4 = “1”

25 AcceptedCmp1 = “1” AcceptedCmp4 = “1”

24 Education_Master = “1” Marital_Status_Divorced = “1”

22 Education_Graduation = “1” Marital_Status_Widow = “1”

22 Marital_Status_Together = “1” AcceptedCmp5 = “1”

21 Marital_Status_Single = “1” AcceptedCmp3 = “1”

21 Marital_Status_Married = “1” AcceptedCmp3 = “1”

19 Marital_Status_Together = “1” AcceptedCmp4 = “1”

19 Marital_Status_Divorced = “1” Response = “1”

17 Education_Master = “1” AcceptedCmp3 = “1”

16 Marital_Status_Together = “1” AcceptedCmp3 = “1”

15 Education_PhD = “1” AcceptedCmp1 = “1”

15 Education_PhD = “1” AcceptedCmp5 = “1”

15 Education_Master = “1” AcceptedCmp4 = “1”

15 Marital_Status_Single = “1” AcceptedCmp4 = “1”

In the last group, which belongs to the weak links, the number of fields is extended,
where it can be seen that all the fields of interest are taken into account, which are
whether the customer has accepted one of the five marketing campaigns registered in the
database, and whether the customer accepted the last marketing offer. Within the graph
that is generated in this group, thick lines are marked that relate the level of education
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of the customer, in turn, the five parameters used to determine if a client has agreed
to a marketing campaign offer are linked together frequently, indicating that they have
done so in the past, it is most likely that it is likely to accept a second offer of another
campaign. Lines are also generated above the field indicating whether the customer has
ever had a purchase complication. Below is the mesh graph showing the weak links in
detail (Fig. 7).

Fig. 7. Mesh graph with weak links.

The table below shows the weak link relationships of the modeling (Table 4).

Table 4. Summary of weak links.

Links Field 1 Field 2

14 Education_PhD = “1” AcceptedCmp3 = “1”

14 Marital_Status_Single = “1” AcceptedCmp1 = “1”

13 Education_Master = “1” AcceptedCmp5 = “1”

13 Marital_Status_Together = “1” AcceptedCmp1 = “1”

(continued)
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Table 4. (continued)

Links Field 1 Field 2

12 Education_Master = “1” AcceptedCmp1 = “1”

11 Marital_Status_Single = “1” AcceptedCmp5 = “1”

11 AcceptedCmp2 = “1” AcceptedCmp4 = “1”

10 Education_Basic = “1” Marital_Status_Married = “1”

9 Marital_Status_Divorced = “1” AcceptedCmp4 = “1”

9 AcceptedCmp2 = “1” Response = “1”

8 Marital_Status_Divorced = “1” AcceptedCmp3 = “1”

8 AcceptedCmp1 = “1” AcceptedCmp3 = “1”

8 Education_Master = “1” Marital_Status_Widow = “1”

8 Marital_Status_Divorced = “1” AcceptedCmp5 = “1”

8 Education_Graduation = “1” AcceptedCmp2 = “1”

8 AcceptedCmp1 = “1” AcceptedCmp2 = “1”

7 Education_PhD = “1” Marital_Status_Widow = “1”

7 AcceptedCmp2 = “1” AcceptedCmp5 = “1”

7 Marital_Status_Divorced = “1” AcceptedCmp2 = “1”

6 Marital_Status_Widow = “1” Response = “1”

6 AcceptedCmp3 = “1” AcceptedCmp5 = “1”

5 Marital_Status_Divorced = “1” AcceptedCmp1 = “1”

5 Education_Master = “1” Complain = “1”

5 Education_PhD = “1” AcceptedCmp2 = “1”

4 Marital_Status_Widow = “1” AcceptedCmp4 = “1”

4 Education_Basic = “1” Marital_Status_Together = “1”

3 Marital_Status_Single = “1” Complain = “1”

3 Marital_Status_Married = “1” AcceptedCmp2 = “1”

3 Marital_Status_Widow = “1” AcceptedCmp5 = “1”

3 Education_Basic = “1” Marital_Status_Single = “1”

2 Marital_Status_Together = “1” Complain = “1”

2 Education_Graduation = “1” Complain = “1”

2 Education_Basic = “1” AcceptedCmp3 = “1”

2 Marital_Status_Divorced = “1” AcceptedCmp2 = “1”

2 Marital_Status_Married = “1” Complain = “1”

2 Marital_Status_Single = “1” AcceptedCmp2 = “1”

2 AcceptedCmp2 = “1” AcceptedCmp3 = “1”

1 Education_Basic = “1” Marital_Status_Divorced = “1”

1 Marital_Status_Divorced = “1” Complain = “1”

1 Education_Master = “1” AcceptedCmp2 = “1”

1 Education_Basic = “1” Response = “1”

1 Marital_Status_Widow = “1” AcceptedCmp1 = “1”

1 Marital_Status_Widow = “1” AcceptedCmp3 = “1”

1 Education_PhD = “1” Complain = “1”

1 Complain = “1” Response = “1”
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8 Conclusion

With the marketing knowledge base used, it was possible to apply the association rules
and interpret the results generated by the apriori algorithm. From the beginning, only
the results considered “true” or “positive” were used to focus the analysis on customers
who have already accepted a marketing offer in the past and to see what this group of
people have. Among the most interesting results of the model, is that all those who have
already accepted an offer one or more times, have in common that they have not made a
complaint, and also that the more customers accept more marketing offers, the stronger
the relationship with the next marketing campaign, or, to put it another way, the more
probable it is that they will take up the proposal of the upcoming marketing campaign.
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Abstract. A properly trained object detection system may be able to automate a
large number of tasks that are performed on a daily basis. Among these activities
we find the recognition of household products, such as food, which currently has
not taken advantage of the benefits that machine learning can offer. Detecting
inputs such as fruit can expand the knowledge we have of the pantry of our home,
having such information at the right time and place can save the need to carry
long lists of errands and worries of acquiring a duplicate product or forgetting it
completely. This article presents amobile application that handles a learningmodel
trained by machine learning techniques so that the device is able to recognize the
object that is focusing the device camera and check that it corresponds to one of
the inputs given as input variables at the time of training.

Keywords: Deep Learning ·Machine Learning · Artificial Intelligence · Internet
of Things · E-Commerce

1 Introduction

Artificial intelligence has been evolving in recent years, allowing us to see how the
technology that surrounds us has managed to implement some type of this intelligence,
usually deep learning, to predict user behavior or suggest preferences in the content
you are looking for. There are applications and services that, using machine learning
techniques, offer us the possibility of recognizing people and objects in images, very
frequent in camera applications for mobile devices, however, the potential of object
recognition has yet to be fully exploited [1]. It is enough just to recognize a range of
objects such as those in the home to bring improvements to the accuracy of recommender
systems and to implement new technologies. Taking this to a practical example, if we
have a device capable of recognizing the inputs present in a house, by collecting that
information it could automatically generate an errand list according to the products that
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the user has already consumed or is used to buying. It could even do the shopping for
the user. Today’s technological devices strive to make their users consume less time
in their daily activities and use it for other purposes, automating tasks that previously
required interaction with rudimentary and impractical systems. For example in the area
of home automation, a device called uControl from its touch screen can turn on the fan,
lamps, television and other appliances, replacing the previous physical interaction with
a digital one that takes less effort and can serve for people with locomotor problems or
for the comfort of healthy people [2]. This type of products can be found in the market,
currently working with voice commands, replacing the digital interaction by an even
easier to handle, the speech. Thanks to technological advances, many of the activities
that we used to perform are already being done by certain devices on their own, and the
things we do every day will be done by the devices of the future. Taking into account this
automation trend and knowing that people’s time is very valuable, this article aims to
create a system that can be able to detect inputs through the camera of a mobile device,
in order to automate the registration of product information in the application. This
process requires user interaction, with the new implementation will not be necessary to
auto-complete the product registration forms.

2 State of Art

2.1 Object Detection

Object detection consists of finding in an image the location of an object labeled with a
category. During this process, frames that delimit the objects, known as bounding boxes,
or sets of pixels within the image are located and classified [3, 4]. Usually, the bounding
box is a square or rectangular figure, which can cause difficulties when detecting objects
with certain diagonal angles, since pixels within the figure that do not match the object
detector training data are considered as noise. Rotated bounding boxes can be used to
improve detection accuracy [5]. The category can be given by the user (supervised) or
by the detector system itself (unsupervised). Depending on the detector system, it may
be able to detect one object or multiple objects at once in a single image. As examples of
object detection we can find face detectors, vehicle detectors, animal detectors, recipes
detectors, etc. [3, 4, 6].

2.2 Feature Learning

Feature learning, also known as representation learning, are a set of machine learning
techniques that consist of automatically discovering representations or qualities in data
in order to be analyzed, classified, or effective for a desired task. It is commonly seen
in training deep network models so that they can carry out a subsequent activity. Some
of the feature learning techniques include principal component analysis (PCA) and the
Empirical Cumulative Distribution Function (ECDF) [4, 7].
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2.3 Machine Learning

Machine learning allows a system, software or application to be able to learn from the
data it receives as input or parameter instead of learning explicitly through programming.
If a traditional application seeks to add a new feature, the programmer has to change its
source code so that the program “acquires” that feature which can be, for example in a
search app, recommending users to visit a website based on the content they consume in
the application, as a form of advertising. Modifications to the code are required for each
type of content that is possible to be consumed by the user. The machine learning can
receive these searches as its input data and by means of learning algorithms can train a
predictive model capable of recommending users to visit websites in a similar way as
it would be done in code. These recommendations are called data outputs, which are
refined as more searches are performed. It is considered a branch of artificial intelligence
(AI) and others such as deep learning or neural networks derive from it [8].

2.4 TensorFlow

TensorFlow is a set of numerical computation software libraries, written in the Python
language and created by Google Brain Team, initially with the aim of facilitating the
research ofmachine learning and deep learning projects. Currently it can be used in other
areas of artificial intelligence [9]. It has four environments of use, the first is for desktop
environments such as Windows, Linux, etc., the second is the web environment, where
the JavaScript language is handled; the third is the environment of mobile devices that is
called TensorFlow Lite and the last is for production environments. It can use the GPU
of the devices to perform better operations although it also supports the use of CPU.
Teachable machine trains the model without the need to get into this topic, offering the
option to export it in the environment needed.

2.5 Teachable Machine

Teachable Machine is a web-based tool that allows creating machine learning models
in a fast, simple and accessible way for everyone [10]. This tool is used because it is
not required to know how to use the TensorFlow Python code libraries, also the web
page does the logical work from the cloud, therefore a high performance computer is
not required.

2.6 EInt

The EInt smart appliance mobile application (Fig. 1) is an application intended to run on
a smart device that is embedded in the refrigerator [11]. Currently its scope is limited to
devices with the Android operating system such as phones and tablets. It was developed
with theAndroidStudio IDE [12] for devices running version 5.0 or higher of theAndroid
operating system.
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Fig. 1. User interface of the main menu of the EInt mobile application, still under development.

3 Proposal

It is proposed to make a modification to the EInt mobile application and implement an
interface for the registration of inputs using only the camera, in order to eliminate the
need for manual data entry through forms. The use of an existing mobile application
instead of developing a new one is due to the fact that the application has elements such
as a database and views to see its records, which serves as a basis for testing the new
object detection functionality, in addition to the fact that it can be used for future work.

For its development, amodificationwasmade to the Java code of the example offered
by TeachableMachine throughGitHub [13]. The number of products that the application
can recognize is limited to the samples given to the previously trained learning model.
For this demonstration, 45 image samples are used for each product. It is important to
note that this sample number is for testing purposes, in production environments it is
recommended to use a massive amount of data, because the larger the sample number,
the higher the image recognition accuracy.

3.1 Model Training

Before implementing the object detection functionality in the mobile application, a
learningmodelwas trained and some tests of its performanceweremade on theTeachable
Machine website. There is a sample of 6 classes where each class corresponds to a
different fruit and for each fruit 45 images are assigned. The tool takes 85% of the sample
to teach it to classify the images, the remaining 15% is used to test its performance.When
it finishes processing all the images, an epoch is considered to have been performed. In
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total 100 epochs are performed. At the end of the epochs, the web tool allows to check
the performance of the model with the webcam of the device (a Windows computer in
this case). Figure 2 shows the demonstration of the model, it can be seen that the learning
model is trained where a banana is detected. Once the training is completed and since
the project is a mobile application, the model is exported for use with TensorFlow Lite.

Fig. 2. Teachable Machine development environment.

The input data of the model are the images of the products to be identified by the
application (images uploaded to Teachable Machine), the output data are displayed by
means of a label containing the product identifier, the product name and the percentage
of certainty about it. Figure 3 shows that the camera is focusing on a banana and the
application recognizes it by displaying a label with a percentage of 100% that the product
in question is the input recognized by the learning model. This percentage is a prediction
and may fail depending on the model.

When the model is fully trained the tool shows details about the training of the
model. Table 1 shows the accuracy for each product class where all the inputs, except
for banana, show a perfect accuracy of 1 for each of the seven samples. In the case of
banana it shows an accuracy of 0.86 or 86%.

Similar to the previous table but in greater detail, there is a confusion matrix of the
model, shown in Fig. 4, where the Y axis corresponds to each of the products, the X
axis corresponds to what the model predicts after training and the number indicates the
number of times that the product on the Y axis is predicted with respect to the one on
the X axis. For example, in the case of avocado, it is predicted in all 7 samples as an
avocado and 0 times as the rest of the inputs. In the case of the banana, it is confused 1
time with the avocado, it is predicted 6 times as banana and for the rest of inputs it is
predicted 0.The higher the number of the matrix, the higher the accuracy of the object.
The banana has an accuracy of 86%, this is due to the fact that one of the samples taken
(photographs) the model confuses it with an avocado. The confusion occurs because the
image has more resemblance to those found within the avocado group, than to those
found within the banana group. These inputs have no resemblance to each other, neither
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Fig. 3. Application interface for adding product using the camera.

Table 1. Detection accuracy for each product class.

Class Accuracy Number of samples

Avocado 1.00 7

Apple 1.00 7

Orange 1.00 7

Potato 1.00 7

Banana 0.86 7

Tomato 1.00 7

in shape nor in color. This type of confusion usually occurs when there is “noise” in the
sample. Such noise can be the background of the image, what is behind the fruit when
the camera captures the image.

Finally, the accuracy of the model is shown. It is the percentage of correct classifica-
tions during learning. It consists of a division of classified samples by the total number
of samples. In the graph shown in Fig. 5, we can see the correctly classified samples as
the lower line shown very close to 1.0 (0.98 approximately), and the total of samples
positioned in the 1.0, for this sample 100 epochs are handled. The accuracy is not perfect
due to the confusion in detecting the banana input as 86%which is reflected in this graph.
However, the system only fails 1 out of 7 banana samples out of a total of 45 per input
class. The division of the correctly classified samples by the total of 270 yields a result
very close to 1.0.
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Fig. 4. Learning model confusion matrix.

Fig. 5. Graph showing accuracy by time period.

3.2 Interaction with the Application

The user interaction with the application is given by means of components found in all
types of mobile applications, for example, buttons that when selected perform a certain
function, icons that when touched perform an action related to their drawing, such as
the camera icon that opens the camera. In the case of the interface to add product, the
camera of the device is used where the user receives the name of the product that is being
focused, presenting a situation in which both the person and the device recognize the



Mobile Application to Identify Non-perishable Products 217

same object. For the latter, the input being observed must be within its learning range,
otherwise the application will not detect it. Figure 6 shows that the application focuses
on an empty cup where there is a 68% certainty that it is an apple. The program will
always try to relate the image with the objects it can recognize.

Fig. 6. Application interface where the camera focuses on an empty cup.

The detection of inputs with the camera of the devices is considered ubiquitous
computing because by registering the product in the system without the user having to
interact with registration forms, the old user interface and interaction is replaced by a
mobile system that does it automatically, and by being able to detect food, the person
achieves greater integration with the device.

4 Results

The Teachable Machine API is used instead of the TensorFlow API because it makes
model development and deployment faster and easier to understand, although it has
disadvantages such as not having enough customization of model training but it works
for the purpose of showing its operation in this research work. With the learning model
implemented in the EInt application, a product will be registered using object detection.
The step-by-step process is shown below. First, in the main menu, select the option ‘My
pantry’, to see the interface where the registered inputs are located as shown in Fig. 7.

In the pantry interface there are some products registered in the traditional way (with
a form). To add a new product, select the floating ball, this will load the interface to
register a product shown in Fig. 8.
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Fig. 7. User interface of an order list.

Fig. 8. Interface to add an input in the application.

This interface presents a form where a product can be registered. After filling in
the fields and uploading an image from the device storage a new product is registered.
This can be done automatically by selecting the camera icon (located in the upper left
corner of the screen). In this example the new image recognition technology is handled,
therefore, the camera icon is selected to go to the input registration interface using
machine learning as shown in Fig. 9. The program shows a 100% prediction that the
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focused object is an apple. This percentage may drop if the object is not focused well or
if there is not enough illumination.

Fig. 9. Application camera interface where an apple is in focus.

When the camera is correctly focused on the input and the application recognizes the
object, the icon shown in the top bar of the application is selected to start its registration.
It is not necessary to select it when it is at 100%, it is sufficient that the product label
matches the image. Once this is done, the application will take a picture of the input,
register the product and display the registered inputs in the screen that was shown in
previous Fig. 7. Taking into consideration the user’s input list, it is possible to select
the new product that was added to display the details. Selecting the new “Apple” card
displays the product detail interface as shown in Fig. 10.

When registering products with the camera, only some information fields are auto-
completed: the name, a product unit (corresponds to one piece), and the product image,
however the description and price remain empty. There is the option of selecting the
floating sphere with a pencil icon to fill in the missing data. It is necessary to select the
floating sphere again for the changes to be saved. The product can be edited again at
any time the user needs it. It is planned in the future to increase the scope of the auto-
completion by displaying a brief description of the product and an approximation of its
price. Figure 11 shows as a second result an example where focusing on two objects
and one of them not being identified by the application, causes the detection accuracy
to decrease.



220 J. Sotelo et al.

Fig. 10. Product detail interface.

Fig. 11. Camera interface focusing on an orange and a salt shaker.
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Any object that obstructs the input that you want to register by the application will
cause conflict at the moment of detecting the image. The samemay occur if two different
fruits are used. A certain degree of user discipline is required to give the application a
chance to register inputs. In this case, even with the low accuracy, the fruit is detected
and therefore there would be no problem for the user to register it. The model is capable
of detecting multiple inputs at the same time but due to programming limitations, the
application is not specified what to do in case of multiple inputs. It is therefore necessary
to register each product separately.

5 Conclusions

We can see that machine learning and image recognition can help reduce the interaction
time with the computer by auto-completing forms that normally require us to fill them
out with the keyboard or search the device’s storage for the requested file as was the
case with the product image. Computer interaction was not eliminated, but replaced by
another form of interaction that requires us to spend less time.

Beyond autofill forms, other possible uses for this technology is to generate errand
lists, if the camera is focused on each of the products in the refrigerator, the application
could recognize which products are needed to complete the errand.

The research showed a way to record fruit and vegetables using camera and image
recognition techniques. There are plans to improve the prediction model so that it can
detect other types of inputs as well as the state they are in, for example, if they are
ripe, unripe, rotten, etc. In addition, we are looking to expand the type of products to
be detected, not only to fruits but also to beverages, canned food, among other types of
food. When this happens, there will be a new limitation, the user’s storage space. The
application currently has an approximate weight of 70 megabytes, before implementing
the learning model its weight was around 20 mb. The artificial intelligence feature
made the application increase its storage requirement by more than double, however
much of this weight corresponds to the image recognition code and the camera and
tensorflow libraries. With 6 inputs as the product recognition limit, the model weighs
only 775 kilobytes. Even with this light file, if it is contemplated to expand it using
massive data, it will be necessary to look for solutions in the cloud to perform the
storage and image processing work, because the larger the model, the greater the CPU
and GPU resource required. Future work is planned to make the application useful in
areas of E-Commerce, as currently businesses and food distribution markets do not
handle recognition technologies to verify the integrity or storage of their products.

In addition, it is planned in the future to work with other computing techniques
such as neural networks, extreme learning, pattern recognition, etc. The EInt project
originally seeks to develop an intelligent device that can be embedded in a refrigerator
and through a connection to temperature sensors, cameras, etc. allow to keep track of
household supplies. The camera that will be linked to this device will perform the same
function presented in the results, with the difference that this camera will be inside the
refrigerator and the registration of the product will be automatic, without any interaction
with the user.
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Abstract. Several technological tools have been developed to aid neu-
rologists in accurately diagnosing epilepsy, which is among the diseases
commonly addressed in neurological clinics. In real-life conditions, the
recording of surface or depth electroencephalogram (EEG) is always dis-
rupted by artifacts, making it difficult to analyze critical and interic-
tal paroxysmal events (IPE) or spikes of short durations. Artifact syn-
chronizations are commonly observed, which can lead to medical inter-
pretation errors. Often, data analysis is limited to visual inspection of
EEG tracings, which does not always enable the identification of certain
epilepsy events. Therefore, it is necessary to reduce or even eliminate
noise for better data processing. Given the structure of EEG signals,
we will study filters that allow us to highlight transient events. In this
paper, We suggest utilizing the Singular Spectrum Analysis (SSA) fil-
ter for improved detection of spikes within EEG signals. Before choos-
ing the SSA filter, a comparison with other filters such as high-pass,
and Kalman filters was conducted. SSA filter is paired with the frac-
tal dimension (FD) detector for automated spike detection. FD is based
spike detection method using adaptive threshold.

Keywords: Epilepsy · EEG · Singular Spectrum Analysis · Filter ·
Spike detection

1 Introduction

Epilepsy is defined by the abnormal and excessive firing of neuronal populations,
ranging in significance [1]. Electroencephalogram (EEG) allows doctors to bet-
ter diagnose diseases. During EEG data acquisition, various noises of different
origins can be added to the signal. The goal of this study is to identify a filter
that is well-suited for processing EEG signals. There is a wide range of filters
available. By evaluating the input and output signal-to-noise ratio, we assess
the filters’ performance to select the most suitable option for processing EEG
signals. The SSA filter has shown the best performance. It relies mainly on the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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singular value decomposition of the input data. The versatility of the SSA filter
has been well-established as an effective approach for data analysis [2,3].

Within this manuscript, we put forth the utilization of the SSA filter to
assist detection methods in better identifying spikes that are challenging to spot
through simple visual inspection of electroencephalographic data. To illustrate
the performance of the SSA filter, we have chosen the FD method to detect
spikes.

After the introduction, Sect. 2 studies the SSA filter. In Sect. 3, we present the
spike detection based on fractal dimension. The Sect. 4 focuses on comparing the
performance of different filters applied to EEG signals. Section 5 examines and
analyzes the results obtained from real data recorded from patients diagnosed
with drug-resistant epilepsy in the temporal lobe. The final section provides the
conclusion of the paper.

2 Study of the SSA Filter

2.1 Singular Value Decomposition

The Singular Value Decomposition (SVD) encompasses several scientific fields.
It fills the gaps of the Eigenvalue Decomposition, which only applies to certain
square matrices [4].

As a result, the Singular Value Decomposition applies to all matrices without
restriction. It also allows for generalization of diagonalization in the case of
rectangular matrices.

For a matrix A of size m x n, there exist two square orthogonal matrices U
and V of respective sizes m x m and n x n such that:

A = U
∑

V T (1)

where
∑

is a diagonal matrix of size m x n with real and positive coefficients
and V T represents transposed matrix [5].

This matrix contains the elements σ1, σ2, ... , σk called singular values of A,
such that : σ1 ≥ σ2 ≥, ... , ≥ σk ≥ 0 where k = minimum{m,n}.

Furthermore, the right and left singular vectors of matrix A are respectively
the first k columns of U = (u1, u2, ..., um) and V = (v1, v2, ..., vn).

The matrix
∑

(Eq. 1) can have different structures.
Case 1: k = m (m < n), we obtain the following structure:

∑
= (

∑
k, 0) (2)

where
∑

k represents a diagonal matrix comprising the singular values [4].
Indeed, we can simplify the expression of the decomposition of matrix A (Eq. 1)
as follows:

A = U(
∑

k, 0)
(

V T
1

V T
2

)
(3)
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The block V T
2 is multiplied by 0, which allows us to obtain the following relation:

A = U
∑

kV
T
1 (4)

where U and
∑

k are square matrices of size m x m. The size of the matrix V T
1

is equal to m x n.
Case 2: k = n (n < m), we have the following structure:

∑
=

(∑
k

0

)
(5)

For this case, we also obtain a simplified expression of A.

A = (U1, U2)
(∑

k

0

)
V T (6)

For this expression, the block U2 is also multiplied by 0, resulting in the reduced
expression of matrix A.

A = U1

∑
kV

T (7)

where
∑

k and V are square matrices of size n x n. The size of the matrix U1 is
equal to m x n.

The Eqs. (4) and (7) are called the reduced singular value decomposition of
matrix A. This reduced form is highly important in practice. It is also interesting
to transform these reduced equations into a sum of rank-1 matrices. The Eqs. (4)
and (7) then become [4]:

A =
k∑

i=1

σiuiv
T
i (8)

Case 3: The matrix A is square (m = n), and all the other matrices in
the decomposition are also square.

Furthermore, the theoretical determination of singular values and associated
singular vectors seems to be very difficult. Therefore, we resort to solving eigen-
value and eigenvector problems of the matrices AAT and ATA.

Let A be a matrix of size m × n with m > n. By multiplying both sides of
Eq. (1) by AT , we obtain the following equation:

AAT = V
∑

TUTU
∑

V T (9)

Since the matrix U is orthogonal, UTU = I (I being the identity matrix). We
then obtain the following equation:

AAT = V
∑

2V T (10)

The matrix AT A is a square matrix of size n x n. Therefore, it is diago-
nalizable in an orthonormal basis of eigenvectors. Its eigenvalue decomposition
is:

AAT = V
∏

V T (11)
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where
∑

2 =
∏

Thus, the singular values of matrix A represent the square root of the eigen-
values λi (σi =

√
λi). Finally, the pair (

∏
, V ) represents the eigenvalue decom-

position of the matrix ATA.
Similarly, the pair (

∏
, U) represents the eigenvalue decomposition of the

matrix AAT .
Therefore, we can note that the diagonalizations of ATA and AAT determine

the singular vectors V and U, respectively.
Moreover, the Singular Spectrum Analysis (SSA) filter is primarily delineated

through two sequential steps, each accompanied by its respective mathematical
equations. In the initial step, the data undergoes decomposition, followed by the
subsequent step of reconstructing the original data. The reconstituted segment
(devoid of noise) is then employed for forecasting new data points within the
signal.

2.2 Decomposition Step of the SSA Filter

This stage encompasses two fundamental components: embedding and singular
value decomposition. In the embedding step, the time series s representing the
EEG signal is mapped into k delayed vectors of size l [6].

Xi =
[
Zi−1, Zi, . . . , Zi+l−2

]T (12)

1 ≤ i ≤ k with k = r − l + 1, l represents the window width (1 ≤ l ≤ r). The
suitable window size is contingent upon the specific application and the existing
understanding of the signals being analyzed. The trajectory matrix of the series
s is constructed by inserting each Xi into the ith column of an l x k matrix.

X =
[
x1, x2, . . . , xk

]
=

⎡

⎢⎢⎢⎢⎢⎣

Z0 Z1 Z2 . . . Zk−1

Z1 Z2 Z3 . . . Zk

Z2 Z3 Z4 . . . Zk+1

...
...

...
. . .

...
Zl−1 Zl Zl+1 . . . Zr−1

⎤

⎥⎥⎥⎥⎥⎦
(13)

It should be noted that the trajectory matrix takes the form of a Hankel matrix,
implying that the elements along its diagonals adhere to a specific pattern i+j =
constant.

Certainly, the Singular Value Decomposition (SVD) of the trajectory matrix
is calculated and expressed as the summation of elementary bi-orthogonal rank
- 1 matrices. Considering the eigenvalues and corresponding eigenvectors of Z =
XXT as λ1, λ2, . . . , λl and e1, e2, . . . , el respectively.

If Vi = XT ei/
√

λi, then the SVD of the trajectory matrix can be written as:

X = X1 + X2 + . . . + Xd (14)

where d = argmaxi(λi > 0) and Xi =
√

λieiV
T
i . The ith triplet of the SVD

decomposition consists of Vi, ei, and λi. The projection of the time series onto the
direction of each vector gives the corresponding temporal principal component.
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2.3 Reconstruction Step of the SSA Filter

This part consists of two steps: grouping and diagonal averaging.

– Mean Grouping: This step divides the set of indices {1, 2, ..., d} into m
disjoint sets I1, I2, . . . , Im. For each group Ij = {ij1, ij2, . . . , ijp}, we have
XI j = {Xj1,Xj2, ...,Xjp}. The grouping of triplets with the expansion of all
matrices XI j is determined by the following relation:

X = XI1 + XI2 + . . . + XId (15)

There exists no universal guideline for grouping. The grouping criterion is
contingent upon the unique nature of the problem and the relative influence
of signals and noise within each specific application.

– Diagonal Averaging: In the final step of the analysis, each group is trans-
formed into a series of length r. For a matrix Y of size l x k, the qth element
of the time series gq is calculated by taking the average of the elements of
the matrix above the diagonal i + j = q + 2, where i and j are the row and
column indices of Y , respectively [7].

3 Spike Detection Based on Fractal Dimension

We employ the Katz algorithm to compute the fractal dimension in this research
paper [8].

3.1 Katz Algorithm

The algorithm proposed by Katz [9] for calculating the fractal dimension is some-
what slower in computation compared to other methods. However, it presents
the benefit of being directly derived from the waveform, thereby obviating the
need for a preliminary binary sequence generation in the preprocessing stage.
The fractal dimension (FD) of the curve can be formulated using the subsequent
equation:

D =
log10(L)
log10(d)

(16)

Let L stand for the overall curve length or the cumulative sum of distances
between consecutive points. The symbol d represents the estimated diameter,
which corresponds to the distance between the initial point in the time series and
the point with the greatest separation. The formula for calculating d is given
by:

d = max(distance(1, i)) (17)

In Katz’s method, the determination of the fractal dimension (FD) relies on
evaluating the distances between each individual point within the sequence and
the initial point. The point “i” is chosen such that it maximizes its distance
from the initial point. However, the FD can be affected by the choice of units
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of measurement. If different units are used, the resulting fractal dimension may
vary.

To address this issue, the Katz method introduces a common unit of measure
called the average level or distance between consecutive points, denoted as “a”.
This allows for distance normalization. The expression for distance normalization
in the Katz method is as follows:

D =
log10(L/a)
log10(d/a)

(18)

By defining n as size of the steps in the time series or the number of the stages
of the curve, then n = L/a, we obtain:

D =
log10(n)

log10(d/L) + log10(n)
(19)

where, Eq. (19) gives us the Katz approach to calculate fractal dimension.

3.2 Flexible Spike Detection Utilizing Fractal Dimension

Within this spike detection technique, a pair of sliding windows is employed to
scrutinize the signal. For each of these windows, the Fractal Dimension (FD) is
computed utilizing the Katz algorithm, facilitating the identification of signifi-
cant signal points.

The variations of the FD are calculated by:

Gt = |FDt+1 − FDt| (20)

With t = 1, 2, . . . , L − 1. In this case, the adaptive threshold is characterized
as the median value within the distribution. Instances where the peak values
of parameter G surpass this threshold are designated as the localization points
for spikes within the EEG signal. Figure 1 presents the stages of adaptive spike
detection. For the sake of simplicity, a parametric approach is embraced. As

Fig. 1. Blocks of adaptive spikes detection using fractal dimension
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noise follows a stochastic process, the output of the diagram similarly adheres to
a random process (Fig 1), characterized by a median value of μ and a standard
deviation of σ. Hence, the threshold can be approximated using the subsequent
equation:

T = μ + pσ (21)

where T represents the adaptive detection threshold for identifying spike pres-
ence, and the multiplier p is contingent upon Pfa (probability of false alarm)
[10].

4 Experimental Comparison of Filters

In this section, we showcase the real-world outcomes of the filters.
To achieve this, we manipulate the signal-to-noise ratio by introducing addi-

tive white Gaussian noise (AWGN). To emulate the impact of amplifier noise in
EEG signals, we assess the filters’ efficacy in a quantitative manner by computing
the signal-to-noise ratio at the filters’ output. This computation is accomplished
using the following formula:

SNROutput(dB) =
∑

i (x(i))2∑
i (xd(i) − x(i))2

(22)

where x and xd represent, respectively, the original (unnoisy) signal and the
denoised signal (the output of the filter).

The SSA filter, like many filters, plays a crucial role in the processing of non-
stationary signals (such as EEG signals). Numerous parameters necessitate
meticulous adjustment through an extensive array of trials. The filtering pro-
cedure for a specific signal is particularly responsive to the careful selection of
these parameters. When the window length (K) and the embedding component
(J) are chosen to be too large, some important information from the original sig-
nal is eliminated by the filter. On the other hand, if K and J are too small, the
filter may not sufficiently attenuate the interfering noise. Therefore, we should
strive to find a compromise between these two limits. The quantity of chosen
eigenvectors is contingent upon the intricacy of the intended component. For
simulating this filter, the following configurations were employed: K = 20 and
J = 2.

We also vary the signal-to-noise ratio (SNR) at the input of the filter. This
allows us to plot the output SNR curve as a function of the input SNR.

The signal obtained at the output of the SSA filter in Fig. 2 shows that the
spikes are visible after filtering. This demonstrates that the events (IPE) to
be detected are preserved after filtering. Therefore, the filter has the ability to
eliminate noise without altering the useful information (IPE).

We have plotted (see Fig. 3) the curve of the output SNR (dB) to evaluate
the applicability of the studied filters for highly noisy EEG signals.
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Fig. 2. SSA Filter with SNR = −30dB

Fig. 3. Comparing SNR of High Pass, Kalman, and SSA filters
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The cutoff frequency used for the high-pass filter is 5 Hz. This value was cho-
sen based on the frequency content of the rhythms present in the EEG [11]. The
model function used is Chebyshev. Figure 4 (see Fig. 3) demonstrates instability
in the system for negative values of the input Signal-to-Noise Ratio (SNR). This
indicates that the high-pass filter is ineffective in handling heavily noisy EEG
signals.

For the Kalman filter, Fig. 3 (see Fig. 3) demonstrates that the output Signal-
to-Noise Ratio (SNR) values gradually and significantly increase based on the
input SNR values within the range of [−50dB,−10dB]. From -10 dB onwards,
the output SNR values remain constant. Therefore, the Kalman filter preserves
the morphology of the spikes for SNR ≥ −10 dB.

For the range [−50dB,−30dB], the output Signal-to-Noise Ratio (SNR) val-
ues of the SSA filter progressively increase. This filter exhibits variation within
this range as it modifies the EPICs of the EEG signal. From the −30dB value
onwards, the curve shows that the output SNR becomes constant. Moreover,
SSA is a versatile and data-responsive technique that can be tailored to accom-
modate the characteristics of the data. This demonstrates the robustness of this
filter against noisy signals. Therefore, the filter will be applied before using the
proposed detection method.

5 Effective Detection of Spikes

Figure 4 depicts the simulation blocks for the detection of spikes within an EEG
signal. We apply the SSA filter prior to using the fractal dimension detector. In
this part, the tests are performed on multiple signals of different morphologies.
These signals are extracted from the recording of EEG signals from two patients
(P1 and P2) suffering from pharmacoresistant temporal lobe epilepsy [12].

Fig. 4. Block for spikes detection with SSA filter

To evaluate the performance of this detector, we use several indices. By
definition, false alarms or false negative (FN) indicate the portions detected
as spikes when they are not actual epileptic events. As for true positve (TP)
detections, they inform us about the correctly detected spikes. Finally, missed
detections (MD) represent the spikes that were not found by the detector.

– The false alarm rate (FA) is calculated as follows [13]:

RateFN =
FA

TP + FN
(23)
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– Sensitivity, also known as the true positive rate, measures the detector’s capa-
bility to identify and detect spikes accurately.

RateTP =
TP

TP + MD
(24)

– Selectivity quantifies the detector’s capacity to discriminate and reject false
alarms.

Selectivity =
TP

TP + FN
= 1 − RateFN (25)

Likewise, a detection algorithm necessitates an additional metric known as the
detection delay (DD). It represents the temporal difference between the actual
onset of the spike in terms of electrical activity (in the EEG, not at the clinical
level) and the moment at which it is detected.

DD = |tspike − talgo| (26)

With tpointe representing the actual onset time of the spike and talgo represent-
ing the time provided by the detection algorithm, this performance indicator is
calculated for each spike and evaluates the algorithm’s ability to rapidly detect
a spike.

Taking into account these performance indicators, we will plot Receiver Oper-
ating Characteristic (ROC) curves.

Figure 5 portrays a depiction of identified spikes (shown in blue and green,
representing the EEG signal and the instances of spike detection, respectively)
utilizing the FD method in conjunction with the SSA filter.

The FD method with the SSA filter applied to both databases demonstrates
good sensitivity and yields a lower false alarm rate.

Based on the test results with the SSA and Kalman filters, we plotted the
performance indicators of the detector as points in the ROC space (see Fig. 6
and Fig. 7). We observed that there are points that are close to the ideal point.
We also noticed that the FD method with the SSA filter yields good results for
sensitivity and selectivity.

Table 1. Average performance of detection (FD) with SSA filter (P1 data)

Parameters −30 dB −10 dB 0 dB 20 dB 40 dB 60 dB

sensitivity (%) 90 97 99 100 100 100

FA (%) 2 5 7 23 11 8

selectivity (%) 98 95 93 77 89 92

In Tables 1, 2, 3 and 4, we depict the average performance indicators of
the FD method using SSA and Kalman filters. The indicators are computed for
various signal-to-noise ratio (SNR) values.
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Fig. 5. IPE detected using adaptive FD (Color figure online)

Table 2. Average performance of detection (FD) with Kalman filter (P1 data).

Parameters −30 dB −10 dB 0 dB 20 dB 40 dB 60 dB

sensitivity (%) 85 92 96 100 100 100

FA (%) 7 11 17 43 28 23

selectivity (%) 93 89 83 57 72 77

Table 3. Average performance of detection (FD) with SSA filter (P2 data)

Parameters −30 dB −10 dB 0 dB 20 dB 40 dB 60 dB

sensitivity (%) 94 99 100 100 100 100

FA (%) 1 4 22 15 11 6

selectivity (%) 99 96 78 85 89 94

Table 4. Average performance of detection (FD) with Kalman filter (P2 data).

Parameters −30 dB −10 dB 0 dB 20 dB 40 dB 60 dB

sensitivity (%) 89 97 100 100 100 100

FA (%) 4 11 56 37 21 17

selectivity (%) 96 89 44 63 79 83
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The FD method with the Kalman filter exhibits good sensitivity; however,
the detection is accompanied by a significant false alarm rate. On the other
hand, FD with SSA yields similar sensitivities but a lower false alarm rate. Both
approaches yield satisfactory results in terms of sensitivity and selectivity for
positive SNR values.

Fig. 6. Performance curves of FD with P1 data

Consequently, in Database P2, the pinnacle achievement is demonstrated
with a sensitivity of 100% and selectivity of 98%. When considering all databases,
the median values for sensitivity and selectivity stand at 99% and 90%, respec-
tively, according to the conducted evaluations. Furthermore, the processing time
for one-hour signal durations is approximately 6 s, showcasing impressive effi-
ciency as it facilitates the detection of numerous spikes within this time frame.

Therefore, the performance curves indicate that the proposed detectors yield
favorable outcomes in sensitivity and selectivity, regardless of the noise level
present in the signal.

All simulations were carried out on a DELL Intel(R) Core(TM) i5-6300U
CPU @ 2.40 GHz 2.50 GHz with 8 GB of RAM. Additionally, all suggested solu-
tions were implemented within the Matlab and Python environments.
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Fig. 7. Performance curves of FD with P2 data

6 Conclusion

To avoid misinterpretation of spikes, it is necessary to apply filtering methods
to reduce or eliminate artifacts present in EEG signals during their acquisition.
The tests on the filters in relation to the Signal-to-Noise Ratio (SNR) have
shown that the SSA filter alters the useful information in EEG signals to a
lesser extent. The high-pass filter exhibits weaknesses for highly noisy signals.
It is unable to separate the noise from the event (spike) without distorting the
signal. This filter modifies the morphology of the spikes by removing artifacts for
highly noisy signals. The Kalman and SSA filters were chosen to be combined
with the proposed detector. The results have shown that the FD detector with
the SSA filter provides the best performance in terms of sensitivity, selectivity,
and execution time.
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Abstract. Mango is a lucrative fruit produced in tropical and sub-tropical areas.
It is the third most traded tropical fruit after pineapple and avocado in the inter-
national market. In Senegal, the average production of mango fruits between the
2015–2016 and 2021–2022 seasons is 126,551 tons.Mango fruit is also leading the
fruit exportation of the country. For example, in the 2017–2018 season, the quantity
of mangoes exported was estimated at 17.5% of the country’s fruit production,
ahead of melon (13.4%) and watermelon (11.6%). There are, therefore several
pests and diseases that reduce both the quantity and quality of mango production
in the country. Several solutions based onConvolutional Neural Networks (CNNs)
are proposed by researchers during the last years to automatically diagnose these
pests and diseases. But the main limitation of these solutions is the lack of data
since CNNs are data-intensive. Due to climatic variations from one geographical
area to another, these solutions can only be adapted to certain areas.We propose in
this work a mango fruit diseases dataset of 862 images collected from an orchard
located in Senegal. Two combinations of data augmentation techniques, namely
“Flip_Contrast_AffineTransformation” and “Flip_Zoom_AffineTransformation”
are used to generate respectively two datasets: Dataset1 and Dataset2 of 37,432
images each one. Eight CNNs, including seven well-known ones and a pro-
posed light weight Convolutional Neural Network (LCNN), are applied to both
datasets to detect and identify the treated diseases. Results show that on Dataset1,
DenseNet121 and ResNet50 give the best accuracy and F1_score both equal to
98.20%, on Dataset2, InceptionV3 and MobileNetV2 achieve both the best accu-
racy and F1_score of 98.20%. The proposed LCNN also achieved excellent results
(accuracy: 95.25% and F1_score: 95.20%) on dataset1. Due to its light weight, it
is therefore deployed in an offline Android mobile application to help users detect
mango diseases from captured images.
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1 Introduction

Mango, known by its scientific name Magnifera Indica L., is a tropical and subtropical
tree. The regions where it is most cultivated are the following: Asia, Latin America,
and Africa. In terms of quantity exported in the international market, after pineapple
and avocado, mango was the third most traded fruit [1]. In Senegal, mango production
represents a significant part of fruit production. For example, in 2022, it accounted for
43.80% of fruit production valued at 277,400 tons. Between the 2015–2016 and 2021–
2022 seasons, mango production in Senegal has seen a rollercoaster ride with an average
of 126,551 tons with an annual variation of−1.1% [2]. Fruit exports of Senegal are also
mainly dominated bymango. During the 2017–2018 season, for example, the quantity of
mango exportedwas estimated at 21,297 tons, or 17.5% of the country’s fruit production.
After mango, come melon (13.4%) and watermelon (11.6%) [3].

However, mango production suffers from huge losses due to pests and diseases.
These problems reduce not only the quantity but also the quality of mango production. In
Africa, these issues are exacerbated by poverty and the lack of infrastructure, especially
in the most remote areas. Therefore, identification of these diseases is relatively costly
for farmers and time consuming.

In the last decade, thanks to the advances noted in the field of Artificial Intelli-
gence (AI), especially in Deep Learning (DL), several solutions have been proposed by
researchers for the automatic diagnosis of mango diseases.

However, the principal limit of these proposed solutions is the lack of data. DL
algorithms are very data-intensive and it is the quantity and quality of the data, and not
the mathematical modulization, that mostly influences the performance of DL models
[1, 4]. One of the keys to the successful use of DL is having a good dataset to begin with.
It is important, however, to note that, regarding crop diseases, characteristics may vary
from one geographical area to another due to climatic variations. Therefore, the already
proposed solutions are only suitable for certain geographical areas.

Wepropose in this paper, to the best of our knowledge, thefirst ready-to-use, standard,
and publicly available dataset of mango fruits from Africa. Images are collected from a
mango orchard located in Senegal, one of the top mango producers in west Africa. The
dataset contains 862 images of four mango diseases namely Alternaria, Anthracnose,
Aspergillus and Lasiodiplodia. An additional category in the dataset is healthy fruits.

The specific contributions of this paper include:

• Applying the top two combinations of data augmentation techniques such
as “Flip_Contrast_AffineTransformation” and “Flip_Zoom_AffineTransformation”
proposed in our paper [1] to generate two augmented datasets.

• A comparative analysis of eight convolutional neural networks (CNNs), namely
VGG16, DenseNet121, MobileNetV2, NASMobileNet, ResNet50, InceptionV3,
EfficientNetV2B1 and a proposed LCNN, based on their performances on disease
classification.

• Developing an offline mobile application that can detect mango diseases using
captured images.

The remainder of the paper is organized as follows: Sect. 2 deals with related works,
Sect. 3 deals with data acquisition, combinations of data augmentation techniques used
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and implementation details of the CNNs used, Sect. 4 presents and discusses the results
of the CNN models. The final section concludes the paper and announces the future
work of authors.

2 Related Works

This section is divided into two subsections. The first deals with proposed solutions
based on mango leaf image datasets and the second is related to solutions based on
mango fruit image datasets.

2.1 DL Solutions Based on Mango Leaf Image Dataset

During the last five years, researchers have proposed several solutions based on DL,
especially CNNs to identify mango leaf diseases.

For example, Gulavnai and al. [5] used a mango leaf dataset of 8853 images and
a ResNet-CNNs (ResNet18, ResNet34 and ResNet50) and the Transfer Learning tech-
nique for an automatic detection and identification of four mango leaf diseases named,
powdery mildew, anthracnose, golmich and red rust Results show that ResNet50 gives
best accuracy (91.50%). Authors of [6] proposed a multilayer convolutional neural net-
work (MCNN) to classify mango healthy leafs and affected ones by anthracnose disease.
They used a datatset of 2200 images including 1070 images captured in the real-time
environment in India and 1130 images taken from the PlantVillage dataset. In [7], Pham
et al. developped a self-collected dataset of 450 mango leaf images and a Feed-Forward
Neural Network (FFNN) with Hybrid Metaheuristic Feature Selection (HMFS) to clas-
sifier three mango diseases namedGallMidge, Anthracnose and PowderyMildew. Their
model achieved an accuracy of 89,41% more than comparative CNN such as AlexNet
(78.64%), VGG1 (79.92%) and ResNet (84.88%). Saleem and al. in [8], used a self-
collected dataset containing at first 2220 diseased mango leaves and 8880 images at end,
after performing data augmentation techniques such as rotation, flipping and transfor-
mation. This dataset is used with a Fully-convolutional-network (FrCNnet) model for
the segmentation of the diseased part of the mango leaf. Diseases treated are Blossom
Blight, Anthracnose, and Apical Necrosis. The segmentation accuracy of their model is
99.2% with a false negative rate (FNR) of 0.8%. Authors in [9] developed a lightweight
convolutional neural network (LCNN) and applied it on a dataset of mango leaf images
to classify diseased leaves. The proposed LCNN achieves an accuracy of 98%. In [10],
authors proposed a system based on Optimized Recurrent Neural Network (WO-RNN)
and a dataset of mango leaf images gathered from standard resources. The proposed
model achieves 96% accuracy and 93% F1-score in the mango leaf diseases classifica-
tion. In [4] Ahmed et al. proposed a standard and publicly available mango leaf dataset
named MangoLeafBD and including seven diseases (Anthracnose, Cutting Weevil, Die
Back, Powdery Mildew, Gall Midge, Bacterial Canker, and Sooty Mould). They add a
final category namely Heathy to their datatset. Leaf images are captured using mobile
phone camera. After rotation and zooming operations, the dataset contains finally 4000
images including 500 per category.
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2.2 DL Solutions Based on Mango Fruit Image Dataset

There are few DL solutions based on fruit images reported in the literature. Recently,
three solutions have been proposed. For example, in [11], authors developed a dataset
of 438 mango fruit images divided into 2 classes namely Anthracnose and Healthy.
They applied AlexNet CNN model on this dataset for the detection of mangoes infected
with anthracnose. The proposed system can isolate diseased mangoes with an accu-
racy more than 70%. Kusrini1et al. in [12] compared the performances of five CNNs
namely VGG16, ResNet50, InceptionResNet-V2, Inception-V3, and DenseNet on a
self-collected mango fruits dataset including 635 images divided into five pest classes
and a disease class. The goal is to identify pests and diseases on mango fruit. VGG16
model achieves the best performance with validation and testing accuracies of 89%
and 90%, respectively. Authors of [13] constructed a dataset of 20 classes including
31804 leaf and fruit images. 11 classes of the dataset include images of infected mango
leaves, 7 classes have photographs of infected mango fruit, 1 class of healthy leaf images
and 1 class of healthy fruit images. The dataset is gathered from several Internet sites
like Mendeley, Krishi Batayon, Flickr, Plantix, Google, etc. They tested several CNNs
(AlexNet, InceptionV3, Desnet169, VGG16 and MobileNetV2,) on their dataset and
finaly, DenseNet169 gives the best performance with accuracy, precision, recall, and
F1-scores of 97.81%, 97%, 96%, and 96%, respectively. This model is then deployed in
a mobile application to aid in the identification of mango diseases and the recommen-
dation of pesticides. Table 1 summarizes all the proposed solutions based on the paper
title, year of publication, data sources, data type, number of images in the dataset, CNNs
used, and performance obtained in the classification.

Table 1. Summary of proposed solutions using mango leaf or fruit images dataset

Paper Year Sources Diseases Data
Type

No of
Images

CNNs Results

[5] 2019 Real-time
environment

Powdery Mildew,
Anthracnose, Galmich and
Red Rust

Leaf
images

8 853 ResNet18, ResNet34
and ResNet50

Best
accuracy of
91.50% with
ResNet50

[6] 2019 Real-time
environment
and
PlantVillage
Dataset

Anthracnose Leaf
images

2 200 MCNN Accuracy of
97.13%

[7] 2020 Real-time
environment

Gall Midge, Anthracnose
and Powdery Mildew

Leaf
Images

450 FFNN with HMFS Accuracy of
89,41%

[8] 2021 Real-time
environment

Blossom Blight,
Anthracnose, and Apical
Necrosis

Leaf
Images

2 220 FrCNnet Accuracy of
99.2% with a
false
negativerate
(FNR) of
0.8%

(continued)
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Table 1. (continued)

Paper Year Sources Diseases Data
Type

No of
Images

CNNs Results

[9] 2023 * * Leaf
Images

* LCNN Accuracy of
98%

[10] 2023 Standard
resources
(Internet,
Pubic
Datasets)

* Leaf
Images

* WO-RNN Accuracy of
96% and
F1-score of
93%

[4] 2023 Real-time
environment

Anthracnose, Cutting
Weevil, Die Back,
Powdery Mildew, Gall
Midge, Bacterial Canker,
and Sooty Mould

Leaf
Images

1 800 ResNet50, CNN and
CNN-SVM

Best
Precision,
Recall and
F1_score are
91%, 90%
and 90%
respectively
with
CNN-SVM
model

[11] 2021 Real-time
environment

Anthracnose Fruit
Images

4 388 AlexNet Accuracy of
70%

[12] 2022 Real-time
environment

Capnodium_mangiferae,
cynopterus_titthaecheilus,
deanolis_albizonalis,
pseudaulacaspis_cockerelli
and
pseudococcus_longispinus

Fruit
Images

635 GG16, ResNet50,
InceptionResNet-V2,
Inception-V3, and
DenseNet

Best
accuracy of
89% with
VGG16

[13] 2023 Internet sites
like
Mendeley,
Krishi
Batayon,
Flickr,
Plantix,
Google, etc

Anthracnose, Bacterial
Canke, Black Ro, Fruit
Borer, Gall Midge, Giant
Mealybug, Coating Mite
Cutting Weevil Mealybug,
Mysterious Cracking,
Powdery Mildew, Red
Rust, Scab and Sooty Mold

Leaf
and
Fruit
images

31 804 AlexNet,
InceptionV3,
Desnet169, VGG16
and MobileNetV2

Bests
accuracy,
precision,
recall, and
F1-scores of
97.81%,
97%, 96%,
and 96%,
respectively
with
DenseNet169

3 Materials and Methods

3.1 Data Acquisition

MangoFruitDDS is a dataset gathered from an orchard located in Senegal, one of the
top mango producers in west African. This orchard (latitude = 14.7851140, longitude
=−17.0702470) is located more precisely in the Niayes area which is one of the largest
mango producing areas in the country. Fruit images are captured using mobile phone
camera with an initial size of 4160*3120. Images are then pre-processed by cropping,
resizing and background removing techniques. The final size of images is 224*224 in
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JPG format. Diseased mango fruit images captured are labelled by human experts. The
following images on the Fig. 1 illustrates the composition of the dataset.

The dataset contains 862 mango fruit images including 170 images for Alternaria,
132 for Anthracnose, 186 for Aspergillus, 166 for Lasidiplodia and 208 for Healthy
onces. All the steps realised in this work are represented in the Fig. 2. The dataset is
available on the Mendeley Data platform under the name “SenMangFruitDDS” [14].

Fig. 1. Dataset composition

3.2 Data Augmentation

In this paper, from the original dataset, we generated two augmented datasets
using the two best combinations of data augmentation techniques obtained in our
paper [1]. They allowed us to achieve very good performance in the classification
of four mango leaf diseases using a small initial dataset. These combinations are
Flip_Contrast_AffineTransformation and Flip_Zoom_AffineTransformation. Fig. 3
depicts their workflow.

Parameters used are following :

• Flip: images are horizontally and vertically flipped using flip parameter, respectively
1 and 0.

• Contrast-Brightness: for each image, two new images are generated using the
combination of contrast and brightness parameters {1.5; 3} and {2.5; 5}.

• Zoom: each image is zoomed in from the center two times using zoom parameters
1.5 and 3.

• Affine Transformation: it is performed using an input matrix (In_m) and an output
matrix (Out_m) of the same size 2 × 3. Input matrix is In_m = [(0, 0);( 223, 0);(0,
223)]. For each image, based on this input matrix, five images are generated using
output matrix:
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Out_m1: [(0, 0); (150, 0); (89, 223)]
Out_m2: [(0, 0); (67, 0); (89, 223)]
Out_m3: [(0, 0); (133, 0); (89, 223)]
Out_m4: [(0, 0); (133, 0); (198, 223)]
Out_m5: [(0, 0); (90, 0); (0, 200)]

Figure 4 shows an examplewhere both combinations have been applied. They are per-
formed in python using the Open Source Computer Vision Library (OpenCV). Two aug-
mented datasets of 37.432 images are generated after applying these twocombinations. In
the following sections, we call Datastet1 the one obtained by the Flip_Contrast_AffTrans
combination and Dataset2 the second obtained by Flip_Zoom_AffTrans.

Fig. 2. Workflow of the proposed work

3.3 Convolutional Neural Networks (CNNs)

A CNN is a Deep Learning model built up on essentially three types of layers: Con-
volutional layers, Pooling layers and Fully-connected or Dense layers. They have been
booming since the success of AlexNet in 2012 during the (ILSVRC) competition [15].
In the last five years, in the field of crop disease classification, researchers have proposed
several solutions based mainly on CNNs. The latest generation of CNNs has achieved
impressive results in image classification area and is considered as the leading method
for object classification in computer vision. CNNs differ by their depth (number of lay-
ers), number of units in layers, activation function, loss function and others adjustable
parameters like dropout rate, learning rat, batch size, number of epochs, etc.
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In this paper, seven well-known CNNs namely VGG16, ResNet50, DensNet121,
EfficientNetV2B1, MobileNetV2, NASMobileNet, InceptionV3 and a proposed LCNN
are applied to the datasets to know how well these models can leverage its.

The LCNN is based on VGG16 and composed of nine convolutional layers each
followed by a Rectified Linear Unit (ReLU), three maximum pooling layers each fol-
lowed by a Dropout. The Flatten layer is used to convert the features obtained from the
previous layers into a 1D array. It is followed by three Dense layers, the last of which
acts as an output layer with softmax activation. The Fig. 5 shows the implementation
details of the proposed LCNN.

All CNNs are implemented using the Tensorflow framework and its popular Keras
library. The models are trained on a server with 32 GB of RAM and NVIDIA GPU.

Fig. 3. Data augmentation workflow
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Fig. 4. Example of application of the two data augmentation techniques combinations on an
image

4 Results and Discussions

The initial dataset of 862 images is splitted as following: 80% (690 images) for training
and validation data and 20% for testing data (172 images). Augmentation techniques are
only applied on the training and validation data. Test data remains equal to 172 images.
Table 2 shows the distribution of Dataset1 and Dataset2 for training, validation and test
data. Training and testing the eight CNNs on both datasets produced very satisfactory
results in terms of accuracy and f1_score, as shown in Tables 3 and 4.
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Table 2. Dataset1 and Dataset2 distribution

Validation Test Total Training

Dataset1 29 808 7 452 172 37 432

Dataset2 29 808 7 452 172 37 432

Table 3. Training and testing results on Dataset1

Model Train Accuracy
(%)

Val Accuracy (%) Test Accuracy (%) F1_score (%)

DenseNet121 99.54 99.44 98.20 98.20

EfficientNetV2B1 99.54 99.08 93.41 93.42

InceptionV3 99.44 97.76 97.00 97.00

LCNN 98.86 97.11 95.25 95.20

MobileNetV2 99.3 99.06 97.60 97.60

NASMobileNet 99.47 95.21 93.41 93.41

ResNet50 98.10 98.00 98.20 98.20

Table 4. Training and testing results on Dataset2

Model Train Accuracy
(%)

Val Accuracy (%) Test Accuracy (%) F1_score (%)

DenseNet121 97.29 94.53 92.81 92.81

EfficientNetV2B1 99.46 99.24 88.62 88.54

InceptionV3 99.34 99.12 98.20 98.20

LCNN 96.03 93.25 89.35 89.35

MobileNetV2 99.22 97.82 98.20 98.20

NASMobileNet 99.43 96.04 94.01 94.01

ResNet50 97.84 98.38 88.62 88.62

Results show that on Dataset1, DenseNet121 and ResNet50 give the best accu-
racy and F1_score equal each to 98.20%. On Dataset2, InceptionV3 and MobileNetV2
achieve the best accuracy and F1_score of 98.20% each. But overall, CNNs perform
better on Dataset1. Figure 6 shows the training results of these CNNs on Dataset1 and
Dataset2 (Table 5).
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Table 5. Size comparison of CNNs

Model Train Accuracy (%)

DenseNet121 433

ResNet50 178

InceptionV3 314

MobileNetV2 159

ResNet50 178

Fig. 5. Architecture of the proposed LCNN

The proposedLCNNdid not perform aswell as thewell-knownCNNSs, but achieved
very good results on both datasets. The best results were obtained onDataset1 (accuracy:
95.25% and F1_score: 95.20%). What’s more, since it’s lighter than the best-performing
CNNs, i.e. it’s made up of 12 layers, unlike, for example, ResNet50, which is made up
of 50 layers, and denseNet121, which is made up of 121 layers. This LCNN is deployed
in a mobile applicaton we developped. The main function (see Fig. 7) of the mobile
application is to enable mango growers to automatically diagnose a disease without the
help of an expert. The mobile application allows users to diagnose a disease on an image
captured directly by the phone’s camera or saved in the gallery. The application is in
french langage and works without internet, so it can be used even in the most remote
areas or those without internet coverage.
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Fig. 6. Training results of CNNs on Datset1 and Dataset2
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Fig. 7. Mobile application screenshots

5 Conclusion and Future Works

An available and ready-to-use mango fruit diseases dataset made in Africa is presented
in this paper. Two combinations of data augmentation techniques are applied to the
proposed dataset to obtain two generated datasets named Dataset1 and Dataset2. Eight
CNNs, including seven well-known ones and a proposed LCNN, are applied to both
datasets to detect and identify the four treated diseases. Results show that on Dataset1,
DenseNet121 and ResNet50 give the best accuracy and F1_score both equal to 98.20%,
on Dataset2, InceptionV3 and MobileNetV2 achieve the best accuracy and F1_score of
98.20% each. The proposed LCNN also achieved excellent results (accuracy: 95.25%
and F1_score: 95.20%) on the Dataset1. It is therefore deployed in an Android offline
mobile application to help users detecting mango diseases using captured images.

Our future work will involve extending our dataset by adding mango fruit images
affected by others diseases or pests, such as fruit flies. We will improve the mobile
application by adding other useful functions for mango growers.
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Abstract. In the field of obstetric ultrasound, technological advances have taken
leaps and bounds since the beginning of the practice in the late 50’s. This discipline
requires academic development and sometimes even certifications, not only for
the correct use of the equipment, devices or artifacts by means of how these
ultrasound scans are performed, but also to be able to provide accurate results by
reading parameters to evaluate possible risk factors during the gestation process
of a patient. It is for this reason, and for the increasingly common integration of
Information Technologies in different branches of the medical sector, that we can
see a lack of implementation of efficient management systems to keep track of
the background and evolution of pregnancy on patients, and the respective fetus
health.

Keywords: Information Technologies ·Management System · Gynecology ·
Obstetrics · Pregnancy · Fetus Health

1 Introduction

Pregnancy is one of the most significant events when we refer to human life, since it is
in this period that the conditions and integrity of the next human being to be given birth
are defined. Fortunately, at present there are tools and specialized equipment to carry
out continuous monitoring regarding the evolution of the fetus, during the 3 trimesters
of the gestation period.

Sonography, better known as ultrasound, is the image representation of the rebound
of high-frequency sound waves, which allow visualization of the interior of the human
body, which allows a timely diagnosis of different types of diseases in various vital
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organs, as well as the study of pregnant women, which allow us to carry out timely
monitoring of the development of the fetus, throughout the entire gestation period.

The specialized equipment for performing ultrasounds also plays a very important
role, since the integrity of the results obtained from the evaluation of ultrasound images is
directly proportional to the quality of those images, which is defined taking into account
the technical specifications and characteristics of the equipment in use, as well as the
skill and experience of the sonographer who operates it.

Another important aspect is the health of the pregnant woman, as well as the medical
background in terms of clinical history, since during the gestation period, there are
medical conditions that could put the development of the fetus at risk, even causing its
death.

With the correct integration of information technologies resources, and organized
techniques, it is possible to enhance the results by means of ultrasound images and
patient medical history, having an organized and structured storage of all the data in a
management system, in order to optimize diagnosis times, since the software is in charge
of collecting information in an organized form, based on parameters already established
by the major medical organizations, in terms of Gynecology and Obstetrics.

By adding each evaluation of the pregnant patient and fetus health, and the respective
clinical history, we can build the necessary infrastructure to apply Artificial Intelligence
processes to obtain medical indicators of care and even predictions, taking into account
all the acquired data in terms of sonographic images which then can be processed using
deep learning techniques, and concurrent dataset information corresponding to other
patients with similar medical background conditions using data mining techniques.

2 Ultrasound History in Gynecology and Obtetrics

In the mid-50’s, the idea of using ultrasound in the field of Gynecology was introduced
at the hands of Obstetrician Ian Donald during his military service, who in collabora-
tion with engineer Tom Brown, and the incorporation of recently graduated industrial
designer, Dugald Cameron, took this idea of production for the elaboration of physical
prototypes, at the beginning of the 60’s, that would allow the visualization of the fetus in
pregnant women, during their early gestation period, mainly applying pelvic ultrasounds
using Full Bladder Technique [1].

During the 60’s, the first ultrasound equipment was manufactured, which they called
“Diasonograph” (see Fig. 1), which was quite large and weighed around 1 ton in its first
versions [1].

Soon the development of the new models was in the hands of the engineers who
were graduating at that time, from schools in different parts of the world, in parallel
with the emergence of new companies dedicated to the commercialization of ultrasound
equipment, and whose designs were each ever more ergonomic and versatile. It was in
this decade that different studies that could be performed were discovered, as well as
parameters andmeasurements thatwere available, using existing ultrasound technologies
and techniques [2].

It was not until 1975, when the first real-time ultrasound equipment was produced,
presented as a handle that could be easily manipulated, but which consisted of an inva-
sive technique, since the exploration route was intravaginal. The advantage that this
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equipment offered was the good image quality that was obtained, that taken into account
the epoch, it represented a significant advance [2].

During the following decades, in addition to progress in terms of ergonomics and
technical capabilities of ultrasound equipment, multiple contributions were made to the
development of techniques and applications that are currently used, which at the time
were presented as seminal papers, which ranged from fetal biometry, fetal anomalies,
fetal chromosome abnormalities, invasive procedures, ultrasound-guided therapeutic
procedures, doppler ultrasound, fetal activity, gynecological scanning, and reproductive
medicine [2].

Fig. 1. The first Diasonograph (1960) [1].

Thanks to the technological advances that occur every day, the technical quality of
the researchers, the effort of the experts in the field of gynecology and obstetrics, and the
interdisciplinary collaboration with information technologies, we currently have spe-
cialized equipment capable of acquiring 2D ultrasound images in real time, and through
advanced image processing techniques, projecting a 3D vision of the ROI (Region Of
Interest), although it is important to consider that this type of image requires greater
computational power, which tends to sacrifice the speed of real-time image acquisition.
As of today, researchers are still working on techniques and products to achieve 3D
imaging in real time, or as close as possible [3].
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3 Importance of Ultrasounds in Gynecology and Obstetrics

Within the medical sector, the specialties of Gynecology and Obstetrics play a very
important role in the existence of the human being, since it is through these disciplines
that various studies are carried out regarding the diagnosis of diseases, reproductive
health and adverse conditions, as well as the monitoring and evaluation of pregnancy,
through the use of ultrasound equipment, essential technology to the point of not being
able to conceive the practice of both disciplines without it [4].

The practice of Ultrasounds, thanks to the ability to provide the specialist with sono-
graphic images using high-frequency sound waves, has become the preferred method for
the study and evaluation of fetal development in pregnant women, throughout the ges-
tation period. [5]. This period comprises 3 trimesters, between which, periodic reviews
must be carried out to assess different parameters and detect risk factors that may
endanger the integrity of the fetus.

Since the creation of the first ultrasound equipment for visualizing fetuses inside
a woman’s uterus, new methods and techniques have been implemented that offer us
increasingly better ultrasound images, and even visual representations in real time, for the
study and evaluation of different focus points that are of great importance to determine the
state in which the product is, and that allows the early detection of abnormal conditions
for monitoring and timely treatment, even having the opportunity to correct some of
them thanks to recent advances in the area of fetal surgery [6].

Unlike the first ultrasound equipment used in gynecological/obstetric examinations,
where only flat black and white images were obtained [1], and with the constant devel-
opment by engineers who have been involved in the progress of this technology, new
methods and techniques have been emerging in the use of sound waves, which improve
the visual extraction capacity, from the static to the dynamic, and which in turn have
allowed their application for the study and examination of different points of reference
in the fetus, for the identification and evaluation of its correct development [4].

Among the main aspects that define the importance of ultrasound practice for the
evaluation of the development of the fetus in pregnant women, are anoxia, prematurity
and congenital defects, since they correspond to the major causes of perinatal and infant
mortality, aswell as such as growth retardation during the end of pregnancy, this being the
reason why the care protocol during pregnancy includes performing at least 3 ultrasound
explorations, one for each trimester of pregnancy, in addition to establishing that all
fetuses should be explored as if it were high risk [7].

4 Pregnancy Main Diagnosis Parameters For Fetuses Via
Ultrasound Practice, As Well As For The Patient Via Medical
History

Aspreviouslymentioned, the protocol establishes the application of at least 3 ultrasounds
during the entire gestation period, which corresponds to one exploration in each of the
trimesters. The periods for performing these ultrasounds are established below [7]:

• First Quarter Exploration: Week 11 – 13.6 (Preferably Week 12)



Management System for Pregnancy Evolution Tracking 255

• Second Quarter Exploration: Week 20 – 22 (Preferably Week 21)
• Third Quarter Exploration: Week 37 + 1 for low risk pregnancies and Week 28 + 1,

32 + 1 and 37 + 1 serially for Growth Retardation high risk cases

Each of those explorations require the diagnosis and interpretation of parameters
that indicate the health of the patient, as well as the fetus health [7, 8].

4.1 First Quarter Exploration Parameters

Fetus parameters that can be evaluated, to obtain the first quarter ultrasound basic image
set (see Fig. 2):

• Fetal Gestational Age (GA)
• Trisomy 21 (Down Syndrome)
• Transversus of the skull with the ossified fetal calotte and identification of themidline,

choroid plexus and measurement of the Biparietal Diameter (BPD)
• Mid-sagittal including the fetus in neutral positionwith themeasurement of theCrown

Rump Length (CRL)
• Measurement of Nuchal Translucency (NT) in a mid-sagittal section that includes the

head and upper part of the fetal thorax, following the guidelines of the Fetal Medicine
Foundation

• Transverse of the belly at the level of the cord insertion
• Front-tangential of the face with the correct identification of the orbits
• Sections showing the long bones of the upper and lower extremities, feet and hands
• Determination of the ductus venosus flow velocity waveform, calculation of the

pulsatility index and end-diastolic velocity
• Determination of the average pulsatility index of the uterine arteries
• If the fetal situation, the gestational age and the scanning allow it, images or clips

will be captured that allow the evaluation of other anatomical structures: kidneys,
diaphragms, heart

• Risk of aneuploidies (chromosomal abnormalities)
• Alteration of the nasal bone of the fetus

Patient parameters that can be evaluated:

• Background of preeclampsia
• Background of diabetes
• Background of chronic hypertension
• Preterm labor symptoms or backgrounds
• Background of chronic kidney disease
• Cervix length restriction
• Background of autoimmune disorders
• Background of multiple gestation
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Fig. 2. Example of First Quarter Ultrasound Image set [7].

4.2 Second Quarter Exploration Parameters (Morphologic Evaluation)

The second quarter ultrasound basic image set is divided into 2 important parts, and
corresponds to the most comprehensive sonographic diagnosis session (see Fig. 3).

Fetus parameters corresponding to Fetal Biometrics:

• Biparietal Diameter (BPD)
• Head Circumference (HC)
• Abdominal Circumference (AC)
• Femur Length (FL)

Fetus parameters corresponding to Fetal Anatomy:

• Head transthalamic view, which includes frontal horns of lateral ventricles, thalamus,
and hippocampal gyrus

• Head transventricular view, which includes frontal horns, the cavum of the septum
pellucidum and the posterior horns of the ventricle with the choroid plexuses inside

• Head transcerebellar view, which includes cavum of the septum pellucidum, the
anterior horns of the VL, the thalami, the cerebellum and the cisterna magna with a
correct visualization of the occipital bone

• Axial including the fetal thorax with identification of a single rib, lungs, and heart
• Heart 4-chamber plane with open and closed atrioventricular valves
• Heart 5-chamber plane
• Heart plane of 3 vessels-trachea
• Heart ventricular filling with color Doppler
• Heart aortic outlet with color Doppler
• Transverse abdominis showing a single rib and including stomach and portal process
• Transverse at the renal level, evaluation of the renal pelvis
• Transverse at the bladder levelwith colorDoppler application to identify the umbilical

arteries
• Plane including the fetal insertion of the umbilical cord
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• Sagittal in which the lung parenchyma, diaphragm and right kidney are identified
• Sagittal in which the lung parenchyma, diaphragm, stomach and left kidney are

identified
• Mid-sagittal showing the lumbosacral, thoracic, and cervical spine, surrounded by

amniotic fluid
• Coronal showing the vertebral processes of the lumbosacral, thoracic, and cervical

spine
• Transverse face plane at orbital level
• Front-tangential identifying nose, upper and lower lip and chin
• Median sagittal (Fetal profile assessment)
• Planes that allow the identification of the long bones of the 4 extremities, the 5 fingers

of both hands and the orientation of the feet
• Position of the placenta
• Amount of amniotic fluid

Patient parameters that can be evaluated:

• Risk of preeclampsia
• Risk of preterm labor

Fig. 3. Example of Second Quarter Ultrasound Image set (Morphologic) [7].

4.3 Third Quarter Exploration Parameters

Following a strict quality criterion, in this particular quarter, we acquire the correspond-
ing imageset to confirm the correct evolution of the following parameters:

• Biparietal Diameter (BPD)
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• Head Circumference (HC)
• Abdominal Circumference (AC)
• Femur Length (FL)
• Estimated Fetal Weight (starting on week 24), using Hadlock curves [11]
• Percentile according to Gestational Age (GA) and fetal sex

4.4 High Risk Pregnancy Parameters

In those cases, inwhich there are signs of a risky pregnancy during the first two quarters, it
is necessary to perform additional control ultrasounds to observe the correct development
of the pregnancy, specifically fetal growth. On the next 2 tables, we can observe the risk
factors that justify these additional control ultrasounds, divided in mayor risk factors and
minor risk factors, respectively, indicating theMCA/UA-PI (Middle Cerebral/Umbilical
Artery Pilsatility Index) ratios [7, 9] (Tables 1 and 2).

Table 1. Mayor risk factors (One or more risk factors).

Risk factor Odds Ratio

Maternal age > 40 years 3.2

Smoker > 10 cigars/day 2.2

Daily intense physical exercise 3.3

Toxic consumption during pregnancy 3.3

Antecedent of death 6.4

Previous preeclampsia < 34 weeks 5

Pathological uterine veins in first quarter 5

Risk of preeclampsia (>1/75) 4

Chronic hypertension 2.5

Pregestational diabetes 6

Nephropathy 5.3

Autoimmune disease 6.2

Refractive intestine in second quarter 2.1

Metrorrhagia In A Similar Quantity Superior To A
Rule

2.6

Multiple gestation 4

Body mass index > 35 Difficult to control due to uterine height

Myomatous uterus Difficult to control due to uterine height
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Table 2. Minor risk factors (Three or more risk factors).

Risk factor Odds Ratio

Maternal age > 35 years 1.4

Assisted reproductive technique 1.6

Nulliparity 1.9

Body mass index < 20 1.2

Body mass index 25–35 1.2

Smoker (1 to 10 cigars daily) 1.5

Preeclampsia background > 34 weeks 1.8

Birth interval < 6 months 1.3

4.5 Main Risk Factors During All the Gestational Period

The Main risk factors, that are described by all mayor health organizations as well as
the International Society of Ultrasound in Obstetrics and Gynecology, including but
not limited to those that can be identified by signs and symptoms that are considered
obstetric emergency, are:

• Arterial Hypertension
• Loss of Consciousness
• Obstetric Seizures
• Gestational Diabetes
• Preeclampsia
• Obstetric Hemorrhage
• Background of Preterm Labor
• Background of chronic kidney disease
• Cervix length restriction
• Background of autoimmune disorders
• Specific Sexually Transmitted Diseases

5 Current Situation for OB/GYN Practices

Currently in the health sector, and more specifically in the field of gynecology and
obstetrics, the demand for ultrasound services for pregnant women is abundant, since
according to data from the National Institute of Statistics and Geography (INEGI), in
2021, 1,912,178 pregnancies were registered among all age groups, only in Mexico
[12]. This offers us a perspective regarding the need for continuous improvement, in
terms of the hardware and software that existing ultrasound equipment have, for a better
extraction of images, since the quality and sharpness of those ultrasounds tend to be
a problem when evaluating possible risk factors in the fetus, whether it’s genetically,
morphologic or structurally.

Although it is true, science is advancing by leaps and bounds and image processing
devices are increasingly capable, the evaluation of ultrasound scans, the reading of
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parameters, the interpretation of the values corresponding to the risk factors and the
analysis of the fetal heart rate, are tasks that a specialist, in this case a sonographer,
must perform manually, and tend to be tasks that consume considerable time, depending
on several factors, such as the current gestation period, fetal activity, the image quality
produced by the equipment in use, visual interference, among others [1].

Specifically, the results obtained in an ultrasound depend entirely on the correct
interpretation of the sonographer, who, as in all disciplines where the human intervenes,
there is the possibility of error or omission [7], further complicating the correct diagnosis
if we add the parameters and values of the Mother’s clinical history, which by the way,
does not have a standardized structure or organization of data that should be used by the
different clinics in the country, much less throughout the entire world, despite the fact
that there are efforts by the main world health organizations, which encourage the use
of protocols and checklists, as a standardized guideline in all disciplines of the health
sector [13].

Another critical problem is that, some medical institutions or clinics surrogate the
ultrasound explorations, hence making those image sets unavailable to retrieve a com-
plete record on each exploration in real time. Most of these surrogate services don’t
offer the acquisition of the image sets in form of image files, instead, they offer the
preview of the whole image set via an API (Application Programing Interface) that has
to be queried every time you need a specific set of images or image by itself, making
it extremely difficult to maintain a complete database to which we can apply Artificial
Intelligence techniques.

6 Proposal

Taking into account that institutions andmedical offices seek to improve their patient care
processes, using standardized guidelines promoted by different health organizations, and
the various studies that show that the correct use of protocols and checklists reduces the
mortality rate [14], it is necessary to take these practices to a more advanced level with
the application of Information Technologies, for the acquisition, storage, classification,
processing and data analysis, to optimize decision-making, and more assertive diagnosis
using Artificial Intelligence techniques.

The objective of this paper is to explore the benefits that can be obtained with the
use of a standardized protocol to capture, store and share relevant consutation, diagnosis
results, as well as personal information using a single data structure, building a big data
ecosystem along all health sector clinics, that allow computer experts to build and deploy
frameworks capable of applying Artificial Intelligence techniques along the majority of
pregnancy cases in all the health service providers around a region or even the entire
country, with the goal of being able to obtain optimized diagnosis with the help of Deep
Learning techniques on ultrasounds Image Sets, and DataMining techniques on patients
medical history records, and enhancing the current guidelines described in the Oficial
Mexican Standard NOM-024-SSA3-2012, which indicates as essential, the registration,
exchange and consolidation of information between all health service providers that
belongs to the National Health System, whether if they are private, social or public [15].

The methodology for this proposal, is difficult by nature because of the need of
constant requests of practices and technical considerations integration into official norms,
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as well as laws that apply to all the National Health System (Including public, social or
private health service providers) [10]:

– Propose the integration of this standardized protocol into the corresponding Mexican
Official Standard, for the acquisition of database records of patients

– Propose the integration of universal API-based ultrasounds image sets manager
– Execute both proposals long enough to obtain the necessary information and build a

Big Data Ecosystem, in database records as well as image sets
– Build a documented solution and request approval of the Secretary of Health to

encourage developers to design solutions using the generated big data ecosystem
– Promote the results that can be obtained using AI solutions within the generated big

data ecosystem (Data and Image Sets)

There are 2 main data inputs in terms of Information Technologies applied to Obstet-
rics and Gynecology, specifically pregnancy and fetus development, that corresponds to
a minimal of 3 records along the 3 quarters of a regular gestation period, or additional
records in the case of high-risk pregnancies (control consultation):

• Fetus ultrasound explorations image sets
• Pregnant patient’s medical history and parameters results on each consultation record

set

6.1 Fetus Ultrasounds Image Set Structure

In the first instance, it is necessary to apply protocols and guidelines so that the images
resulting from ultrasounds performed on pregnant women throughout their gestation
period are available on-demand, so that an organized image set can be obtained. These
image sets should be stored as any high-quality image format file (PNG, JPEG, TIFF,
etc.) and organized as follows:

• One parent folder for each patient, named as the ID orMembership Number followed
by the patient’s name

• A child folder for each pregnancy instance, named as the ID of pregnancy case used
on the clinical history

• Agrandson folder for each ultrasound exploration of each pregnancy instance, named
as the ID of exploration session used on the clinical history, followed by the week
number of that particular pregnancy case

• A high-quality format image file for each parameter described in the section “Preg-
nancy Main Diagnosis Parameters For Fetuses Via Ultrasound Practice, As Well
As For The Patient Via Medical History” of this article, named by the parameter
codename or abbreviation.

6.2 Pregnant Patient’s Medical History and Parameters Result on Each
Consultation Record Set

The use of checklists and standardized protocols is fundamental nowadays to improve
the patients care process [14], and encourage medical institutions to acquire historical
and immediate information about the health status of a patient, but there is still a lack
in terms of data processing and analysis. Having the information on physical papers is
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no longer viable in the era of Information Technologies, but keeping the information on
word documents in a form of a report indicating the results of every parameter diagnosed
on an ultrasound session, is not that useful neither, in terms of applying Data Mining
processes for example.

The proposed data structure, to obtain the ability of data processing, includes the
use of software applications that use the same fields, formats and constraints, using a
NO-SQL database, due to the variety of parameters that has to be reviewed on every
ultrasound exploration, whether if it’s a regular pregnancy case or a high-risk pregnancy
case, and needs to be stored as follows:

• A main record set containing all personal data of the patient, with unique patient ID,
including but not limited to:

– Gender
– Age
– Chronical medical conditions
– Known deceases
– Special medications or treatments
– Number of pregnancies (including whether they were successful or not)
– Ethnic group
– Relatives medical background
– Blood type
– As well as any other relevant data that has to be taking in mind on a pregnancy

case

• A secondary record for each pregnancy case of the patient, with unique pregnancy
ID, including but not limited to:

– Date of last menstruation
– Initial symptoms
– Biometrics test results
– Blood pressure
– And relevant parameters that the gynecologist considers relevant

• Subsequent child records of a particular ultrasound exploration inside each pregnancy
record of the patient, linked through the pregnancy ID, that contains all the individual
parameters diagnosed on that particular exploration. Especially main risk factors
during all the pregnancy, described in Subsect. 4.5 of this document.

6.3 Scopes on the Use of the Proposed Image and Data Structure

Having a large set of images following the structure proposed in the previous subsec-
tions, we can obtain a general sampling of the whole image database of ultrasounds
performed at each medical institution, as well as a whole record database of the clin-
ical history of patients who have gone through the gestation cycle. After all data has
been acquired, Deep Learning techniques can be used to detect risk factors, which can
be detected throughout the gestational period, mainly in the first 2 trimesters of fetal
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development in a pregnancy, among which are: the detection of limbs, nuchal translu-
cency (NT: Nuchal Translucency), crown-rump length (Crown-Rump length), abdom-
inal circumference (AC: Abdominal Cicumference), head circumference (HC; Head
Circumference), heart rate, among others [5].

The techniques in terms of Information Technology that are intended to be used
for the correct development of the project include the application of Deep Learning
methodologies for the selection, segmentation, analysis, classification and evaluation
of image samples, as well as Data Mining techniques. For the identification of criteria
for and even the prediction of medical care conditions, taking as input the data of the
patient’s medical history.

It is for this reason, and for the increasingly common integration of InformationTech-
nologies in different branches of the medical sector, that in recent years interdisciplinary
studies and projects have been carried out for the integration of Artificial Intelligence in
Obstetric activities, in order to develop tools and applications that support the specialist
sonographer, for the selection, analysis and evaluation of ultrasound images by means
of pattern recognition using Deep Learning techniques [5].

The long-term objective is to provide the necessary bases for the application of
Artificial Intelligence, in the detection of risk factors, in a scalable way, during the entire
gestation period in pregnancy, and to carry out a complementary preliminary evaluation,
taking into account the patient’s medical history, in order to detect risk factors that may
occur in the future and even predict possible future medical conditions, and thus be able
to provide better monitoring of fetal development, and lower mortality ratio.

7 Conclusions

Despite all the protocols exposed within the health sector, specifically gynecology and
obstetrics, to record medical conditions, there is a great need for a comprehensive man-
agement system that contains all parameters individually, stored in a structured way in a
database that is available on-demand, and that also contains in a linked way, the image
set of the ultrasounds performed during the patient’s gestational period, whether current
or historical.

The integration of techniques andmethods within the technological field of Artificial
Intelligence will represent significant support within this specific discipline on medical
institutions, as it will enhance the study of fetal development in a precise and efficient
manner, automatically. This, in turn, will reduce study and exploration times, since with
a correct ultrasound session where different angles of the fetus and its contours are taken,
the intelligent system will collect the necessary information in terms of measurements,
movements, frequencies and pattern detection, in order to carry out an exhaustive pro-
cessing of parameters, which will be compared with the knowledge base, the clinical
history of patients and logical maps within the intelligent system, in order to determine
anomalies or discrepancies, comparing the readings obtained with the established ranges
within the normal and abnormal spectra.
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Abstract. This paper proposes the creation of an intelligent system capable of
differentiating between basic emotions as a result of identifyingmicro expressions
in children with Autism SpectrumDisorder (ASD). This systemwill be developed
with the aim of serving as a tool for therapists and caregivers of childrenwithASD;
so that, when the child expresses an emotion that can’t be readily identified, the
system can recognize it and allow the therapist or caregiver to give the child the
necessary tools to help them understand their emotional state. This way they can
process the emotion, regulate it, and if necessary, express it in a better way. All
with the goal of improving the emotional intelligence of the child. The model
was trained with Google’s Teachable Machine software using a dataset that con-
tains images of micro-expressions referencing six basic emotions provided by the
Chinese Academy of Sciences Micro-expression (CASME) Databases.

Keywords: Facial recognition · ASD · Emotional Intelligence ·
Micro-expressions · Telemedicine · Teachable Machine

1 Introduction

Teletherapy has been of great help in these recent unpredictable times. During the
COVID-19 pandemic, the use of tele-assessment for ASD diagnostic evaluations went
from 6% pre-pandemic to 78% in late 2021 [1] Thanks to this many caregivers where
allowed to participate in their children’s therapy sessions un-like before in traditional in-
person therapy. When survey about these changes, most enjoyed taking an active role in
these assessments, along with the fact that it improved access for some families who pre-
viously faced multiple barriers to participating in in-person assessments—-like lack of
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transportation, living in rural areas, or having difficulties taking time off work. Not only
did caretakers benefited from these changes, providers reported that assessing children in
their home setting provided valuable clinical information, improved child comfort, and
in terms of logistics, increased their flexibility with scheduling and increased efficiency
due to children not having to adjust to new environments [2]. Due to all of these factors,
teletherapy has remained as a viable resource even after a return to normalcy.

However, despite these benefits for therapists and caregivers, children with Autism
Spectrum Disorder (ASD)—who have differences in social interaction, communication,
and sensory perception—have these differences made more stark when communicating
through video calls [3]. The inability to analyse non-verbal cues can result in a lower
ability of transferring information between patient and therapist due to the fact that it
creates a certain level of uncertainty and discomfort for the child [4] They can also
experience more stress, often have less capacity to interpret verbal and non-verbal cues,
and feel less empowered to participate [5]. Communicating through a screen also limits
the ability to recognize facial emotions, which is crucial for social competence [6], and a
skill that’s already limited in children with ASD. As these children become adolescents
and young adults, they may have some struggles in forming andmaintaining friendships,
communicating with people of the same age and adults, or comprehending what behav-
iors are expected of them at school or work [7]. These discrepancies in communication
and interpersonal relationships—which are the main factors that contribute to an ASD
diagnosis–—lead to low levels of emotional intelligence in these individuals [8]. And
it is this incapacity of emotional intelligence which appears to be a causal factor in the
development of ”abnormal”—as perceived by others—social behaviors [9].

One way to minimize these social limitations is to support these children from an
early age with therapies focused on emotional intelligence. To help with these aspects,
we suggest the creation of an intelligent system that is capable of recognizing emotions
which could then be implemented during teletherapy sessions. It would have the main
goal of telling both therapist and patient what emotion is currently being expressed,
thus allowing the therapist to coach the patient by talking to them about their current
emotional state. In so, giving them tools to better manage and understand their emotions;
therefore, enhancing their emotional intelligence.

The rest of the paper is organized as follows: Sect. 2 provides details on the related
works found––those that focus on recognizing emotions in children with ASD—-Sect. 3
describes the proposed system created, the database and the platform that was used to
create themodel, followed by a discussion of the results of three different models created
in Sect. 4. A brief conclusion and analysis of future works is talked about in Sect. 5.

2 Related Works

The few works currently available that focus on recognizing expressions in children
with ASD were created using databases that contain macro expressions—which have
higher intensity and longer duration compared to micro-expressions [10]. Such as Cap-
tureMyEmotion [11] an application designed for children with ASD that allows them
to take a photo of an object that elicits an emotion in them and a photo of their face
is captured at the same time. Thus accurately showing a representation of the facial
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expression that the child is displaying while viewing the object. Their model then mea-
sures that facial expression and compares it with their training data giving as a result
the emotion that comes closest in similarity measurements. Their main goal is that the
caregiver can see these pictures and use them as a way to talk to the child about emotions
and collect insight into what makes them respond that way. While similar in nature to
our proposal, there are several studies that show facial expressions in children with ASD
are “notably distinct from those in typically developing children” [12]. Along with the
fact that the datasets used to train the models in these applications are usually obtained
from neurotypical people.

2.1 Facial Recognition in ASD Individuals

Themechanisms that produce facial expressions in autism revolve around understanding
the overall dynamics of the entire face, localized movements in specific facial regions,
along with the dynamic relationships between movements in different areas of the face
[12]. These individuals also display more neutral expressions which can be seen as
ambiguous compared to their neurotypical counterparts [13]. Moreover, there have been
a large number of studies that established that facial expressions of childrenwithASDare
often perceived as “atypical, awkward or less engaging” by other neurotypical observers
[13, 14].

2.2 Micro-expressions

Keeping this in mind, we decided to utilize micro-expressions to train this model given
that they are involuntary and made unconsciously. Neuropsychological research has
found that voluntary(macro) and involuntary(micro) expressions are controlled by two
different pathways in the brain [15].Micro-expressionsmay be produced due towillingly
trying to inhibit an emotion, which would then cause a macro-expresion [15]. It is in this
inhibition that these micro-expressions appear, a battle between involuntarily wanting to
react to a stimuli but also not wanting to show it. They are brief, local and subtle, with a
very short duration of less than 500ms. Due to their involuntary nature, these expressions
can be useful in revealing one’s true feelings and intentions [16]. There is a lack ofmicro-
expression data, which poses a challenge to micro-expression recognition. In order to
train deep learning models, there is a need for a good amount of training data to help
produce a better working model. This lack of data hinders applications of these models
in fields where limited data is available, as it is in this case. Current commonly used
micro-expression databases include: Chinese Academy of Sciences Micro-expression
(CASME) Databases [17], CASME II [18], CAS(ME)2 [19], CAS(ME)3 [20], Sponta-
neous Micro-expression Database (SMIC) [21], Spon-taneous Micro-Facial Movement
Dataset (SAMM) [22] and Micro-and-Macro Expression Warehouse (MMEW) [23].
There is a limited number of samples in most of these databases, which limits the devel-
opment of deep learning in micro-expression analysis. The newest one that happened to
contain the most amount of data—–1,109 manually tagged micro-expressions—–was
CAS(ME)3 [20], and therefore was the dataset that was used to train the model.
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3 Proposed System

To achieve the development of this predictive model, it was necessary to obtain access to
a dataset of micro-expressions vast enough to create training and test data. Once the data
was cleaned and all the imageswere collected theywere classified by one of six emotions.
These sets were separated as classes and passed through Google’s Teachable Machine
[24] platform, which was used to train and create several predictive models—Sect. 4
of this paper will focus on three of the models generated. The advantage of using the
Teachable Machine platform is that it has a low barrier to entry, user-friendly interface
and gives us the ability to export the model to TensorFlow format in case we need more
specificity to train the model. Its limitations are that the only factors that we’re able to
modify are the number epochs, the size of the batch and the learning rate. The model
would be considered fully usable once it’s capable of correctly differentiating between
the six emotions it’s trained with.

3.1 CAS(ME)3

The database with which we worked was CAS(ME)3 [20]. Belonging to the Chinese
Academy of Sciences Micro-expression, it offers about 80 h of video with more than
8,000,000 frames, including 1,109manually taggedmicro-expressions and 3,490macro-
expressions. It is composed of 3 parts—Part A, Part B and Part C—with a male/female
ratio of 112/135 and an average age of 22.74 years. Part A contains a relatively large
number of labeled images ofmicro andmacro expressions. Part B comprises of unlabeled
emotions due to serious frame drop during the recording process which impeded manual
micro-expression labeling. Part C contains videos recorded during a mock trial, to test
the claim that people are more likely to produce more expressions in social situations
than in solitary ones. However these videos were focused on identifying expressions that
signified the participant was lying, which did not pertain to our investigation. For this
researchweworkedwith PartA, since this is the one that contained themicro-expressions
already labeled with the emotion they express. This part contains 100 participants, and
each of themwas asked towatch 13 emotional stimuli and keep their faces expressionless.
A total of 1,300 video clips, 943 micro-expressions and 3,143 macro-expressions were
recorded, which were tagged by professional coders. Each clip belongs to a basic type
of emotion, be it disgust, fear, sadness, anger, or happiness. The length of the videos
ranges from 34 to 144 s. To obtain these clips each participant entered a laboratory set
up and was asked to sit in front of a monitor where they would be presented with videos
of emotional stimulation. She was then instructed to be aware of when an expression
was about to express itself while watching the videos, as they should try to suppress it
immediately and keep a neutral face. He was also asked to keep his body and head still
while watching the videos.

Each tagged micro-expression is equivalent to 15 to 45 frames of images, which last
from 0.5 to 1.5 s considering that the capture of these was in 30 frames per second.

3.2 Teachable Machine

Google’s Teachable Machine (teachablemachine.withgoogle.com) is a web-based pro-
gram to help you train and create custommachine learning classification models without
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much technical knowledge [24]. Using machine learning allows systems to learn by ana-
lyzing data without being explicitly programmed. This platform doesn’t require coding
and works by using a webcam, images, or sound. By using transfer learning, it finds pat-
terns in images or sound samples and rapidly creates an intuitive classification model.
With transfer learning, users can train a model using their own data over a previously
trained base model that was trained from a large dataset in a specific domain. It is possi-
ble to download that trained model locally, using Tensorflow.js. This allows for a greater
sense of privacy and ownership than systems that send and process data to a remote
machine, and a more flexible and less permanent structure to play and experiment with
machine learning, without needing toworry about storing and saving large files, datasets,
or models to the cloud. An example of the platform’s interface is shown in Fig. 1.

3.3 Model Training

The data analysis was started with only two emotions to see what kind of results Teach-
able Machine gave. This platform allows you to divide your data in classes, which were
used to differentiate emotions. Within each class you can either upload your files or
use a webcam to capture images in real time. In this first instance approximately 200
representative images of the emotion of disgust and happiness each were uploaded. Ini-
tially, the default options offered by the platform were left for the training: 50 epochs, a
batch size of 32, and a learning range of 0.001. To test the model, images were used that
showed a subject performing a micro-expression at its peak, according to the labeling
provided by the coders. These images were of subjects the model had not seen during its
training to prevent bias. As a result, the model presented high favoritism to the emotion
of disgust. Every image that was fed to the model was classified as such with an alleged

Fig. 1. Screenshot of Google’s TeachableMachine interface after training a model with 3 classes:
disgust, happy and sad.



270 D. Herrera et al.

99% to 100% accuracy. When reviewing the graphs provided by the “Under the hood”
option of the platform–which contains a graph of the accuracy and loss per epoch along
with an accuracy per class and a confusion matrix—it showed a level of certainty of
0.999 starting on the sixth epoch. Initially it was hypothesized that this favoritism was
due to the small quantity of images provided and the high degree of epochs chosen to
train with. In subsequent analyses, these factors were modified to find the point that gave
greater accuracy without risking overtraining.

4 Results and Discussion

To check if increasing the number of training images improved the accuracy of the
model, it was decided to use all available images after cleaning up the dataset. The
number of epochs, batch number and learning rate was left the same and the model
was retrained now testing six emotions. The model continued to overestimate its low
level of loss (0.00078), reaching a peak accuracy (0.99) after the fourth or fifth epoch.
Looking at the confusion matrix, it assessed that all the images shown to the model
during the test period (which is determined by the platform to be 15% of the images
used) were predicted correctly. However, when we tested new images the predictions
were no better than chance, either confidently guessing incorrectly or guessing equally
between all emotions–i.e. −99% the wrong emotion or roughly guessing 15% of each
emotion. In order to ascertain what was the cause of this overconfidence, it was decided
to first test two emotions until a better outcome was reached. Since the model had the
most difficulty distinguishing between sadness and disgust, these were the first emotions
tested.

Fig. 2. Graph showing level of accuracy and loss of two emotion model.Orange line for the level
of the model and blue line for the level when tested (Color figure online)

4.1 Sadness vs Disgust

This model was trained using 345 images of micro-expression showing disgust and 339
images displaying sadness. It had a batch size of 16, a learning rate of 0.001 and it
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Fig. 3. Confusion matrix generated for this model, showing that only one image was incorrectly
identified for the emotion of sadness

trained for 20 epochs. These parameters were chosen since the initial testing had shown
that the accuracy levels either remained the same, or started to decrease once a model
was trained for more than 20 epochs. A batch size of 32 was also tested previous to this
model, but the model showed a higher accuracy using a batch size of 16. Once trained,
it gave the favorable results of a high level of accuracy (0.99 for the model and 0.78
during the test) and a low level of loss (0.00054 for the model and 0.00079 when tested
by the platform) as shown in Fig. 2. It correctly identified all but one images, as shown
in the confusion matrix generated in Fig. 3.

In order to conduct testing of our own, images where chosen from the dataset which
displayed the emotion at its apex—where it’s allegedly easiest to identify and differen-
tiate from the others. These images were of subjects the model hadn’t seen before. Ten
images of each emotion were chosen. For the emotion of disgust all tested images were
guessed correctly. For the emotion of sadness all but one were correct. An example of
this model being tested with an apex image of disgust is shown in Fig. 4.

With these promising results we decided to add another emotion to the model.

4.2 Sadness vs Disgust vs Happiness

Using the same parameters as before (batch size of 16, learning rate of 0.001 and 20
epochs) in this model we included the emotion of happiness—labeled as ”happy”—
adding 297 images displaying this emotion. Since this emotion is considered the polar
opposite of the emotions tested before, it was hypothesized that the model would have
no problem distinguishing this emotion from the others. Once trained it showed a similar
level of accuracy and loss than the model before as shown in Fig. 5.
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Fig. 4. Example of image being correctly identified as the emotion disgust

Fig. 5. Graph showing level of accuracy and loss of three emotion model

This model was similarly tested, it was fed ten images of each emotion but the results
given were drastically different. Although the level of accuracy was high, just like the
first model had shown, once tested with our own images the model was confidently
incorrect. These numbers were given in the confusion matrix generated, shown in Fig. 6.
For whichever emotion it guessed, it did so with 99% certainty, even though the emotion
it predicted wasn’t right half of the time. For the emotion of disgust—the one that did
the best–it guessed 7 correctly and for the remaining guessed sadness. For sadness it
guessed 6 correctly, 3 for disgust and 1 happy. Finally, the emotion the model had most
trouble with was happiness, it only guessed correctly twice, 3 times choosing sadness
and 5 times choosing disgust.
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4.3 Testing Two Emotions with Only Apex Images

Since the model was having trouble when being tested with more than two emotions,
it was decided to try and train a model using only images displaying the apex of each
micro-expression, instead of the entire clip which consisted of 15 to 30 frames each.
This with the idea of only showing the model the peak expression of each emotion and
hopefully avoiding confusion with gestures made before or after the peak that could be
similar to other emotions. However, doing so would limit the number of images to 49 per
emotion, saving the 10 needed to conduct tests, instead of the few hundreds that were
being tested before.

The emotions chosen to train this model were happiness and disgust, given that the
model was having trouble when happiness was introduced in the previous iteration. The
idea was that these images may be easier to identify and would allow the model to learn
the emotion of happiness better.

Fig. 6. Confusionmatrix generated for three emotionmodel, showing that all imageswere guessed
correctly, even though our testing showed otherwise.

The model was first trained using the same parameters of the previous models, but
results were not good. In this case a batch size of 32 worked better. As far as epochs, we
tested two options—50 and 20. We started with 50, but the accuracy levels were not as
high as previous models, as shown in Fig. 7. In order to get this level of accuracy, the
model had to be trained several times—most results could only get up to a 0.8 accuracy,
as shown in Fig. 8.

The model generated that exhibited the most accuracy got to a peak level of 0.988
and it remained constant after 20 epochs. Therefore it was decided to train again with
a lower number of epochs. As with the model tested with 50 epochs, this time it also
took several attempts before successfully training a model that showed good accuracy
and loss levels. The loss and accuracy levels for the final model generated are shown in
Fig. 9.
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Fig. 7. Graph showing level of accuracy and loss of apex image model of 50 epochs. It shows a
continuous increase in loss after epoch 20

Fig. 8. Confusion matrix of the apex model tested with 50 epochs.

Once acquired, it was tested with the 10 images saved before. For the emotion of
disgust, all but one were guessed correctly. However, for happiness only 7 were correctly
identified. When looking at the test images, it was noticed that the images that were
misclassified were of female presenting faces. This prompted us to check the training
data and it was noticed that most images for the disgust class where of female faces,
compared to the emotion of happiness which were mainly male.

It was hypothesized that this could have been a factor that was giving the model this
bias, guessing all female faces as disgust and male faces as happiness. Examples of these
incorrect guesses are shown in Figs. 10 and 11. The low number of images is also likely
a great contributing factor for this low level of accuracy when testing.
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Fig. 9. Graph showing level of accuracy and loss of apex image model of 20 epochs

5 Conclusion and Future Work

Our research has revealed that the limitations in the available data remain the primary
obstacle hindering our progress. However, we have identified potential avenues for
improvement in our future investigations. Additional training on various platforms and
the exploration of alternative strategies, such as manual coding or exporting the model
to TensorFlow, hold promise for achieving better results in our study.

Fig. 10. Example of model misclassifying a male presenting face as happiness

The next phase of our research will involve implementing these improvements to
further enhance the model’s performance. Additionally, we recognize the importance of
testing themodel’s accuracy in distinguishingmicro-expressions in childrenwithAutism
Spectrum Disorder (ASD). To achieve this, we aim to work with the Asociaci´on Pro
Autismo A.C. (Pro Autism Association) [25], a private charitable institution approved
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by the Government of the State of Baja California, which operates the Interdisciplinary
Center for Autism Care (CINAA) and provides services to children, youth, and adults
with ASD.

One of our future goals is to collaborate with the school to create an original dataset
tailored specifically to the unique expressions and mannerisms of children with ASD.
This undertaking will not only contribute valuable data to our research but also address
the lack of publicly available datasets for this particular context.

In summary, while our current findings are limited by the available data, we are opti-
mistic about the potential improvements that lie ahead. Through our continued efforts
and collaboration with Asociaci´on Pro Autismo A.C., we aim to advance our under-
standing of micro-expression recognition in children with ASD and make significant
contributions to the field of autism research.

Fig. 11. Example of model accurately predicting disgust for a female presenting. Whether the
model has a bias for guessing females faces as disgust is still being tested

References

1. Wagner, L., et al.: Transitioning to telemedicine during COVID-19: impact on perceptions
and use of telemedicine procedures for the diagnosis of autism in toddlers. J. Autism Dev.
Disord. 52(5), 2247–2257 (2021)

2. Alfuraydan,M., Croxall, J., Hurt, L., Kerr,M., Brophy, S.: Use of telehealth for facilitating the
diagnostic assessment of Autism Spectrum Disorder (ASD): a scoping review. PLOS ONE
15(7), e0236415 (2020)

3. Doherty,M., Neilson, S., O’Sullivan, J., et al.: Barriers to healthcare and self-reported adverse
outcomes for autistic adults: a cross-sectional study. BMJ Open 12(2), e056904 (2022)



Intelligent Emotion Prediction System 277

4. Shaw, S.C., Davis, L.J., Doherty, M.: Considering autistic patients in the era of telemedicine:
the need for an adaptable, equitable, and compassionate approach. BJGP Open 6(1), 1–4
(2022)

5. Zolyomi, A., Begel, A., Waldern, J., et al.: Managing stress: the needs of autistic adults in
video calling. Proc. ACM Hum. Comput. Interact. 3, 1–29 (2019)

6. Izard, C., Fine, S., Schultz, D., Mostow, A., Ackerman, B., Youngstrom, E.: Emotion knowl-
edge as a predictor of social behavior and academic competence in children at risk. Psychol.
Sci. 12(1), 18–23 (2001)

7. Rodriguez, P.: El trastorno del espectro autista. Una intriga que dura 80 a ños. Canarias
Pediatrica 45(1), 6–7 (2021)

8. Petrides, K., Hudry, C., Michalaria, G., Swami, V., Sevdalis, N.: Comparison of the trait
emotional intelligence profiles of individuals with and without Asperger syndrome. Autism
15, 671–682 (2011)

9. Kaypaklı, G.Y., Tamam, L.: Emotional intelligence in attention deficit hyper-activity disorder.
Psikiyatride Güncel Yakla¸sımlar 11(1), 112–119 (2019)

10. Xia, B., Wang, W., Wang, S., Chen, E.: Learning from macro-expression: a micro-expression
recognition framework. In: Proceedings of the 28th ACM International Conference on
Multimedia (MM’20), pp. 2936–2944 (2020)

11. Gay, V., Leijdekkers, P., Agcanas, J., Wong, F., Wu, Q.: CaptureMyEmotion: Helping Autis-
tic Children Understand their Emotions Using Facial Expression Recognition and Mobile
Technologies (2013)

12. Guha, T., Yang, Z., Grossman, R., Narayanan, S.: A computational study of expressive facial
dynamics in children with autism. IEEE Trans. Affect. Comput. 9(1), 14–20 (2018)

13. Yirmiya, N., Kasari, C., Sigman, M., Mundy, P.: Facial expressions of affect in autistic
mentally retarded and normal children. J. Child Psychol. Psychiatry 30(5), 725–735 (1989)

14. Grossman, R.: Judgments of social awkwardness from brief exposure to children with and
without high-functioning autism. Autism 19(5), 580–587 (2015)

15. Rinn, W.: The neuropsychology of facial expression: A review of the neurological and
psychological mechanisms for producing facial expressions. Psychol. Bull. 95, 52–77 (1984)

16. Ekman, P.: Lie catching andmicroexpressions. In: The Philosophy ofDeception, pp. 118–133.
Oxford Univ Press, London, U.K. (2009)

17. Yan, W.-J., Wu, Q., Liu, Y.-J., Wang, S.-J., Fu, X.: CASME database: a dataset of sponta-
neous micro-expressions collected from neutralized faces. In: Proceedings of the IEEE 10th
International Conference Workshops Automation Face Gesture Recognition, pp. 1–7 (2013)

18. Yan, W.-J., et al.: CASME II: an improved spontaneous micro-expression database and the
baseline evaluation. PLoS ONE 9(1), e86041 (2014). https://doi.org/10.1371/journal.pone.
0086041

19. Qu, F., Wang, S.-J., Yan, W.-J., Li, H., Wu, S., Fu, X.: CAS(ME): a database for sponta-
neous macro-expression and micro-expression spotting and recognition. IEEE Trans. Affecti.
Comput. 9(4), 424–436 (2018)

20. Li, J., et al.: CAS(ME)3: a third generation facial spontaneous micro-expression database
with depth information and high ecological validity. IEEE Trans. Pattern Anal. Mach. Intell.
45(3), 2782–2800 (2023)

21. Li, X., Pfister, T., Huang, X., Zhao, G., Pietikäinen, M.: A spontaneous micro-expression
database: Inducement collection and baseline. In: Proceedings of the IEEE 10th International
Conference on Workshops Automation Face Gesture Recognition, pp. 1–6 (2013)

22. Davison, A.K., Lansley, C., Costen, N., Tan, K., Yap, M.H.: SAMM: a spontaneous micro-
facial movement dataset. IEEE Trans. Affective Comput 9(1), 116–129 (2018)

23. Ben, X., et al.: Video-based facial micro-expression analysis: a survey of datasets features
and algorithms. IEEE Trans. Pattern Anal. Mach. Intell. 44, 5826–5846 (2021)

https://doi.org/10.1371/journal.pone.0086041


278 D. Herrera et al.

24. Carney, M., Webster, B., Alvarado, I., Phillips, K., et al.: Teachable machine: approachable
web-based tool for exploring machine learning classification. In: Extended Abstracts of the
2020 CHI Conference on Human Factors in Computing Systems (2020)

25. Pro Autismo A.C. (n.d.). https://www.proautismo.com/

https://www.proautismo.com/


Intelligent Systems in Forensic
Engineering (ISIFE 2023)



Social Media Intelligence as a Tool
for Conducting Intelligence Activities

Antonio Teti(B)

University “G. d’Annunzio” Chieti-Pescara, 66100 Chieti, Italy
antonio.teti@unich.it

Abstract. The information security of anorganizationmust be basedon the ability
to guarantee the confidentiality and integrity of information relating to intellec-
tual property, production processes, technological processes, business plans and
in particular the data held regarding potential threats. In such a context, the mas-
sive and indiscriminate use of social media by company employees represents a
huge vulnerability for information security. Accordingly, social espionage can be
defined as an attempt to gain a competitive advantage by acquiring all publicly
and semi-publicly available information in social media. In this regard, Social
Media Intelligence activities, which are essentially based on the use of platforms
capable of searching, collecting, filtering and assembling a considerable amount
of useful information from social media, have taken on a decisive role. In this
paper, we aim to analyze the phenomenon of social espionage and focus on two
relevant ways of conducting it in the context of social media intelligence, briefly
reviewing themain characteristics of both of them. The first one is the use of Social
Media Intelligence (SOCMINT) platforms to capture social data streams that can
be employed to learn useful information, for example, about the company where
someone is employed. The second one is related to fake social profiles suitably
constructed to capture the information held in different social conversations.

Keywords: Social Media Intelligence · SOCMINT ·Web Intelligence

1 Introduction

An organization’s information can be divided into auditable information released by the
company and non-auditable information that can be acquired online, regardless of the
company’s wishes. This informationmay be collected directly bymaking search queries,
creating alerts and filters, and interacting with competitors and customer communities
(e.g., following Twitter profiles, subscribing to a forum, liking a competitor’s Facebook
page), or indirectly through various social media aggregation.

In this regard, the information security of an organization must be based on the
ability to guarantee the confidentiality and integrity of information relating to intellectual
property, production processes, technological processes, business plans and in particular
the data held regarding potential threats competitive. Consequently, in this particular
scenario, the protection of trade secrets assumes the connotation of the vital element
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on which to build the future of the company. The ability to access the most valuable
information of a company or organization, aswe have been able to understand, represents
a fundamental objective for anyonewhowants to understandwhat are the vulnerabilities,
needs, trends, set objectives and expectations of their competitors.

When the productive activities of a company insist on several geographically dislo-
cated locations even in different countries, the risk of conducting internal espionage activ-
ities increases considerably. Even the assignment to external companies (outsourcing)
of some company services (e.g. IT services, cybersecurity, training, etc.) can represent
a serious problem for the confidentiality of company data. The massive and indiscrim-
inate use of social media by company employees represents a huge vulnerability for
information security. The ignorance of the population on the correct use of social media
also plays a role. Every day and incessantly, information of all kinds is entered on the
Internet, and in particular on social media, from the more private personal ones to those
relating to the work that takes place within one’s workplace, without excluding those
relating to one’s friends and co-workers. Conversations conducted on Facebook, Twitter,
Instagram, including those apparently restricted to a WhatsApp group, remain private
only if a user decides not to spread them.

In such a context, social espionage can be defined as an attempt to gain a competitive
advantage by acquiring all publicly and semi-publicly available information in social
media. It should be noted that social espionage is one of the methodologies that can be
used to conduct IT espionage activities, which are based on the use of security hackers
and malicious software (Trojan horse, Spyware, Rootkit and Backdoor) that allow, often
through the use of social engineering methodologies, to intercept the vulnerabilities of
a computer system to access it and obtain the desired information [1]. It should be noted
that social espionage does not assume the connotation of theft of information, given that
it is publicly available (or semi-publicly) on social media.

In Fig. 1, it is possible to deduce the trends that tend to promote social espionage.

Fig. 1. Trends promoting shift to social espionage.
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Social espionage emerges from the three meeting points of enterprises (suppliers,
competitors, customers) as actors, social media (technology platform) as an asset, and
competitive intelligence as an activity that connects actors and resources together in a
harmonious way [2–4]. The lack of training courses for personnel working in the organi-
zation represents a further element of risk for the dissemination of company information.
It is known that most of the espionage activities are conducted on the basis of the users’
superficiality in the use of information technologies and on the lack of adoption of cyber
security procedures in the workplace [1].

Social Media Intelligence (SOCMINT) is the process of capturing, collecting and
analyzing data from social media platforms to obtain data and information of specific
interest useful for satisfying the information needs of the top decision-makers of an
organization. This can require the adoption of a multiform data collection process from
multiple social media platforms such as, for example, Facebook, Twitter, Instagram,
LinkedIn, to monitor the trends of the masses, identify communication patterns, propa-
ganda and psychological conditioning and to obtain information, for example, on the
behavior of its customers, on the reputation of the brand or the service offered or on
the “sentiment” referred to the reference market. SOCMINT is essential for any orga-
nization (public, private, institutional) that intends to constantly evaluate the presence
of information within the social digital ecosystem of Cyberspace. It can involve using
advanced analytics tools and techniques for data mining, such as natural language pro-
cessing and machine learning, to process the vast masses of data constantly produced
by social media. It should be noted that SOCMINT finds its most natural application for
the enhancement of Competitive Intelligence (CI). CI focuses on obtaining information
about strategic capabilities, intellectual properties, product formulations, technological
processes, business plans, and potential competitive threats [5]. According to [6], CI
includes the search for information on competitors and target markets, as well as data
relating to competitors in relation to business opportunities and possible weaknesses of
competitors. Based on this evidence, the protection of trade secrets assumes strategic
importance for the company and for its very survival.

It should be emphasized that running a SOCMINT activity requires different skills
that can guarantee an accurate selection of the information to be acquired, a deep and
detailed analysis of the selected information and a correct assembly of the selected data
that can translate into a “product of intelligence” useful for the top decision-makers of the
organization. Typically, among the techniques adopted, the following are highlighted:
(i) Social Network Analysis, used to analyze the relationships and interactions between
individuals and groups on social media platforms. It allows you to identify the leading
influencers, the connections between individuals or groups and behavioral patterns; (ii)
Natural Language Processing, allowing you to analyze the sentiment, tone and context of
social media posts, comments and conversations. They allow you to identify underlying
themes, opinions, and emotions related to specific topics or issues; (iii) Geolocation,
to identify the physical location of social media users/groups based on their posts or
the profile information that produced them. It allows you to identify the geographical
context in which specific events or incidents are taking place and to trace the movement
of individuals or groups.
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The techniques and methodologies used can be different and must be identified and
personalized on the basis of the reference target. In the literature, at the moment, being a
particularly innovative technique and above all modelable on the basis of the cognitive
needs of the “customer”, detailed examples of platforms of this type are not available.
However, it is possible to cite two examples of real application of SOCMINT, both refer-
able to the current ongoing Russian-Ukrainian conflict. The first can be traced back to an
activity conducted by Radio Free Europe/Radio Liberty (RFE/RL) in collaboration with
the Conflict Intelligence Team (CIT), which made it possible to highlight the deploy-
ment of troops by the Russian army a few weeks before the 2022 invasion of Ukraine1;
the second refers to the use of a SOCMINT model which made it possible, through the
analysis of images, posts and other information taken from social media, to identify the
perpetrators of a massacre carried out in Ukraine by Russian soldiers2.

In this paper, we aim to analyze the phenomenon of social espionage and focus on
two relevant ways of conducting it in the context of social media intelligence, briefly
reviewing the main characteristics of both of them. The first one is the use of Social
Media Intelligence (SOCMINT) platforms to capture social data streams that can be
employed to learn useful information, for example, about the company where someone
is employed. The second one is related to fake social profiles suitably constructed to
capture the information held in different social conversations. In this case, it would
be the victim of a human intelligence methodology, better known as Virtual Human
Intelligence VHUMINT [7].

To the best of our knowledge, it is the first work where social espionage is studied
and analyzed in the context of social media intelligence.

The paper is organized as follows. Section 2 presents the main characteristics of
a typical SOCMINT platform and describes a state-of-the-art SOCMINT architecture.
Section 3 introduces the concept of persuasive communication in social media which
is connected to the VHUMINT. Finally, Sect. 4 draws conclusions about the previously
described concepts and outlines future work directions.

2 Social Media Intelligence Platforms

Let’s assume we want to acquire from the most common social media information
attributable to the activities conducted by a company and the level of exposure to the
dangers of an espionage activity. The first step is to create a platform that allows to ana-
lyze the data present in the three most used social media: Facebook, Twitter, Instagram.
The next step is to choose an optimized platform for retrieving posts from the three social
channels based on specific tracking criteria. Among the numerous real-time tracker plat-
forms available on the market, i.e. capable of tracking hashtags, accounts, keywords and
Uniform Resource Locator in real time (URL) contained in the messages, we find: Met-
ricool, Hashtracking, Tweetreach, Keyhole, AgoraPulse, Hashtagify, Socialert. These

1 https://www.svoboda.org/a/na-ukrainu-edut-rodnye-voennyh-O-perebroske-vojsk/31661739.
html.

2 https://www.ilsole24ore.com/art/da-foto-responsabile-ecco-come-L-ai-individua-criminali-
gue-AEk4qpuB?refresh_ce=1.

https://www.svoboda.org/a/na-ukrainu-edut-rodnye-voennyh-O-perebroske-vojsk/31661739.html
https://www.ilsole24ore.com/art/da-foto-responsabile-ecco-come-L-ai-individua-criminali-gue-AEk4qpuB?refresh_ce=1
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platforms constantly analyze all the information entered into social networks according
to keywords.

At this point it is advisable to proceed with the creation of a system based on criteria
for tracking the posts published in the previously selected social channels (Facebook,
Twitter and Instagram) which allows for the extrapolation of such contents by means of
an online monitoring platform. We then proceed with the creation of a special storage
system for storing the data collected in specific databases which will be indexed together
with the Key Performance Indicators (KPI) provided by the online monitoring platform.
We will then proceed with the creation of an Application Programming Interface (API)
to extract the raw data in json format and to allow the analyzes that will subsequently
be used by means of an Analytics dashboard or tool, in order to allow the visualization
of the data (see Fig. 2).

To understand the evolution of the phenomenon over time, it is essential to analyze
the following elements:

• Reach: measures the diffusion of the message that spreads in social media, in terms
of the potential number of people who have viewed it. In the case of a communication
campaign aimed at increasing awareness, it indicates the possible number of potential
consumers who have been subjected to the message, and consequently who have
become aware of the brand. It is an important measure but it must be combined with
other metrics that integrate the information with the number of people who have
actually interacted or with other users who spread the message (Influencers, People
Involved);

• Sentiment: sentiment refers to the feeling/mood expressed by a subject through his
message, and is measured in terms of intensity, i.e. whether it is positive, negative
or neutral. The measure refers to individual results (mention), or more generally to a
topic of discussion, in aggregate form. The Net Promoter Score (NPS), on the other
hand, is an index derived from sentiment, and represents the difference between the
number of promoters of the discussion topic, people who speak well of it, and the
number of detractors. Also in this case, it is useful to consider the variation of these
two metrics over time to evaluate their impact and the effect it has on the community;

• Influencers: they are the web and social media users who manage with their opinions
to influence the respective opinions and decisions of a more or less consistent pool
of other users, as they have built a certain credibility and a reputation as experts
regarding one or more themes;

• Engagement: it is the metric that groups all the interactions that people have with the
“discussion” orwith other users, or on amessage. In particular, it represents the sumof
likes, comments and shares of a post. To obtain higher quality data, it is also advisable
to measure the relationship between the total engagement of posts in a certain period,
and the number of views of these posts, or the number of fans/followers in that given
period, to understand how many active people within their community;

• Number and variation of people involved: they represent those people who take
an action against the “discussion”, who interact with likes, comments or shares. It is
important to analyze these data, as well as their reciprocal variation over time (e.g.
fans remain unchanged but people involved increase following a company campaign,
or vice versa, etc.).
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• Total impressions: the number of times a page featuring content is loaded during
the campaign period. Impressions alone, however, are not significant because they
usually represent a huge number, in the order of millions, which however does not
correspond to an equal number of people who have actually viewed the video;

• Multimedia contents in the texts: repeatability of the same multimedia contents in
the posts of a topic (e.g. 100 posts 25 with the same images).

On the basis of the analysis of the information elements indicated above, and accord-
ing to their enhancement by an intelligence analyst, it will be possible to achieve specific
vertical knowledge on a specific target.

A system for tracking and analyzing socialmediawhich adheres to this general archi-
tecture and concepts has been proposed in [8]. The system, called SocMINT, gives users
the option to gather information from various social networking sites, and it offers an
interactive dashboard that supports multidimensional analysis and uses a deep learning-
based approach to forecast social sentiment in relation to both textual and visual data.
A method is also put out for determining the overall sentiment of a photograph based
on both visual and textual information, and it is implemented into the analytics system.
A two-stage deep learning classifier is used in the model. The image is stage one, and
the text inside the image is step two. By doing this, content from social media platforms
like MEMEs can be incorporated into the study.

The visual feature extractor is trained by fine-tuning the basic model pre-trained on
ImageNet and is based on the VGG16 network architecture. The textual feature extractor
first finds and recognizes text in images before performing sentiment analysis, whereas
the visual feature extractor applies to the entire image. The textual sentiment classifier
uses transfer learning of the classifier utilizing a BERT layer as its foundation.

More specifically, the system workflow is characterized by the following steps:

• Data collection,
• Data storage,
• Social KPIs,
• Sentiment analysis,
• SocMINT.

In the data collection step, data is gathered from Instagram, Facebook and Twitter.
Data collection process is performed through queries on hashtags and keywords from
a list of selected social media accounts. Data is preprocessed to include various infor-
mation, such as the text of the post, publication date, author, list of hashtags and user
mentions found in the post as well as links to media in the post, number of likes or
reactions, number of reposts and geolocalisation if available. The different posts are
collected in a relational table, together with metadata and the included media.

For data storage, MongoDB is used as a Database Management System (DBMS) to
collect the data from social networks. The structure of the database is composed of three
main fields: user, storing the information regarding the user, rawposts, which is a raw
collection of the posts from the social networks and posts, which is a collection of data
that will be adopted for the visualization in SocMINT.

The social KPIs employed by the system to evaluate the performances of social
media posts and users can be classified as trend and multimedia KPIs.
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Fig. 2. SOCMINT online monitoring platform.

The trend KPIs are adopted to monitor the trends that emerge through time and char-
acterize a phenomenon in social media. They are: (i) engagement, (ii) quantity of posts
published, (iii) degree centrality, (iv) closeness centrality, and (v) entropy. Engagement
is a typical metric that reflects the interest users have shown in a piece of content by
engaging directly with it. The quantity of posts published is the number of published
posts containing a set of keywords or hashtags. In the context of social media, a user’s
degree centrality can be determined by counting their friends on Facebook, followers
and following on Twitter, and following on Instagram, while the degree centrality of a
community group or page, both open and private, can be determined by counting sub-
scribers and users who have subscribed, indicating interest in the contents of the page.
Closeness centrality can be used to measure the influence of users within a community.
This is because it offers an efficient measurement of the dissemination of information
within a network, operating under the premise that the better a node’s positioning within
a social network, the higher its closeness centrality value. Finally, entropy evaluates the
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users’ influence within the mobile social network and is based on the number of node
links in the graph, by taking into account the number of friends (Facebook) and the
number of followers (Twitter and Instagram).

About the multimedia KPIs, the combination, or more accurately the weighted aver-
age, of the individual sentiment values acquired for the text and image linked to the post
will be used to evaluate the post’s overall sentiment. The user will choose the associated
weights to enable customization.

Sentiment analysis is performed by two sentiment classifiers (i.e. visual and textual
sentiment) and by a module for overall sentiment evaluation. Sentiment from an image
is captured by a VGG16 network architecture pre-trained on the ImageNet dataset and
fine-tuned for understanding what can or cannot be positive. The extraction of textual
features from images is performed using a two-step workflow based on the Character
Region Awareness for Text Detection technique (CRAFT), and the output is used as
input for a spatial attention residual network (STAR-Net). Finally, overall sentiment
analysis is performed as a weighted average of the single sentiment that is obtained from
the image and text analysis. Textual sentiment is computed from a pre-trained BERT
layer embedded in the neural network model, which is then fine-tuned on a portion of the
domain dataset in order to perform sentiment prediction. At the end, an overall sentiment
score is generated as the combination of visual and textual sentiment scores.

For each aforementioned model, fine-tuning consisted in training the basic model
with a training set and validating it with a validation set for avoiding the overfitting. Fine-
tuning was stopped when validation error started increasing while training error was
decreasing. On a total of 20,000 posts for the validation and training set, the consumed
time for fine-tuning the BERT and VGG16 models was 40 and 27 min, respectively.

The SocMINT visualization and analysis dashboard is populated from a dynamic
input that can be modified at any moment by the user and is made up of the following:

• A list of keywords;
• A list of hashtags;
• A list of social platforms accounts/handles.

SocMINT includes five main views: (i) sentiment, (ii) multimedia, (iii) hashtag, (iv)
influencers and (v) map of location data.

3 Human Intelligence Methodology

A second relevant aspect of SOCMINT is the human intelligence methodology
(VHUMINT), which is also connected to the creation of fake social profiles suitably
constructed to capture the information held in different social conversations.

The key aspect underlying this phenomenon is persuasive communication, which is
the set of persuasion strategies and methods useful for carrying out activities of influ-
ence and psychological persuasion, aimed at trying to influence the decisions of others.
Persuasive communication in social media, so that it can produce effective and prof-
itable results, cannot disregard the adoption of a profile analysis scheme with which
one intends to interact. The profile analysis, especially in intelligence activities, rep-
resents the starting point of VHUMINT activities. For example, suppose you conduct
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an information search on a Facebook profile. The attention will have to focus on the
analysis of the fields Education, Places where he lived, Contact and basic information,
Relationship, Family members, Places visited, Sport, Movies, TV programs, Books,
Application and games, Like, Events, Reviews, Group, Followers, etc. On the basis of
the information taken from these fields it will be possible to proceed with the creation of
a frame of knowledge which allows to outline the characteristics of the profile. One of
the most common theories that emerges in the literature on virtual relationships is that of
Social Penetration Theory (SPT). Conceived by psychologists Irwin Altman andDalmas
Taylor [9], SPT argues that relationships form and develop as information is gradually
exchanged between two or more people. The individuals involved in the relationship
exchange information according to the cost-benefit analysis of the relationship. When
the perceived benefits outweigh the risk of disclosing information, a relationship will
form the “Lives a Followers Friends” links on Facebook can provide us with a precise
indication of the social, cultural and economic environment in which you live, including
interests and tastes. The “Stories” link, enriched by stories, comments, hashtags and
emoticons, allows us to learn which emotional states the user experiences or has experi-
enced and consequently what the suggestions, considerations and welcome topics may
be.

“Likes too_” present in the posts can say a lot, such as the degree of appreciation
(or disgust) of a particular statement, an event, an image or a comment posted on the
social network by another profile. Another important clue, capable of providing valuable
information, is represented by the photos published on the profile. If they portray the
person in various poses, more or less captivating, they denote the evident desire to
satisfy one’s ego, but they may contain subliminal messages referring, for example, to
sexual aspects (photos in skimpy or very veiled clothes), cultural (the person has himself
immortalized against the background of a bookstore, in front of a training institute, at
the entrance to a university, etc.), professional (photo in one’s office or studio, image of
the company in which he works, brand of the institution or company, etc.), sportsmen (in
gymnastic gear orwhile playing a sport). The photos of cities, landscapes, famous places,
means of transport, denote the desire to convey a message referable to personal depth: a
person who travels, in the collective imagination, exercises a prestigious, important and
highly profitable profession. The irrepressible desire to appear important and interesting
assumes, for the individual, the connotation of the primary objective to be achieved, to
be accepted, esteemed, loved but above all to assume a higher level of visibility than
others. This irrepressible ambition manifests itself in a non-place like the virtual world,
made up mostly of people we don’t know. The image society is based on a culture
made up of icons generated by the world of politics, sport, fashion, entertainment and
television, which permanently provide indications on behaviors, lines of thought, habits
and customs to adopt to ensure a continuous and higher level of interest and importance.
Emblematic is the videomade by director Shaun Hington, titled “What’s on your mind?”
(available on YouTube), which suggests a completely different interpretation of the
contents of posts published on social networks: often behind the carefully chosen images
and words, there are completely different realities, made up of loneliness, boredom,
failures and pain. The images published on social networks become an absolute priority
which often leads to oversharing, i.e. sharing every single detail of one’s private life
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online, if not even of every single day lived. Two psychologists fromHarvard University,
Diana Tamir and Jason Mitchell, have conducted research which has shown that 30–
40% of communications between individuals concern topics of a personal nature, a
percentage that rises to 80% within social networks. The desire to communicate one’s
thoughts, emotions and reflections to others is strongly connected to the activation of
brain areas designated for the perception of the sense of gratification and pleasure. The
research shows the existence of a form of satisfaction that arises from the impulse to talk
about oneself to others, comparable to a primary need such as food and sex. Another
element that emerged from the research is that relating to the role played by social
media as tools capable of inducing the individual to play a role that does not correspond
to reality in an attempt to hide the negative aspects of one’s personality from him,
enhancing the positive aspects, most of the time not even possessed. If self-centeredness
and megalomania can assume a predominant role in social networks, it is also true that
the need to expose oneself and show off is alive and widespread, and this produces
an increase in the number of personal information entered in one’s profile. Once the
limits of understanding the vulnerability of personal privacy have been overcome, the
user runs the risk of overcoming even those of intimacy, slipping down a tunnel that
leads to the loss of a sense of reality. If such a condition can produce disastrous effects
for the user, for a VHUMINT Collector, it represents the ideal scenario for conducting
information acquisition activities thanks to the use of a fake profile built according to
the characteristics of the identified target (see Fig. 3).

Fig. 3. Stages of the evaluation of the SPT profile.

4 Conclusion

Social Media Intelligence can allow you to search, extract and assemble data and infor-
mation that can take on the connotation of an “intelligence product” that can be used in
different sectors, such as defense, economic, industrial, social, political.

In this work, we provided an overview of SOCMINT under the social espionage per-
spective, which can be defined as an attempt to gain a competitive advantage by acquiring
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all publicly and semi-publicly available information in social media. Accordingly, we
analyzed two different forms of social espionage, the first one referring to SOCMINT
platforms and architectures, the second one which is connected to the creation of fake
social profiles suitably constructed to capture the information held in different social
conversations.

Artificial intelligence platforms, in this regard, can represent a suitable tool for the
automatic processing of information, allowing to quickly produce that knowledge useful
to the top decision-makers of the organization to identify the best decisions to take.
Depending on the unstoppable exponential increase in data present on the Internet,
and in particular on social media, the use of artificial intelligence platforms equipped
with special algorithms built to conduct research and data extraction activities that are
actually useful for the creation of an “intelligence product” in different sectors, such as
the economic, industrial, political, social and defense sectors, represents the “highway”
on which to concentrate investments for the coming years.

References

1. Teti, A.: Cyber Espionage and Cyber Counterintelligence. Cyber espionage and counter
espionage. Rubbettino, 221 p. (2018). ISBN-13:978-8849852660

2. Håkansson, H., Snehota, I.: No business is an island: the network concept of business strategy.
Scand. J. Manag. 5(3), 187–200 (1989)

3. Easton, G.: Case research as a methodology for industrial networks: a realist apology. In:
Naude, P., Turnbull, P.W. (eds.) Network Dynamics in International Marketing, pp. 73–87.
Elsevier Science, Oxford (1998)

4. Håkansson, H., Ford, D.: How should companies interact in business networks. J. Bus. Res.
55, 133–139 (2002)

5. Fitzpatrick, W.: Uncovering trade secrets: the legal and ethical conundrum of creative
competitive intelligence. SAM Adv. Manag. J. 68(3) (2003)

6. Miller, S.H.: Competitive Intelligence-An Overview. Competitive Intelligence Magazine.
http://www.ipo.org/AM/Template.cfm?Section=Home&Template=/CM/ContentDisplay.
cfm&ContentID=15904 (2005). Retrieved 14 May 2011

7. Teti, A.: Virtual Humint. The new frontier of Intelligence, 165 p. Rubbettino (2020). ISBN-
13:978-8849860078

8. Mameli, M., Paolanti, M., Morbidoni, C., et al.: Social media analytics system for action
inspection on social networks. Soc. Netw. Anal. Min. 12, 33 (2022)

9. Altman, I., Taylor, D.A.: Social Penetration: The Development of Interpersonal Relationships,
459. Holt, Rinehart, & Winston, New York (1973)

http://www.ipo.org/AM/Template.cfm?Section=Home&Template=/CM/ContentDisplay.cfm&ContentID=15904


Geometrical Acoustics in Cultural
Heritage Conservation and Promotion:

Digitalization of the Acoustic
Characteristics

Sergio Montelpare1 , Mariano Pierantozzi1 , Samantha Di Loreto1 ,
Alessandro Ricciutelli1(B) , and Marta ferrara2

1 University “G. d’Annunzio” of Chieti-Pescara, Engineering and Geology
Department (INGEO), Viale Pindaro 42, 65127 Pescara, Italy

alessandro.ricciutelli@unich.it
2 University of Teramo Campus “Aurelio Saliceti”, Political Science Department,

Via R. Balzarini 1, 64100 Teramo, Italy

Abstract. In 2003, UNESCO, with the Convention for the Safeguarding
of Intangible Cultural Heritage (ICH), recognized the acoustic character-
istics of a cultural heritage building as qualities to be safeguarded. After
this milestone, multiple researchers have investigated methods and tools
to evaluate, understand, characterize and store the acoustic intangible
information. This paper illustrates an experimental and numerical app-
roach useful to accurately measure the acoustic fingerprint of a cultural
heritage building; the unique identification of this fingerprint opens the
way to a legal protection of the intangible heritage of the sound response
of the building. The proposed approach allows to define a forensic process
to legally preserve the uniqueness of the acoustic fingerprint of a build-
ing. The proposed procedure involves acoustic software that use ray trac-
ing algorithms to simulate the sound propagation; in order to calibrate
the numerical models with respect to the experimental measurements,
they were used genetics algorithms that allowed to precisely calibrate
the absorption coefficients of the building’s materials. This paper aims
to investigates the pros and cons of using such techniques and algorithms
in intangible cultural heritage acoustic’s preservation and digitization by
analyzing its applications and results on case studies.

Keywords: cultural heritage · digitization · room acoustics · acoustic
fingerprint

1 Introduction

The rapid pace of globalization, coupled with ongoing shifts such as natural dis-
asters and global pandemics, has heightened the vulnerabilities faced by intan-
gible cultural heritage. These invaluable treasures are increasingly at risk. It is
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crucial to take immediate action, particularly in safeguarding the living cultures
of vulnerable communities, in order to ensure their continuity and preservation.

Architectural acoustics is a field of scientific inquiry that focuses on the study
of sound environments within architectural structures. Traditionally, research
in this area has primarily centered around concert halls, opera houses, and
theaters. Nevertheless, the pursuit of favorable indoor acoustic environments
extends beyond these performance spaces alone [10].

In recent times, there has been a growing recognition of the significance of
architectural acoustics in historic buildings. In particular, the conservation of
cultural heritage is nowadays a very important aspect of our lives. Thanks to
such legacy we gain knowledge about our ancestors, methods of production and
ways of their life.

In [27] it examined the some aspects as: the widespread adoption of 3D
digital technologies in the field of Intangible Cultural Heritage (ICH); the specific
technologies employed in the research and the types of research being conducted.

Particular attention has been paid in literature on the optimal location of
acoustic materials for sound treatments [8,11,19].

Recent studies into cultural computing, otherwise known as the interdisci-
plinary field of “digital humanities”, have triggered a growing number of algo-
rithmic advancements to facilitate ICH data usage, which deserves a systemic
collation [6,14,18,20].

Firat et all. [1] explores the rationale behind classifying sensory objects of
cultural significance as tangible heritage assets, with a focus on heritage, sensory
semiotics, and acoustics. It also delves into the methods of digitalization used to
preserve and reconstruct acoustic heritage, emphasizing their quantifiable and
computable characteristics.

Sound heritage as a legal concept with a collective and cultural relevance
represents a quite recent goal achieved in the Supranational legal framework.

International Law considers sound and acoustic as a part of the intangible
or immaterial heritage, according to the ICH, (2003) about the oral traditions
and expressions (Art. 2, §2, lett. a)), while European Law (art. 167 TFEU)
implicitly suggests that acoustic can be considered in the cultural heritage of
EU significance adopting an extensive approach [21].

The sound-legal theory shows more regulatory criticalities at the National
legal level that can be summarized in:

– the lack of an autonomous conceptualization of the sound heritage, with a
preference for the sound intangible protection according to International Law;

– the lack of an interdisciplinary perspective to the topic, considering that
acoustic as a constitutive landscape or site item resulting from the interaction
between sound and the environment;

– finally, a trend toward a sectoriality legal design to issues linked to the sound
heritage (i.e. the environment penal protection).

The idea that heritage sound might be fully guaranteed through the immate-
rial protection appears too reductive and inadequate [15] to safeguard the sound
uniqueness characterizing a cultural monument or a destroyed site.
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Moreover, sometimes National regulation considers the sound under its mate-
rial profile as a sound res or a musical res but doesn’t provide an autonomous
conceptualization of the sound heritage. For instance, music is materially pro-
tected in the form of the musical score and, consequentially, as a part of the
library cultural heritage (see art. 10, c. 4, lett. d) [4], It. Cultural Code) but it
doesn’t have a specific legal statute.

1.1 Contribution of This Work

The transfer of acoustic information in the digital domain in addition to allowing
(potentially) greater resistance to wear and tear of time, allows a more effective
search of content, based on melodies whistled by the user (query by humming)
or sound examples from other audio files (query by example).

To ensure data retention, it is advisable that acoustic information is restored
by working on (digital) copies obtained from those perfectly matching the orig-
inal. This way of proceeding allows you to decide on a case by case basis what
type of restoration approach to take.

All calculation methods presented in this paper are those currently applied
in the ODEON room acoustic software.

The ODEON software uses ray tracing algorithms to simulate sound propa-
gation and shows that careful postprocessing of the measured data can lead to
high agreement with advanced room acoustics measurments.

ODEON room acoustic software has been applied to obtain accurate room
acoustics predictions. In the simulation process the first step is to import a 3D
model of the room, previously drawn in a modelling software. In the simulations,
all the receivers have been located at the same positions used in the measurement
and later the model was calibrated according to the classical procedure described
in ISO 3382-1 [16].

To calibrate the numerical models with respect to the experimental measure-
ments, genetic algorithms were used that allowed the absorption coefficients of
the building materials to be precisely calibrated.

The paper is organized as follows: Sect. 2 presents room acoustic model, illus-
trated in detail the numerical simulation and the storage of the acoustic infor-
mation in forensic science. Finally, Sect. 3 summarizes the conclusion of the work
and comments on possible future extensions.

2 Material and Methods

This section explains the procedures used to objectively evaluate the acoustic
quality of the San Biagio’s Temple through experimental measurements and
simulation techniques. During this analysis, various typical positions for natural
sound sources and different audience areas are considered, which determine the
adopted methodology.

The San Biagio’s Temple, one of the most important works of Antonio Cor-
dini (known as Antonio Da Sangallo - the elder), is in Montepulciano, a town in
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Siena’s province that played a significant role in Tuscany’s architecture Renais-
sance [25].

Figure 1 shows the St. Biagio temple and its plan.

Fig. 1. St. Biagio Temple and its plan.

2.1 Room Acoustic Measurements and Model Calibration

Prior to numerical modeling, experimental acoustic measurements were carried
out for the case study.

These acoustical parameters suitable for measurements should preferably
meet the principles in ISO 3382-1 [12], which implies a sound source that is
omnidirectional and parameters derived from the impulse response in the octave
band from 125 Hz to 4000 Hz.

The main acoustic parameters were calculated using the impulse response
technique [7,24]: reverberation parameters (such as T30, T20, EDT), energy
parameters (C80, D50, Ts) all in the 125 [Hz]–4000 [Hz] frequency range.

Table 1 reports the average values of the measured acoustic characteristics
in the temple, together with the standard deviation of the results across the
different microphone locations.

These are needed as references for the calibration of the numerical model.
Usually, the process employed in geometrical acoustics of cultural heritage

assets is parallel but not identical to industrial architectural acoustics. Cali-
brating a numerical model of these assets is more complex given their nature.
This technique uses a geometric model to which the absorption coefficients of
the respective materials are then applied in order to simulate the acoustic phe-
nomenon with a ray tracing algorithm and obtain the desired data.
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Table 1. Results of measurement in the Temple of St. Biagio (in parenthesis, the
standard deviation among all the measured values in the different positions is reported.

Frequency (Hz) 125 250 500 1000 2000 4000

T30 [s] 5,71 (0,22) 5,50 (0,20) 5,01 (0,08) 4,07 (0,07) 3,26 (0,04) 2,50 (0,04)

Ts [ms] 388,72 (40,67) 423,14 (36,59) 371,43 (52,37) 287,21 (38,24) 240,08 (29,63) 180,38 (25,67)

EDT 5,45 (0,54) 5,55 (0,28) 4,93 (0,18) 4,03 (0,15) 3,28 (0,14) 2,53 (0,13)

D50 0,19 (0,06) 0,11 (0,05) 0,13 (0,10) 0,20 (0,09) 0,20 (0,09) 0,26 (0,09)

C80 5,20 (1,46) 7,91 (1,60) 7,53 (3,02) 4,95 (2,11) 4,45 (1,75) 2,79 (1,60)

The geometric model was made on the basis of the data obtained from a
laser scanner survey, using 3D software.

The construction of a three-dimensional simplified geometrical model of the
cathedrals provides the starting point towards reliable computer-aided acoustical
simulations [26].

Subsequently, this 3-D model was imported within Odeon Acoustics, where
the exact conditions present during the experimental acoustic survey (position
of sources and receivers, temperature, and relative humidity) were recreated.

Figure 2 shows the numerical model of the St. Biagio temple.
At this point, the only remaining step to be able to obtain a calibrated

model for a true representation of the acoustic phenomenon is to calibrate the
absorption coefficients of the materials of which the church is composed. One of
the factors that determine the complexity mentioned earlier lies in being able to
obtain absorption coefficients that best reflect those of the materials that make
up the cultural asset.

The starting values to be used for the material absorption coefficients are
taken from standards. To calibrate them, one of the techniques used is to man-
ually alter the values until results from the simulations are as close as possible
(i.e., within JND limits) to those obtained in the experimental survey.

This process is usually repeated, which in addition to being inaccurate also
makes it time-consuming, both from the point of view of limits imposed by
computation time and from the point of view of time spent manually.

Instead, the work presented, as previously said, involves the use of a system
of genetic algorithms that do this work autonomously following the directions
we impose on them.

2.2 Genetic Material Optimizer

A genetic algorithm (GA) is a metaheuristic solution finding system inspired by
natural evolution.

Simulating the process of mutation, recombination, and genetic selection, this
type of algorithm is often used to solve problems and optimize solutions under
conditions denoted by parameters and variables.

In the specific case, underlying its operation is a genetic representation of
the domain of solutions and a “fitness” function to evaluate that domain.

The working flow of a genetic algorithm is shown in Fig. 3 below [17].



Digitalization of the Acoustic Characteristics 297

Fig. 2. Numerical model of the St. Biagio temple.

The way it operates can be described in five main steps:

– Initialisation: it starts from an initial population of individuals. The popula-
tion size and the representation of individuals depend on the specific problem
being solved;

– Fitness Function: the GA performs a process of selection and recombination
through a fitness function to produce a second population;

– Selection: individuals are selected from the current population to become
parents for the next generation based on their fitness. Individuals with higher
physical fitness are more likely to be selected, but some form of stochastic
selection is also used to maintain diversity in the population;

– Crossover: the crossover involves exchanging genetic information between
two or more parents to create new solutions. The choice of crossover technique
depends on the problem and representation used;
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Fig. 3. Working flow of a genetic algorithm.

– Mutation: a mutation operator shall be applied to the offspring generated
in the crossover phase. The mutation introduces small random changes to
the genetic information of the offspring, helping to explore new areas of the
research space.

Fitness value gets evaluated on a set of generations, and this can be an
expensive process for a certain number of problems using Genetic Algorithms.
If a Genetic algorithm is not put to use in the best manner, it may not converge
to an optimal solution.

In Odeon’s material optimization system, eight GAs work simultaneously and
independently, one for each band octave.

The algorithm starts from a random step [23] where all individuals in the
populations are generated with an absorption coefficient that varies randomly
over a range specific set by the user, creating a starting zero generation. Subse-
quently, the evolutionary process begins filtering the best individuals by selecting
them as parents, which produces individuals “offspring” who inherit some of the
advantages previously generated [22].

This process is repeated no until the solutions converge on the basis of the
criteria set. The calculation continues until it reaches a solution that minimizes



Digitalization of the Acoustic Characteristics 299

the errors. This solution may not be perfect and unambiguous, but it aims to
reduce the error to a minimum.

As already mentioned in the general denotation, this algorithm needs a func-
tion called “fitness function,” which, in the specific case of Odeon, generates a
number that leads the GA to evaluate which are the best candidates, controlling
for genetic evolution. In principle, this function could evaluate how much better
the simulated pulse responds than those detected and subsequently imported
into the program.

However, this would not make the calculation accurate, since neither of the
two datasets would have suitable evaluation parameters. The developers, there-
fore, decided to set acoustic indices as comparison values, setting as minimiza-
tion criteria for the fitness function the respective subjective limen (ISO 3382
minimums) of the JNDs [5].

As for the specific case of the Temple of St. Blaise, they were initially selected
materials from literature. Then, analyzing the results of the first simulations, the
respective absorption coefficients were manually modulated, and then calibration
by the genetic algorithm was started.

The simulations in the case study use a tuning process, based on an adjust-
ment of the values of the absorption coefficients of the temple structure, so that
the simulated average reverberation times differ, on average, by no more than 1
JND (5%) from those measured on-site for each frequency of the octave band.

The following Table 2 reports the main values of the absorption coefficients
used in the simulations after the correction described above.

Table 2. Calibrated material’s absorption coefficient’s list.

63 125 250 500 1000 2000 4000 8000

Carrara’s Marble 0.01 0.01 0.01 0.02 0.03 0.03 0.04 0.05

Wood 0.11 0.11 0.12 0.12 0.12 0.1 0.1 0.1

Travertine 0.05 0.05 0.05 0.05 0.05 0.05 0.03 0.03

North facing door 0.11 0.11 0.12 0.12 0.12 0.1 0.1 0.1

East facing door 1 1 1 1 1 1 1 1

Plaster 0.02 0.03 0.04 0.04 0.06 0.07 0.07 0.09

Pavement 0.018 0.021 0.025 0.028 0.03 0.03 0.036 0.045

Statues 0.01 0.01 0.01 0.02 0.03 0.03 0.04 0.05

Glass 0.42 0.35 0.25 0.18 0.12 0.07 0.04 0.03

Organ 0.24 0.13 0.07 0.03 0.02 0.01 0 0

Plasterboard 0.28 0.28 0.22 0.17 0.09 0.1 0.11 0.11

It is verified that the difference between the value of the simulated and the
measured indexes did not exceed the “Just-noticeable differences” limen provided
by Bork [2] and Bradley [9].
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2.3 Result and Discussion

The results obtained by the software are then compared with the measured data
for all source-receiver positions and frequency bands. The relative mean errors
to the just noticeable difference (JND) are also computed.

Figure 4 shows a comparison of the spectral behaviour in octave bands of
spatially averaged values for the R1, R7, R10, R13, R16 and R24 source posi-

Fig. 4. Simulated and experimental values of the acoustical parameters as functions of
the frequency.
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tions, of acoustic parameters: measured, calibrated with GA algorithm and not
calibrated.

These results indicate that the computational model reliably represents the
sound field of the environment, evaluating both the spatial average of each
parameter in the different octave bands and the spectral average value calcu-
lated at each reception point.

2.4 Legal Protection

Currently, heritage regulatory models suffer from a partial approach to the sound
that neglects the multisensory issues related to heritage landscapes and cultural
sites or monuments (Art. 2(1 a), Faro Convention, 2005) [13] and the dizzy-
ing technological supply on heritage goods enriching the cultural proposals and
services.

Assuming the best legal protection for the heritage sound related to sites or
landscapes as an objective of Supranational and National Law in the digital era,
the protection of the intangible good’s digital model could represent an accessible
and challenging legislative option.

In this way, the tangible format of the heritage sound could move from the
valorization of the digital acoustic representation as cultural good to safeguard
because of its strict connection to a specifical monument or architecture.

However, the heritage acoustic tangible format will have to provide some
minimum legal standards that are: sound authenticity, integrity, replicability and
measurability, in compliance with European General Data Protection Regulation
(UE) reg. no. 2016/679) [3].

3 Conclusion

This paper aims to investigate the pros and cons of using such techniques and
algorithms in intangible cultural heritage acoustic’s preservation and digitiza-
tion by analyzing its applications and results on case studies. The proposed
approach allows to define a forensic process to legally preserve the uniqueness of
the acoustic fingerprint of cultural heritage.

Similar to how a fingerprint is unique to an individual, the acoustic fingerprint
of a cultural heritage site is distinct and can provide valuable insights into its
identity, history, and cultural context.

By examining the acoustic fingerprint of the St. Biagio Temple, the
researchers have gained a deeper understanding of the acoustic behaviour asso-
ciated with the heritage.

The process of capturing the acoustic fingerprint involves using specialized
equipment and techniques to measure and record various acoustic parameters
such as reverberation time, frequency response, impulse response, and sound
transmission characteristics. These measurements help in documenting and pre-
serving the acoustic signature of a heritage site or object.

In order to calibrate numerical models with respect to the experimental mea-
surements, they were used genetics algorithms that allowed to precisely calibrate
the absorption coefficients of the building’s materials.
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The results of the case study, indicate that the computational model reliably
represents the sound field of the environment, evaluating both the spatial average
of each parameter in the different octave bands and the spectral average value
calculated at each reception point.

Acoustic fingerprinting techniques can be employed in a variety of applica-
tions related to cultural heritage.

Furthermore, the acoustic fingerprint can contribute to the digitization and
virtual representation of cultural heritage.

By accurately capturing and reproducing the acoustic properties of a site or
object, virtual environments can provide a more comprehensive and authentic
experience for users, enhancing the understanding and appreciation of cultural
heritage.

Overall, the study and analysis of the acoustic fingerprint of a cultural her-
itage site offer valuable insights into its history, and cultural significance, and
contribute to its preservation and dissemination in the digital age.
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Abstract. If a structural problem has to be evaluated, it certainly appears neces-
sary for an Engineer to consider the building, of whatever type, as a hierarchical
and organized system. However, in a Legal context, the purely technical descrip-
tion of state of facts, associated with the meticulous application of the theory and
the different Codes, does not always help to outline a clear boundary between right
and wrong, between safety and failure. This paper will illustrate a part of the legal
procedure that substantiates the evaluations of Forensic Engineering, focusing on
the relationship between Legal and Court Actors in the common difficulties of the
context. Finally, the scope is to introduce the “situational awareness” approach.
Analyzing the representation techniques of the real context will allow creating of
consolidated lines of communication between different actors. These communi-
cation lines, through conceptual diagrams and maps, aim to illustrate a logic that
is as universally shareable as possible. It is important to offer to the Court keys
to access the Engineer’s approach, to transform Engineering Report into a per-
fectly integrated cog in the Justice machine. When the Engineering technicalities,
languages or approaches meet the horizons of social sensitivity and a common
vision of the facts is expanded, a union point arises from which logical scheme
lines depart in order to obtain correct understanding and right solutions. However,
as discussed in a case study, we have to take into account that may not be always
possible to obtain this goal.

Keywords: Situational Awareness · Structural Forensic Engineering · Back
Analysis · Forward Analysis

1 Introduction

The Technical Consultancy tool is used by the Jurisdiction to understand the technical-
scientific contents of a Forensic Engineering event and therefore to permit to the Court
be able to express a complete and coherent judgment.

At the basis of any Technical Advice there is an Engineer study which ranges from
purely scientific notions to Code frameworks and which allows to frame in a technically
and scientifically correct way the causes and effects that the analyzed fact contain; causes
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and effects are generally the results of a project that led to the realization of a certain
structure or infrastructure.

But having a deep and correct knowledge and understanding of project hypotheses
is not trivial; above all the problem becomes even more complicated when the full
knowledge of design becomes part of a performance analysis process.

The original project, together with the negative event that puts it in the spotlight,
becomes the protagonist in a judicial scene with its Actors, a protagonist in the form of
a legal evidence. It is important to underline how the legal evidence remains the same
in the different legal contexts and how complex it is to manage it for the Engineer,
called to “anatomize” and explain conditions subject to a high degree of ambiguity and
uncertainty.

We will deal, in Sect. 2, with the topic of Situational Awareness as an instrument
that concerns Judges and Engineers figures as decision-makers in complex and dynamic
areas on the understanding of a critical situation.

Section 3 shows the normal and conceptual approach to a Structural Design while
Sect. 4 explains procedures and roles in the Forensic Case.

Finally Sect. 5 discusses an interesting Structural Forensic Case Study while Sect. 6
concludes the paper showing how a lack of knowledge can compromise the Judicial
effort in order to obtain an equilibrate decision.

2 Situational Awareness

It is necessary to lead the Engineer to a “Situational Awareness”, i.e. to the perception
of the elements within a time and space volume, the understanding of their meaning and
to the projection of their state.

Situational awareness is a key principle in managing and understanding events; it is
essential to become aware of figures, objects and actions that interact with each other,
contextualizing them in terms of place and time.

Let us venture a similarity between the Forensic Engineer’s role in an assigned case
and a battlefield approach.

It is well known [1] that the United States Army Field Manual defines “Situational
Awareness” as “… knowledge and understanding of the current situationwhich promotes
timely, relevant and accurate assessment of friendly, enemy and other operations within
the battlespace in order to facilitate decision making …” (Fig. 1).

This definition focuses on the operations carried out by any party involved; we can
deduce how the measure of a situational awareness, together with the ability of one’s
knowledge and one’s work, is fundamental to best practice the profession, that of the
Forensic Expert Engineer in relation to the Judge, in this case.

According to [5] reporting, Situational Awareness refers to a state of understanding
in which we intend to predict how it will change with time.

The Homeland Security Act of 2002 [3] on the other hand, defined the Situational
Awareness as “… information gathered from a variety of sources that, when commu-
nicated to emergency managers and decision makers, can form the basis for incident
management decision-making …”.
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Fig. 1. Overall Situational Awareness Scheme

In this manner it underlined importance of information collecting and final purpose
for which it is used, that is to communicate it to “… decision makers …”: in case of
Forensic Engineering to the Judge, and consequently to the other Parties.

As reported [4], for a GIS software house, Situational Awareness is a “… human
mental process that can be enhanced using technology to access, analyze, and present
information to have a greater understanding of existing conditions and how they will
change over time …”. All of this is intended to be carry out [4] in order to integrate
a myriad of technologies to provide users with access to information based on their
circumstances.

Analyzing these definitions or those discussed both previously in [2] and successively
in [6–9],wededuce howSituationalAwareness becomes an initial and essential condition
for the decision-making process, as shown in Fig. 1.

In a Forensic Engineering context, the notions, intuition and experience of the
Engineer are at the service of the Judge.

The scheme shown in Fig. 1 describes as a whole the global composition of Situ-
ational Awareness, given by the sum of the various situational awareness, which leads
to understanding and finally to analysis and judgment which must be weighted and
unambiguous.

Situational Awareness is the full understanding of a given context and, through the
knowledge of all the elements and variables that compose and define it (such as actors,
data, information) with respect to time or space, the robust insight of changing effects.

Considering the multidisciplinary nature of a Forensic Engineering Case, such as for
example the media influence, the Situational Awareness becomes increasingly relevant.



The Language of the Forensic Structural Engineering 307

Data and information exchange is a prerequisite for understanding every aspect of the
Process. In fact, different actors not only assume different roles but they have different
cultural background. The sum of Situational Awareness deriving from different scientific
and humanistic studies respectively for Engineers and Judges, leads to an integrated
understanding of the contest. It is decisive both for the decision-making and provisional
process.

3 The Approach to Structural Design

Temporarily neglecting the external influencing factors, in order to create an initial
domain for a case study it is first necessary to determine how a structure has to be
described and discussed [14].

These concepts, and their use, have been studied during the professional graduating
and training and have been applied during professional activity. But it is essential to
establish and to assign them an approach order.

In a survey, having a pen and a block-note, you have to check the various aspects of
a structure in an orderly manner. Structure description certainly first considers detailing
aspects such as geometric arrangement of various sections, element thicknesses, the
global inertia, etc.

In a higher level it is necessary, for example, to indicate how the beamaxis is arranged,
to indicate structure axis position, to detect the presence or not of unexpected curvatures
as well as the presence of defects in substructures (for example braces): i.e., you have
to look for more detailed geometric aspects. The detail of all used materials falls within
the two levels described above regarding initial decomposition too.

However the most important and relevant aspect, from a logical point of view, is the
third i.e. to define a structure is the detection how various components are connected to
each other: this allows you to define the real load paths, i.e. you can detect how the load
from the application point flows the foundations and, contemporary, stresses structural
components.

All of this is particularly sensitive in an existing structure that has suffered a collapse
or damage: often connections are only inferable and not yet verifiable.

A coherent and correct scheme and classification of these three levels is the basis of
the analysis of an existing structure, as well as any new design of the structure itself.
Schematically, the three levels can be defined as follows (Fig. 2).

There is a first Micro-level, which concerns the sizing of the single sections; then we
have a slightly more articulated Meso-level, which concerns the optimization in design
phase and shape definition of the structure and finally a Macro-level, that concerns part
connections in topological terms.

The Fig. 2 depicts just this conceptual hierarchy, which is above the conceptual level
and has been managed in this manner by the Engineer.

In the back of a structure, the idea that it is made up of elements organized in a
hierarchical form is fundamental. A structure, in general, is understood as a system that
needs to be decomposed in order to define its elementary parts.

If this decomposition approach is assumed as fundamental and the concept of hier-
archy is considered absolute, it is true that, in certain situations, the collapse of a “small”
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element, in a “delicate” position, can propagate its effect and cause the overall collapse,
especially when the static scheme is not redundant.

Fig. 2. Structural system: theoretical system decomposition at different analysis levels (macro-
meso-micro)

Clearly the collapse of a steel structure due to the failure of a single weald bead is a
limiting case not a general case, but it can occur: it is also true that there are particular
situations in which small parts of the structure, even secondary or undersigned ones, can
significantly affect the structural integrity.

Therefore, it is essential, when analyzing a structure in order to evaluate its safety
margins or when designing a new structure, to have clear understanding of the various
parts that make up the whole and to manage the decomposition conceptually.

It is necessary to have a perfectly clear understanding of the geometrical position,
structural function and the possibility of “failure” for each element, as well as their
consequences on the overall structure.

4 Procedures and Roles in Forensic Case

In case of Forensic Engineering, we must not pause on Forward Analysis concepts,
which concern pure engineering design, but we have to pay attention to one of Forensic
Engineering key procedures: Back Analysis or Reverse Analysis and its time-functional
connection, as discussed in [15] and shown in Fig. 3.

Forward Analysis is used to assess if a structure is performing safely as it was
intended to, while Back Analysis is carried out to determine the condition that caused
the detected failure.
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Through Back Analysis or Reverse Analysis, the Engineer searches, with a back-
wards elaboration, for the criticalities of the failed structure, until he goes back to the
design phase, in order to reconstruct the causes of the failure event.

Fig. 3. Time-functional connection of Structural Engineering (Design) and Forensic Engineering
(Investigation)

The Engineer thus passes from the usual role of designer, who uses a provisional
process for the purpose of a work creation, to the role of investigator, who through the
back analysis procedure studies the built object under investigation.

The Back Analysis process, [10, 11], contains both deterministic and probabilis-
tic contents in order of a correct understanding of a failure. It is Engineer choice to
select sampling method and type of probabilistic analysis to be used in Analysis. It is
deterministic to select mechanical and geometrical model, it is deterministic to select
global model input parameters; it is probabilistic to define them as random variables by
assigning them with statistical distributions this aim.

It is a mix of deterministic and probabilistic approach to compute: normally a regular
deterministic analysis is run at first followed by probabilistic analysis in order to evaluate
the fitness of each solution.

Therefore, an initial set of parameters is integrated by different new set of parameters
in order to compute the fitness of each solution and to memorize the best solution.

This best solution depends on maximum cycle approach and it permits to define the
“real” original set of parameters and, according to failure level and evolution, to define
the actual set of parameters of structure under discussion. This set can be used in a
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Forward Analysis in order to define both actual Safety Level and repairing strategies in
the case of a non-complete structural collapse.

If the Back Analysis is consistent, it is possible that the process of failure is correctly
reconstructed by identifying the causal triggers and presenting it in terms of liability to
the Judge.

Investigating the failure triggering cause alone without looking for the design
intrinsic defects can lead to a misrepresentation of the etiological nexus reconstruction.

The risk is that the investigation itself may turn into a failure for the Court.
This procedure appears to be consolidated and robust, especially in the case of a

failure that results in a dramatic collapse.
In the present paper, a reference is made to an apparently simple real case in which

the Back Analysis is also a Forward Analysis in the aim to define the initial, un-failed,
conditions in order to recreate them. In this context, if the Court needs a legal agreement,
a real short circuit is formed which makes the situation unsolvable.

5 Structural Forensic Case Study

A Structural System is a complex systemmade up of a series of aspects that characterize
its identity and nature.

Themandatory effort required to dealwith these systems, either singularly or as a sum
of parts, not onlymakes structural design and numerical analysis extremely elaborate, but
also, given the increasing difficulty due to the high degree of ambiguity and uncertainty,
it could be possible that the knowledge of the Engineer may not be sufficient for the
reconstruction process of the initial situations leading to a failure, as discussed in [16–18].

In this regard, this paper discusses a real case that the Authors encountered within
the context of a judicial procedure.

Let’s imagine we are dealing with a building, simple and built for normal residential
use. This building was designed, according to an old Code, disregarding seismic actions.
We assume as “initial” t0 the actual design time, without seismic provisions as at original
design and construction time. Now the building site is assumed to be a seismic prone
one and, according to local actual Code, building must be seismically adequate since its
theoretical capacity, C(t0), is clearly lower than the theoretical demand, D(t0).

Practically, both at the Damage Limit State and at Life Safety Limit State, we now
have to assume:

C(t0) � D(t0) (1)

For these reasons, an assignment for seismic retrofitting was determined by Property
and an Engineer was selected. The Engineer carried out the design phase referred to in
(2), i.e. starting from a structural situation in no longer acceptable operating and safety
conditions, t0, a complex retrofitting project was carried out which it must lead, in a
subsequent time, t0+�t0, to obtaining an adequate building for new functions and new
required safety levels.

t0 design ⇒ t0+�t0 (2)
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To do this, the Design Engineer performs, as typically required by current Code, the
material qualification in actual state, in retrofitting design “initial” state t0, but obviously,
due normally to unrequested design effort and experimental cost, he does not analyze
the real response of the structure at this initial state, he does not study experimentally
its capacity but defines a theoretical value, C(t0), because he believes that this must be
exceeded by a target capacity C(t0+�t0)∗ which is the real target of the project.

C(t0+�t0)
∗ ≥ D(t0) � C(t0) (3)

So it canbe imagined that theDesignEngineer has an initial limitedknowledge level (here
named LC according to current Italian Code) of the structure LC(t0) = F(LCm(t0)) �=
F(LCm(t0);LCs(t0)) which is a function of the knowledge of the materials, LCm(t0),
but which is not a function of the knowledge of the structure itself, LCs(t0).

The design process then continues in awell-defined and standardized context: project
external validation, public works contract, retrofitting execution by means of partial
demolitions and structural elements improvements. But once the works have been par-
tially carried out, a dispute is started between the Contracting Authority and the Con-
tractor Firm: a legal dispute after a work stop ordered by the Contracting Authority. A
process has to be carried out at Civil Court in order to quantify the contractual damage.
This quantification is not trivial but it is conceptually very difficult to operate from a
structural forensic point of view.

At current time, t1, after contract interruption, the Contracting Authority states that
works were carried out inadequately and, above all, with a damage to original structure:
structure therefore shows a different, lower, capacity, C(t1), compared to the initial one,
C(t0), which was also insufficient.

C(t1) �= C(t0)
C(t1) < C(t0) < C(t0+�t0)∗ ≥ D(t0) � C(t0)

(4)

At this point, a Court-Appointed Engineer is normally selected [12]: he is the Official
Technical Consultant (OTC) figure.

The question could appear simple: to evaluate the Contracting Authority economic
damage to be charged to Contractor Firm or to define a Judicial Settlement. This
appearance could be misleading.

In fact, in the latter case the OTC has, for example, to assess whether the simple
removal of incorrect works can really restore the structural asset to its initial condition,
without damages, and therefore can close the dispute between the Parties.

The OTC can make an accurate survey of the state of the places, Fig. 4, and he can
develop an adequate experimental investigation on the quality of the materials used for
the structural improvement. Taking in mind the seismic response at the basis of (1) and
(2), he can hypothesize to carry out an adequate investigation on the building through
monitoring frequency domain response of the structure.

It can appears as decisive approach to resolve the OTC Court-Appointment.
The frequency domain response of the structure can define the real Capacity in the

current state, CR(t1), after the poorly performed works.
The realCapacity,CR(t1), has to be taken into account in (4) it confirms the hypothesis

of the Contracting Authority: CR(t1) < C(t0+�t0)∗ ≥ D(t0) � C(t0).
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This confirmation is not the judicial solution. In fact in order to decide on the damage
for the ContractingAuthority, to impose the right sanction to Contractor Firm or to define
Judicial Settlement conditions the real conditions of the structure at the start of theworks,
CR(t0), could be known.

This knowledge is fundamental to propose a procedure for real conditions, CR(t0),
reconstitution considering fortunately that we are talking about damage and not collapse.

Fig. 4. Laser-scanner image of a building subject to a complex seismic improvement intervention

Shortly, the Judge can ask to the OTC for the activity (5) in terms of knowledge.
Above all, he can ask to the OTC to carry out a design which, by removing the works
built in an inadequate way (6), can allow the achievement of a new target capacity,
considering the damage caused by the works, C(t1+�t1)∗, which could be equivalent
to the one the building had, CR(t0), at public works contract subscription.

This new target capacity not necessarily coincides with the theoretical one of the
ante-operam state, C(t0), but has to coincide with the real one of the ante-operam state,
CR(t0), in order to obtain a correct Judicial Settlement.

t1 investigation ⇒ t1 − �t1 = t0+�t0 (5)

t1 design ⇒ t1+�t1 (6)

C(t1+�t1)∗ < C(t0+�t0)∗ ≥ D(t0) � C(t0)
⇓

C(t1+�t1)∗ = CR(t0) �= C(t0)
(7)

In practice, the Judge can imagine conferring the assignment (6) to achieve the objective
(7). The goal, C(t0), could appear smart and simple to be reached.
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But due to the above discussed incomplete initial level of knowledge of the structure,
LC(t0) = F(LCm(t0)) �= F(LCm(t0);LCs(t0)), the Judge can obtain at maximum that
condition (8) is reached, in which the maximum result is a reasonable approximation of
C(t1+�t1)∗ ∼= CR(t0).{

C(t1+�t1)∗ < C(t0+�t0)∗ ≥ D(t0) � C(t0)
LC(t0) = F(LCm(t0)) �= F(LCm(t0);LCs(t0))

}

∴
C(t1+�t1)∗ ∼= CR(t0) �= C(t0)

(8)

Can the Judge be satisfied with this outcome; can the Court validate, for example, a
Judicial Settlement between the Parties?

Above all the question is: can the Artificial Intelligence solve this problem?
In the Authors opinion, the answer is negative: this judgment is devoted to Forensic

Engineer sensitivity, to his experience, to the Therefore Operator,∴, not to the Certainty.

6 Conclusions

According to a simple case study, it can be seen that in certain, current, circumstances
the Situational Awareness, in order to be correctly approached discussed in [13], must
accept the unattainability of some requests. The Judge has to accept a complete level of
clarity unattainable, regardless of the contribution of the Forensic Engineer.

In fact, in the case study above discussed, there is a difficulty in understanding
the project phases but above all, there is possible to detect the unawareness of the
impossibility of bringing a case back to its initial conditions.

This unawareness is for the person, the Judge, who has to take the decision. This
because, legitimately and according to state-of-practice, the actual initial conditions have
not been defined preliminarily.

The Judge’s request becomes what lawyers identify with the Latin expression “pro-
batio diabolica” (i.e. “devil’s proof” or “diabolical proof”). It is a legal requirement to
achieve an impossible proof, understood as the impossibility of demonstrating that Devil
exists.

Although, therefore, the request to know the real situation, and not the theoretical
one, at zero time is extremely legitimate, it could be impossible to reach.

If a system is managed, if a reality is changed, if an incomplete knowledge is at
disposal, we have to state the impossibility of reproducing the initial conditions: this
also in the apparently less complex case of a damaged and non-collapsed structure.
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Abstract. In response to the growing focus on sustainability and ethical prac-
tices, there is an increasing interest in developing sustainable coated textiles with
agri-food by-products as alternatives to traditional animal leather. This transition
not only addresses ethical concerns but also contributes to waste reduction within
the agri-food industry, fostering a more circular and sustainable approach. The
coffee silverskin (CS), a by-product of the coffee processing industry, is gain-
ing significant attention for its potential in sustainable resource optimization and
value creation. This study explores the versatility of coffee silverskin as a sustain-
able coating material for textiles. The innovative exploration of CS as a bio-based
coating material involves different residue treatment procedures and formulations
to assess its suitability for coatings. The use of planetary ball milling as a pre-
treatmentmethod has resulted in a homogeneous deconstruction of the integument,
yielding a uniform and soft coating. In conclusion, this study represents a signif-
icant step towards sustainable coated textiles as an ethical alternative to animal
leather. By harnessing the potential of coffee silverskin, the textile industry can
contribute to a more sustainable and responsible future.

Keywords: Coffee Silverskin · Sustainable textiles · Bio-based coatings ·
Circular economy · Alternative Leather

1 Introduction

In recent years, the growing focus on sustainability and ethical practices has led to
an increased interest in (re)utilizing nature residues and developing sustainable coated
textiles with food by-products as viable alternatives to the use of animal skin. This
shift reflects a collective commitment to reducing environmental impact and promoting
responsible sourcing within the textile industry.
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The leather industry holds a long-standing history as a traditional manufacturing
sector, and its products rank among the most globally traded commodities [1]. Leather is
considered a bio-based and biodegradablematerial since its production relies on utilizing
by-products of the food industry, specifically derived frommeat processing [2].However,
it is important to note that certain leather varieties are sourced from more exotic animals
such as alligators, snakes, and sharks, known for their uniquepatterns, naturally occurring
marks, and distinctive structures [3, 4]. For this reason, the leather industry has given rise
to significant ethical concerns surrounding animal rights and welfare, as well as posing
challenges in terms of environmental pollution. The production of leather entails the
intricate processing of raw animal skin and hides through a tanning process, necessitating
the use of diverse chemicals, such as sodium chloride, ammonium chloride, sulphate, and
chromium [5]. Unfortunately, this tanning procedure generates solid, liquid, and gaseous
waste, along with the emission of toxic chemicals, leading to significant environmental
repercussions [6]. Moreover, these processes expose workers in tanneries to potential
health risks associated with carcinogenic compounds [5].

As the industry continues to evolve, there is an increasing focus on sustainable and
ethical alternatives to conventional leather. The utilization of agri-industry residues and
food by-products presents a promising solution to address these challenges. These valu-
able by-products can be effectively repurposed, either as natural dyes [7] or transformed
into bio-based materials suitable for the textile industry [8]. By embracing bio-based
coatings as alternatives to traditional leather, which are cruelty-free and animal-friendly,
the textile industry can proactively address ethical concerns and provide consumers with
more ethical choices. Additionally, this transition contributes to the reduction of waste
generated in the agri-food industry, fostering a more sustainable and circular approach
[9]. Each year, within the European Union (EU), the food and forestry-based industries
collectively produce approximately 900 million tonnes of waste [10]. Instead of discard-
ing these residues as waste, they can be repurposed to create added value across various
applications [11, 12]. In specific, the utilization of bio-based coatings fosters innova-
tion and versatility in the textile industry. These coatings offer flexibility in terms of
application methods, customization, and the incorporation of functional properties [13].
This versatility allows for the development of diverse textile products with improved
performance characteristics, unique aesthetics, and enhanced functionality [8].

The agri-food by-products derived from the coffee production chain are currently
gathering significant attention and success. This can be attributed to the prominence of
coffee as one of the most crucial and commercially valuable chains globally [14]. The
valorization of these by-products exemplify a prime opportunity within the agri-food
industry for sustainable resource optimization and value creation. The coffee produc-
tion generates significant by-products, involves different countries and includes several
process steps before obtaining the final well-known beverage. Two major categories of
coffee by-products can be distinguished. The pre-roasting by-products, such as skin,
pulp, husks, mucilage and parchment, generated in producing countries and the post-
roasting by-products, coffee silverskin and spent coffee grounds, which have a broader
distribution [15, 16]. However, through the process of valorization, these by-products
can be transformed into valuable commodities, presenting a range of potential applica-
tions and benefits [17, 18]. This study, aligned with the circular economy principles, is
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focused on the exploration of the versability of the coffee silverskin (CS) as a sustainable
material for coating textiles. This by-product is the integument, a thin protective layer,
that covers the two hemispheres of the green coffee beans and is detached from them
due to the high temperature of the roasting process.

2 Materials and Methods

This study aimed to explore the versatility of coffee silverskin as a sustainable material
for developing coated textiles, providing eco-friendly alternatives to natural leather. Dif-
ferent approaches were adopted for each case, and the methodologies used are described
below.

2.1 Sample and Materials

The coffee silverskin (CS) utilized in this study was generously supplied by two coffee
industries located in the Campania region of Italy. It was obtained through a blending
process involving roasted green beans ofCoffea arabica andCoffea robusta (in unspeci-
fied ratio). It is common practice for coffee companies to blend different varieties during
the roasting process to obtain different aromas and the resulting CS is collected through
suction cyclones [19]. Different coating pastes were prepared mixing the CS residue
with commercial products Impranil ECO DLS and Imprafix 2794 from Covestro (Ger-
many), Rolflex Bio OP 90 from Lamberti (Italy) and Tubicoat Verdicker LP from CHT
(Germany), that were generously supplied.

2.2 Residue Pre-treatments

Prior to processing, the coffee silverskin sample was initially ground to a particle size
of 0.2 mm using the Retsch SM 300 cutting mill (Retsch GmbH, Haan, Germany).
Following this phase, the ground coffee silverskin (CS) underwent two different routes.
One path involved its immediate use for the coating formulation (1), as described below.
Meanwhile, the other path involved an additional pre-treatment phase utilizing ball
milling to further reduce its particle size. To facilitate understanding the various steps,
from the treatment of the CS residue to the final evaluations of the obtained coatings,
these have been outlined in Fig. 1.

Coating Formulation (1). The coating paste was formulated by mixing 8% of the
ground CS with Impranil ECO DLS as the polymer base, and Imprafix 2794 as the
crosslinker. Tubicoat Verdicker LP was gradually added until a good viscosity of the
paste was achieved (~8 Pa.s).

BallMillingTreatment. TheCS sample, previously groundwith the cuttingmill equip-
ment, was subjected to a further processing using a Retsch PM100 planetary ball milling
(BM) system (Retsch GmbH, Haan, Germany) under wet conditions. The milling pro-
cess was performed using a 125 mL zirconia milling cup and 5 mm zirconia spheres.
The BM treatment lasted for 2 h at 400 rpm. A mixture of ground coffee silverskin and
distilled water was used in a ratio of 1:7. After the BM treatment, a sludge-like consis-
tency was obtained as a result. Utilizing this residue, the coating formulations (2) and
(3) were developed.
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Fig. 1. Flow diagram of the steps carried out for the realization of the coatings with coffee
silverskin.

Coating Formulation (2). The coating paste was formulated by mixing an amount
of 60% of the sludge-CS (8% CS solid content) obtained after the BM treatment
with Impranil ECO DLS and Imprafix 2794. Tubicoat Verdicker LP was incrementally
incorporated to achieve an optimal texture and workability of the paste.

Coating Formulation (3). Another coating paste was formulated by mixing 60% of
the sludge-CS with Impranil ECO DLS and Imprafix 2794.

Coating Process. The coating formulations eq. (1), (2), and (3) were applied following
the specified process. Cotton and elastane (97:3) fabrics were used as textile substrates
for the coatings. The textile substrate was coated using a knife coating process, with the
application of three layers of the coating formulations. The first layer had a thickness
of < 0.01 mm, while the next two layers had a thickness of 0.1 mm. Each layer was
dried at 100 °C for 5 min. Following the application of all layers, the substrate was
subjected to thermofixation at 150 °C for 5 min. In some coating samples, a thin layer
(<0.01 mm) of Rolflex Bio OP 90 topcoat was applied. This inclusion aimed to enhance
the mechanical properties of the coating while also evaluating its influence on the final
aesthetic appearance of the coated substrate.

2.3 Visual Comparison of Different Coffee Silverskin Coatings

The different coatings obtained were intended for a visual evaluation of their final aes-
thetic appearance. The primary objective of this experimental phase was to examine how
different residue pre-treatment and coating paste formulations could impact the colour
and overall aesthetic appeal of the resulting coatings. By conducting this test, valuable
insights were obtained concerning the visual characteristics and overall attractiveness
of the coated substrates.
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2.4 Evaluation of Coated Substrates

The coatings derived from formulation eq. (3) underwent a comprehensive characteri-
zation to evaluate their appropriateness for the intended final application. Prior to the
assessment, these coatings were subjected to a calendering process at a temperature of
140 °C and a pressure of 5 bar for 30 s. This treatment aimed to further enhance their
properties and ensure their suitability for practical usage. To assess the performance of
the developed solutions, a series of standardized tests were conducted. These included
colour fastness to artificial light: Xenon arc fading lamp test (ISO 105-B02:2014), Mar-
tindale Abrasion Resistance (ISO 5470-2:2003), determination of resistance to damage
by flexing (De Mattia method and Crumple/Flex) (ISO 7854:1995), colour fastness to
water (ISO 105-E01:2013), and colour fastness to rubbing in dry and wet conditions
(ISO 105-X12:2016).

3 Results

3.1 Visual Comparison of Different Coffee Silverskin Coatings

Multiple coatings utilizing coffee silverskin were prepared using various residue treat-
ments and formulations. The primary objective of these coatings was to assess their
final visual appearance, as it plays a crucial role in influencing customer perception and
preferences.

The outcome of the coatings varied significantly depending on the pre-treatment of
the residue and the formulation used for the coating paste, as showed in the Figs. 2, 3
and 4. The coating shown in Fig. 2, was obtained with the residue without the initial
pre-treatment with the Ball milling, following the application of formulation eq. (1).
Traces of aggregate granules are visibly present on the surface, which not only impacts
the visual appearance of the coating but also affects its texture and feel. The addition
of the Rolflex Bio OP 90 topcoat layer has enhanced the texture by providing a slightly
matte finish, although it still retains a rough feel. The coating was applied to a cotton and
elastane textile substrate (97:3) but considering its particular texture, the coating may
be less suitable for garments due to its rough surface.

To address the issue of granules on the coating surface, an additional pre-treatment
step was introduced, involving the use of planetary ball milling in wet conditions. The
ball milling provides a highly efficient and effective method for size reduction of mate-
rials, resulting in the production of smaller particles [20]. One of the key advantages of
this process lies in the tumbling motion of the balls inside the milling equipment, which
promotes efficient mixing of materials. This dynamic mixing action ensures enhanced
homogeneity and uniform distribution of components within the final product. Fur-
thermore, the choice of wet treatment conditions utilizing water as a solvent exerts a
significant impact on the morphological and structural modifications achieved through
ball milling [21]. Formulations eq. (2) and (3) of the coating paste were prepared using
CS-sludge obtained from the treatment with the planetary ball milling. To maintain an
equivalent effective CS solid content as formulation (1), which contained 8% silverskin,
60%CS-sludgewas utilized. This CS-sludge proportion allowed to a significant decrease
in the total amount of other polymer additives required.
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Fig. 2. Coatingmadewith coffee silverskin, following the application of formulation 1 on a cotton
and elastane (97:3) textile substrate. A zoomed-in view has been provided. In half of the coating
sample (left side) a layer of a topcoat was applied.

Based on these results, two distinct formulations were developed. The application
of the paste obtained from the formulation eq. (2) resulted in an excellent coating with
a soft and pleasant texture, showcasing a vivid and uniform dark brown colour with a
homogenous layer (Fig. 3). Furthermore, the addition of the topcoat enhanced the coat-
ing’s texture, giving it a velvety and slightly opaque appearance. The coating exhibited
remarkable effectiveness, establishing its potential as a compelling alternative to animal
skin, particularly owing to its intense colour.

Fig. 3. Coatingmadewith coffee silverskin, following the application of formulation 2 on a cotton
and elastane (97:3) textile substrate. A zoomed-in view has been provided. In half of the coating
sample (left side) a layer of topcoat was applied.
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The primary goal of the third formulation eq. (3) was to maximize the economic
and environmental sustainability of the coating by reducing the number of polymers
used. This formulation exclusively utilized water-based polymers. The resulting coating
(Fig. 4) demonstrated outstanding outcomes in terms of texture and visual appeal. The
colour of the coating appeared as a lighter brown, reminiscent of the natural appearance of
animal skin, offering a visually appealing alternative. The coating exhibits a consistent
and soft texture to the touch, while visually displaying unique variations due to the
inherent natural colour of the coffee silverskin, rendering each coating distinct and
unique. It is evident from this outcome that the polymers incorporated in formulation
eq. (2) enhance the colours, imparting vividness and brilliance to the coatings. Similarly,
the application of the topcoat layer on the coating surface resulted in a smoother finish,
further enhancing its soft and velvety touch.

Fig. 4. Coating made with coffee silverskin, following the application of formulation eq. 3 on a
cotton and elastane (97:3) textile substrate. A zoomed-in view has been provided. In half of the
coating sample (left side) a layer of topcoat was applied

3.2 Evaluation of Coated Substrates

In light of the remarkable outcomes achieved by this latter sustainable formulation, a
comprehensive series of standardized tests (Sect. 2.4 ofMaterials andMethods) was per-
formed. By conducting these standardized tests, the mechanical properties, durability,
and colourfastness of the coated substrates can be evaluated, providing valuable infor-
mation to ensure their suitability for practical applications. The corresponding results
are presented in Table 1.

The Colour Fastness to Artificial Light (ISO 105-B02:2014) evaluates the resistance
of the coating to fading or discoloration when exposed to simulated sunlight using a
Xenon arc fading lamp. It helps determine the coatings’ colour stability and durabil-
ity under prolonged exposure to light. The European scale consists of 8 strips of blue
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Table 1. Results of standardized tests on coffee silverskin coating (formulation 3)

Standardized Tests Values

Colour Fastness to Artificial Light
(ISO 105-B02:2014)

1–2 – Low fastness

Martindale Abrasion Resistance
(ISO 5470–2:2003)

3 – Moderate alteration

Determination of Resistance to Damage by
Flexing
(ISO 7854:1995)

De Mattia method 0 - No alteration

Crumple/Flex method 1 – Slight alteration

Colour Fastness to Rubbing
(ISO 105-X12:2016)

Dry conditions 4–5 – High fastness

Wet conditions 2–3 - Moderate alteration

Colour Fastness to Water
(ISO 105-E01:2013)

4 – Good fastness

dyed wool fabric, numbered from 1 (very low fastness) to 8 (very high fastness). The
values obtained from this analysis show a low fastness to artificial light. The Martin-
dale Abrasion Resistance (ISO 5470-2:2003) assesses the resistance of the coating to
abrasion and wear caused by rubbing or friction. It simulates everyday usage scenarios,
allowing to gauge the coatings’ ability to withstand wear and maintain their appearance
over time. The result obtained on the coating showed moderate alterations. The deter-
mination of Resistance to Damage by Flexing (De Mattia method and Crumple/Flex)
(ISO 7854:1995) evaluate the flexibility and resistance of the coating to damage when
subjected to repeated bending or flexing. It helps assess its ability to endure mechanical
stress without cracking or losing integrity. In both methods, the tested coating exhibited
minimal alterations, even after undergoing a substantial number of cycles, amounting
to 150,000 and 9,000 for the De Mattia and Crumble/Flex method, respectively. These
results indicate significant flexural strength. Colour Fastness to Rubbing in Dry andWet
Conditions (ISO 105-X12:2016) test evaluate the colour fastness of the coating when
rubbed against different materials. The test was assessed in dry and wet conditions. It
helps assess how the coatings hold up against friction, which is essential for maintaining
their appearance and performance during everyday use. The strength ratings, based on
the Grey Scale for staining, vary from 1 (poor rating) to 5 (better rating). Results from
this test demonstrate that the coating exhibits excellent colour fastness under dry con-
ditions, with ratings of 4–5. However, when the sample is exposed to wet conditions,
more noticeable changes in colour are observed. The Colour Fastness toWater (ISO 105-
E01:2013) measures the ability of the coating to resist colour change or bleeding when
exposed to water. A multifibre fabric is used to assess colour transfer and the change
in colour of the coating is assessed using the Grey Scale. From the test conducted, the
coating exhibits a good fastness to water.

These results are essential for manufacturers and designers to ensure that the textiles
meet the specific performance requirements. Additionally, the test results can be used
to compare different textile materials and make informed decisions during the product
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development process. It is important to highlight that the subsequent analyses were
conducted on the coatingwithout the topcoat layer. Incorporating an additional protective
layer could significantly enhance the coating’s performance, particularly in terms of
resistance to abrasion and colour fastness to rubbing. This improvement would provide
added durability and stability to the coating, making it more suitable for demanding
applications.

4 Discussion

Coffee silverskin has gathered significant attention due to its promising potential for
reuse in various sectors. Its nutritional and chemical composition has piqued the interest
of the food and nutraceutical industries [22, 23]. Furthermore, the morphological and
structural characteristics of the integument have demonstrated promising potential in
developing innovative packaging solutions [24]. From a technological perspective, cof-
fee silverskin has emerged as one of the most promising by-products within the coffee
industry [16]. This is primarily attributed to its exceptionally low moisture content (~7–
10%) and a relatively high protein content (~18–20%), which can serve as plasticizers
or offer opportunities for enhanced interfacial adhesion with polar polymer matrices due
to the presence of functional groups [16, 25]. In a preliminary study on the characteriza-
tion of coffee silverskin [26], Scanning Electron Microscopy (SEM) analysis revealed
a compact and wrinkled surface, indicating that the fibrous structure of cellulose is sur-
rounded by a matrix of less structured components like hemicellulose/lignin. At higher
magnification, near-spherical particles ranging from approximately 0.5 to 5 µm were
observed on the integument’s surface, potentially attributed to the lignin and/or protein
fraction. By utilizing planetary ball milling, the coffee silverskin’s structural integrity
was effectively altered, promoting a more uniform and consistent coating. Furthermore,
the mechanical treatment may have introduced modifications to the integument’s com-
position, enhancing its ability to form strong bonds with polar polymer matrices due to
the presence of functional groups within its protein content [27]. This unique combina-
tion of uniformity and enhanced adhesion potential opens exciting possibilities for its
application in sustainable and innovative coated textile solutions. Furthermore, the con-
ducted standardized tests revealed interesting results concerning the coating’s resistance
to bending, breakage, and colour stability under diverse stress conditions. These results
indicate the potential of the coating to withstand various mechanical and environmental
challenges, making it a promising candidate for practical applications.

5 Conclusion

Developing sustainable coated textiles with food by-products aligns with the principles
of environmental conservation and resource efficiency. By minimizing the use of animal
skin and opting for bio-based coatings, the industry can reduce its reliance on resource-
intensive processes associated with traditional leather production. While a complete
replacement of leather with bio-based coatings may not be feasible for all applications
or preferences, their utilization represents a significant stride towards amore sustainable,
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ethical, and environmentally conscious textile industry. This study focuses its investi-
gation on the coffee roasting by-product, aiming to assess its viability as a coating
material, its mechanical properties, and its resistance against various stress conditions
through standardized tests. The novelty of this research lies in exploring an untested
waste material within the textile industry. Additionally, the utilization of ball milling
as a pre-treatment step emerges as a valuable tool to achieve a more uniform coating,
allowing the formulation of a coating paste with a smaller amount of polymers. The
results conducted on the coffee silverskin coating indicate suitable mechanical durabil-
ity but limited colour fastness when subjected to light exposure. Further studies will be
undertaken to enhance the coating’s potential, while preserving its visual appearance
and tactile qualities. This study paves the way for interesting research into the reuse of
unexplored waste materials from the food chain and the promotion of innovative and
sustainable approaches to textile production.
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Abstract. In this article, there is approached the simulation of Industry 4.0 envi-
ronments, being used as an example, the textile industry. There will be explained
the concept of simulating Industry 4.0 factory floors, approaching many topics
such as the benefits of this solution, how it can be used in every industry sector,
and most importantly the work and research that has been done around the subject
area. The textile industry will be used as an example and, therefore, there will be
explained later in the document more specific details regarding the appliance of
the solution to the industry sector that is being approached. This explanation will
include the required materials for the development of a prototype, as well as the
usedmethods and expected results. In terms of results, this study created a scalable
architecture and three data models that can config and store the simulation data.

Keywords: Internet of Things · Cyber-physical systems · Industry 4.0 · Textile
Industry · Cloud Computing

1 Introduction

Nowadays, more and more industrial businesses have been joining the Industry 4.0
paradigm and therefore, the way that work is done is being transformed. With this
transformation, comes the necessity ofmaking industrial activities as efficient as possible
to be able to take full advantage of Industry 4.0 characteristics [1].

One of themain barriers to adopting Industry 4.0 technologies corresponds to the lack
of knowledge about the paradigm which stops industrial businesses from reaching their
maximum potential [2]. Due to this factor, a solution that would demonstrate how the
concept works would be pertinent. These factors led to the following research question:
“How can an Industry 4.0 factory floor be simulated?”.

The process of modeling and developing an industrial business is quite a complex
process that involves a lot of careful planning and high costs. Due to this factor, a solution
that allows to model a factory floor and observe its behavior until the desired result is
obtained would be seamless. This solution would consist of the simulation of a factory
floor activity.With it, people could observe how an Industry 4.0 industrial businessworks
and be able to make the best choices leading to cost reduction and total efficiency when
the business is actually implemented.
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Before reaching the final result there was made a research on existing solutions
regarding the simulation of Industry 4.0 environments, being able to conclude that there
are not many. After, there were discussed modular architectures for the system as well
as the respective data models. The implementation of the system started to be thought
in a Raspberry Pi environment, along with the choosing of all the components required
to build the prototype such as sensors of different natures.

This solution consists of a prototype that is a small-scale factory model with imple-
mented hardware components. Some of these components retrieve data that is vital for
the business and can then be transformed to create useful information and display it in
real-time for the users to observe it.

In a fast-developing scene such as Industry 4.0, it is crucial to have something
that reduces the risk of failure and increases the possibility of building a successful
business, understanding first how it will work and being able to change some aspects or
characteristics of the system to achieve top standards.

The present study intends to address the challenge of making people understand
the Industry 4.0 concept as well as making it possible to model factories that are to be
integrated into this paradigm. Thus, this article provides a set of technologies and how
they can be used to create a simulation in which it is possible to observe a small factory
working and data that is generated through the activity.

Regarding the document structure, there will be a section relative to the literature
review, in which there will be exposed the most important concepts for Industry 4.0 and
the project that is being approached. Then, used methods for reaching the final solution
will be explained, as well as the required material to develop it. Next, the results are
exposed along with a possible architecture of the system that is also explained. Finally,
the last section of the document corresponds to the conclusions that were taken from the
development of this project.

2 Background

To obtain knowledge regarding the theme that is being approached, a literature review
was made with the purpose of studying what other authors created and what is their
perspective on the involved subjects. This task required the use of some indexing tools,
being them the following: Google Scholar, Scopus, andWorld of Science. The used doc-
uments in the research were obtained with the use of the following queries: “the internet
of things”; “industry 4.0”; “cyber-physical systems”; “simulation”; “cloud computing”.
All the documents were carefully analyzed to make sure that the information that they
contained was accurate and assertive.

2.1 Industry 4.0 and its Main Concepts

Until the present day, there have been four industrial revolutions. The first is known by
the introduction of mechanization to the industrial processes. In the second industrial
revolution, electrical energy started to be heavily used. The third one is characterized by
the digitalization of industrial processes. Lastly, the fourth industrial revolution emerged,
in which were combined internet technologies with smart objects [3]. This resulted in
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the digitalization of manufacturing processes, which reduces manual and human inter-
vention [4] and adds more flexibility, mass customization with better quality products,
and increased productivity [5]. There are some key technologies that without, Industry
4.0 would not exist. As per Hermann et al., (2016), these key technologies are Cyber-
Physical Systems, The Internet of Things, and Smart Factories. The main characteristic
of these technologies is the constant communication that is maintained between them as
well as the information exchange.

Luigi Atzori, Antionio lera, andGiacomoMorabito [7] present the Internet of Things
as being the pervasive presence of objects that maintain a certain level of interaction
between them to achieve a common goal. To fulfill the common purpose between these
objects, which consist of machines and smart devices, there are some essential technolo-
gies such as radio-frequency identification or wireless sensor networks [8]. The Internet
of Things concept was first introduced in 1999, being the only associated technology, the
RFID (radio-frequency identification). This technology allowed the existence of objects
that interacted between them and that were uniquely identifiable and operable. As an
example of RFID use, there is the existence of an RFID reader and an RFID tag. This led
to the possibility of identifying, tracing, and tracking products and, therefore, this tech-
nology started to be widely used in every sector that involved logistics [9]. Besides the
Internet of Things, it is also important to mention cyber-physical systems. It consists of
a system that integrates both cyber and physical components that communicate between
them through communication technologies like the Internet. These systems’ main pur-
pose is to control and monitor the physical part using the cyber part [10]. Regarding
these systems’ activity, the changes that happen in the physical part are monitored so
that the system can adapt to these changes through intelligent decisions that are applied
to the physical components, ending, therefore, by impacting the physical environment
autonomously [11].

It is yet important to mention that the Internet of Things is crucial for the good func-
tioning of these systems offering the necessary technologies that allow communication
between their components and, therefore, affecting their overall performance [12].

Over the years, Industry 4.0 has been suffering many changes with the emergence of
new technologies and concepts such as artificial intelligence, new generations ofwireless
cellular technology (5G/6G), and quantum computing. The constant pressure that is put
on the different industries to keep up with the evolving pace is what makes them adopt
these technologies and consequently develop more and more the Industry 4.0 concept
and eventually create a new paradigm such as Industry 5.0 which is already starting to be
approached [13]. It is also important to have into consideration some of the limitations
of Industry 4.0. Since it requires the use of many electronics, one of the issues with this
factor corresponds to electronic waste. Then, there are the security concerns related not
only to the systems but also to the data that is generated and is highly valuable [14].

2.2 Cloud Computing and its Variants in Industry 4.0

With the emergence of the Internet of Things, a new way of producing data appeared
with the communication between smart devices that is made possible using a network.
Due to the large quantity of data produced, it is natural to have the necessity of storing
and treating it properly to preserve its integrity and then be presented efficiently [15].
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This technology has the main objective of providing computing services or data storage
over the Internet which allows its users to have access to third-party software and hard-
ware components. Due to these characteristics, the storage capabilities and computing
resources make cloud computing an essential technology for IoT success [16]. Among
the software and hardware resources, cloud computing offers various options such as
servers, apps, or data storage. The services that cloud computing provides can be classi-
fied into different categories, being these the following: Infrastructure as a service (IaaS),
Platform as a service (PaaS), and Software as a service (SaaS) [17]. Asmentioned before,
cloud computing is extremely important for IoT success, having, however, some integra-
tion challenges must be addressed. The Internet of Things includes various devices that
support different applications and have different interfaces. This existing heterogeneity
implies that specialized services must be developed for each application. In what comes
to privacy and security many IoT systems have been attacked over the years. Therefore,
it is essential to highlight the importance of secure and private systems since, in this
case, they deal with loads of sensitive data [17]. Related to cloud computing, there are
other important technologies such as edge computing and fog computing. Following Shi
et al., (2016), edge computing is a paradigm that is based on enabling technologies to
compute processes at the edge of a network which allows data to be processed closer
to its source and consequently reducing the processing times. It is important to mention
that data processing is executed not only by data consumers but also by data producers.

Besides edge computing, there is fog computing which is more focused on the
infrastructure part. CISCO presented the following definition for fog computing: “highly
virtualized platform that provides compute, storage, and networking services between
enddevices.And traditionalCloud computingDataCenters, typically, but not exclusively
located at the edge of network” [19].

Fog computing uses its own infrastructure to potentiate the edge and cloud resources
and coordinate the use of geographically distributed edge devices which surpasses edge
computing limitations [20].

2.3 Control and Data Acquisition Systems in Industry 4.0

There are some systems that focus on controlling andmonitoring industrial processes for
example SCADA systems which stands for Supervisory Control and Data Acquisition
[21]. These systems are composed of hardware and software elements corresponding
the hardware to Remote Control Units (RTU), Master Terminal Unit (MTU), actuators
and sensors, whereas the software components correspond to HumanMachine Interface
(HMI) and a database.

The RTUs are responsible for collecting real-time provided by sensors and forward-
ing it to the MTU. The MTU is responsible for sending the data received from the RTUs
to the HMI and controls the RTUs. The HMI is responsible for presenting the gathered
data to the operators and allows them to control the system through commands sent to
the MTU [22].



332 T. Coelho et al.

3 Material and Methods

In the present section, therewill be exposed the usedmethods, all the steps that were done
during the development of this project, and the required material. It will also include a
scheme for the disposal of the components, an image of a possible system architecture,
and the due explanation.

3.1 The Methodology Used in the Study

The present research follows the case study methodology, in which the objective is
to understand how people can easily understand the functioning of Industry 4.0 and
model and plan their business as they wish, being then able to simulate it and verify if it
corresponds to the desired result. Following the case study methodology, this research
had to be divided into different stages [23]:

a) Problem definition – The first step is to find what is the problem that is intended to be
approached. After observing the difficulties that many people must understand Indus-
try 4.0, its potential, and how it works, it was concluded that the lack of knowledge
represented a problem. This results in business owners not knowing how to improve
and people who want to build a business not making the best possible choices leading
sometimes to unpleasant occurrences such as excessive costs or poor performance.

b) Solution proposition and requirements – Facing the previously mentioned problem,
it was thought that having a way to simulate an Industry 4.0 factory floor would be
ideal. Then, it was also thought it would be ideal to have something that could be
brought to fairs and conferences for people to be able to observe it. Therefore, the
solution has to be universal so that it can be applied to all industrial sectors and, has
also to be easily portable to be possible to transport it easily to different places.

c) After all, it was decided that the development of a prototype would be essential, and it
would contain different components that together simulate an industrial environment
in Industry 4.0, being yet possible to access and visualize important data relative to
the simulation.

d) Solution characteristics and architecture – The next step was to think about what the
solution idea was, and what were the requirements and try to come to a conclusion
regarding the prototype structure. Next, there has to be thought about how the compo-
nents will interact between themselves, and what materials will be used considering
both hardware and software. Finally, after knowing what components would be used
it is required to define an architecture for the system which was done by drawing
different schemes and discussing which one suits best the purpose of the project.

e) Collecting and analyzing data – This document approaches the testing stage of this
prototype and, consequently, there is no collected and analyzed data. What has been
done corresponds only to a proposal, having the solution not been developed. In the
future, it is intended to develop it and test its characteristics such as modularity and
scalability through the tuning of different parameters of the system. Therefore, when
this is done, it will also be developed a technical report that will contain important
data which is essential to make a good choice in what comes to the best approach.
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3.2 Used Tools in the Study

For the development of this project, there is a wide set of materials of different natures
that are required. To be able to have small-scale manufacturing machines it can be used
a 3D printer and the appropriate software to design the components.

Regarding the hardware components, there will be used several sensors (e.g.,
ESP8266, Raspberry Pi Pico), servo motors, an Arduino a Raspberry Pi, and all the
necessary cables. Regarding the software part, there will be used MySQL to create the
database, Grafana to create and access the analytics, NodeJS to establish the communica-
tion between client and server, and Docker that will have all these containers. There will
also be used some simulation algorithms such as “Discrete Event Simulation”, “Monte
Carlo Simulation” and “Agent-Based Modeling”.

4 Case Study

Now that all the process behind getting to the final solution proposition, there must be a
more detailed explanation approaching all the project elements and how they will work
to fulfill their purpose through different steps.

1. Having portability as an important requirement, there were discussed different ways
of creating a structure that would contain all the elements, concluding that a case
with a handle would be the more adequate one. Due to all the components that the
prototype contains, there is quite some complexity in managing all the elements and,
due to this factor, the case is divided into two halves. The most superficial one is
where it is possible to observe the simulation occurring. The bottom part serves the
purpose of cable, device, and other components management. (Fig. 1) shows how
the components can be organized in the superficial half. The M1…M6 represent the
machines that will be simulated, and the control unit represents the device that will
allow control of the number of products to be produced. The gray area represents the
platform in which the product will move from stage to stage and, the arrows on top
of it represent the flow of the platform and consequently of the product.

Fig. 1. Elements organization model
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2. Now that the portability requirement is satisfied, there is also the modularity one. To
respect this requirement, it was thought that with the use of magnets, it would be
possible to move the printed manufacturing machines to different places and even
change the number of machines that are in the system. Through custom software, the
machines can have different tasks assigned to them, which allows the system to be
able not only to represent different products within the same industrial sector but also
different industries.

3. Part of the simulation corresponds to the progression of the product, transitioning
from one manufacturing stage to another, and so on. To do so, there will be used
servo motors that will be programmed to make a platform move and, consequently,
make the product progress in the production process.

4. As the product moves, it will pass from machine to machine and, to represent the
activity state of each one, the 3D-printed components will have integrated LEDs that
will light up when the product is in them.

5. Since it is pretended to simulate Industry 4.0 factory floor, a big part of this project
sits on the data generated using smart objects. Therefore, along the production course,
several sensors will produce data that will then be transformed into important infor-
mation and displayed in a dashboard, such as Grafana, which corresponds to a web
application that provides analytics and interactive visualization.

6. Last, but not least, the users will be able to control some system parameters such as
the number of products to be produced using an integrated display connected to a
control unit like a Raspberry Pi. Then, it communicates with an Arduino that will be
responsible for controlling all the hardware that composes the system.

4.1 Architecture

In Fig. 2, it is possible to observe a possible architecture for such a solution that is
divided into four different layers that include different components and technologies
that can be used to develop the system. The layers are the Interface, Data Processing,
Data Acquisition and API.

Now that the architecture has been presented, it is important to explain what each
layer contains.

• Interface: The “Interface” represents both the Grafana, in which the analytics will
be accessed and the application where the users can choose the number of products
to be produced.

• Data Processing: The “Raspberry Pi” will serve as a local server where the data
will be processed, and it will have docker installed in it so that it is possible to have
different containers that are required to make the system function. These containers
are Grafana, NodeJS, MosquitoMQTT, and MySQL.

• Data Acquisition: Regarding the manufacturing machines, they will be simulated
using different microcontrollers as it is possible to observe on the right side. The M1,
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Fig. 2. Solution Architecture

M2,M3, and so on, represent possible simulatedmachines and it is possible to see that
there are used different devices. M2 and M3 are connected to the MosquitoMQTT,
which corresponds to an MQTT Broker, to make it possible to establish communica-
tion between the wireless microcontrollers and the local server. The M1 is using an
Arduino that communicates with the Raspberry Pi through the USB/Serial protocol.
All these machines will produce data relative to the simulation.

• API: Finally, there is a “Residue Management API” that is used for trading
information regarding the created residues during the production process.

4.2 Data Model

Asmentioned before, one of themain characteristics of this system is data generation. To
be able to manage the solution, there were created three data models that were developed
having into consideration the nature of the project and the industry in which the project
is inserted, corresponding to the textile industry. One corresponds to the configuration
of the factory and the other two correspond to the input and output of each simulation.
The following code corresponds to the data model regarding the factory representation.
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configModel = { 

    "machines": [ 

        { 

            "id": 1, 

            "name": "Machine 1", 

            "position": { 

                "x": 10, 

                "y": 10 

            }, 

            "tasks": [ 

                { 

                    "id": 1, 

                    "name": "Task 1", 

                    "description": "Task 1 description", 

                    "input": { 

                        "id": 1, 

                        "name": "Input 1", 

                        "description": "Input 1 description", 

                        "quantity": 10, 

                        "unit": "kg", 

                    }, 

                    "output": { 

                        "id": 1, 

                        "name": "Output 1", 

                        "description": "Output 1 description", 

                        "time": 10, 

                        "consumption": { 

                            "electric": 10, 

                            "gas": 10, 

                            "water": 10, 

                            "air": 10 

                        }, 

                        "pollution": { 

                            "CO2": 10, 

                            "CO": 10, 

                            "NOx": 10, 
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                            "SOx": 10 

                        }, 

                        "waste": [{ 

                            "id": 1, 

                            "name": "Waste 1", 

                            "description": "Waste 1 description", 

                            "quantity": 10, 

                            "type": "solid", 

                            "unit": "kg", 

                        }, 

                        ] 

                    } 

                } 

            ] 

        } 

    ] 

}

The configuration data model was designed to contain data about all the elements
that integrate the system and how their disposal is made.

The system contains several machines, each with a unique ID, name, and position in
the system. Each machine can perform certain tasks, being also specified. For each task,
there is an input and an output. The input corresponds to the material that is set to be
transformed by the machine and by a certain task. The output contains information not
only about what has been transformed but also about other parameters, such as resource
consumption, pollution, and waste that has been made.

Next, there is the datamodel that corresponds to the input of each production process.

inputModel = { 

    "po": 1, 

    "machines": [ 

        { 

            "id": 1, 

            "tasks": [ 

                { 

                    "id": 1, 

                    "quantity": 10, 

                } 

            ] 

        } 

    ] 

}

As it is possible to observe in the code above, the input for the production order
contains a unique number that identifies it and the machines that will operate during that
production order which include its ID and the tasks that will be performed. Each of the
tasks has an ID and the quantity of units that will be assigned to that task.
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Finally, there is the output of the production process which corresponds to the data
model presented below.

outputModel = { 

    "machines": [ 

        { 

            "id": 1, 

            "tasks": [ 

                { 

                    "id": 1, 

                    "po": 1, 

                    "output": { 

                        "time": 10, 

                        "consumption": { 

                            "electric": 10, 

                            "gas": 10, 

                            "water": 10, 

                            "air": 10 

                        }, 

                        "pollution": { 

                            "CO2": 10, 

                            "CO": 10, 

                            "NOx": 10, 

                            "SOx": 10 

                        }, 

                        "waste": [{ 

                            "id": 1, 

                            "quantity": 10, 

                        }, 

                        ] 

                    } 

                } 

            ] 

        } 

    ] 

}

The output data model is quite more complex since it includes several results that
come from production.

It contains all themachines that were used during the production, the tasks performed
by them, the production order to which they were assigned, and the output obtained from
that task. The output contains the time that the machine took to operate, the consumption
of resources, the pollution that was generated, and the created waste.
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5 Discussion

Throughout the manuscript, it is possible to observe some strong factors that indicate
that a solution of this nature has a high potential regarding the dissemination of the
Industry 4.0 vision. Also, the capability of modeling an industrial business through its
simulation comes as an important aspect that can revolutionize the whole industry. One
of the main points that is highlighted in this project is the fact that this project can bring
the possibility of creating highly efficient industrial environments before implementing
them which can lead to the reduction of cost drifts and unwanted system behaviors.

It is possible to consider this project as a very complete one due to its characteristics.
Its modularity allows it to represent different industrial sectors, and also the way that it
is built makes it possible to observe how an Industry 4.0 factory works on a small scale.
There is no better way to understand the vision of Industry 4.0 than observing it and
being able to make conclusions through data.

As a way to provide a better understanding of how this project can be relevant to the
industry a SWOT analysis will be presented below.

Fig. 3. SWOT Analysis of the solution

In Fig. 3 it is possible to see the SWOT analysis that has been made, being now
important to get more into detail.

This project consists of a prototype that has the main purpose of simulating Industry
4.0 environments and creating realistic scenarios. Due to its nature, it is a low-cost and
modular solution that allows themodeling of industrial businesses from different sectors.
One of its main characteristics consists of data generation, which can be crucial for the
business. However, being this a case of simulation, it is crucial to have in mind that the
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obtained data is most likely to not correspond entirely to reality. Also, the fact that it
consists of a simulation leads to the possibility of simulating future approaches, which
means that it is possible to simulate environments that do not exist in the present.

It is yet important to establish a correlation between the SCADA system presented
in the background section and the system that is being proposed. Due to the similarities
between them, it is possible to state that the data collection can be done through a SCADA
framework having the prototype all the required elements to do so.

The literature review made it possible to conclude that there is very little research
regarding the topic that is being approached, which constitutes an opportunity for the
success of this project. Also, the growing Industry 4.0 businesses requires that a bigger
number of employees understand its vision which can be done using this prototype since
it can be used for educational purposes.

Being this a simulation, the obtained results might not be completely accurate.
Besides this factor, if the configuration is not well done, there is a high risk of the
generated data being harmful to the business planning and misleading its users. Due to
the number of elements that the prototype contains, it is possible to state that developing
such a solution can be a complex process and, therefore, it is probable that workers find
it difficult to work with it at first. There is an unimaginable quantity of possible scenarios
of Industry 4.0 environments and, therefore it is quite hard if not impossible to simulate
every possible environment. Like every technology, some people may be reluctant to
use this solution, which might represent a threat. Also, the emergence of other similar
technologies can decrease the adhesion to this solution. Being data generation a big part
of this project, it is essential to guarantee the security of data and, it must be correctly
and carefully interpreted.

6 Conclusion

In a broad way, this solution can fill a breach in Industry 4.0 bringing a new way to
simulate industrial factory floors in which people can understand easily the 4th indus-
trial revolution vision and also help people who want to build an industrial business
from scratch or want to transition their existing business to an Industry 4.0 approach. In
conclusion, the development of a modular IoT simulation system for industry is a signifi-
cant step towards improving the efficiency and effectiveness of industrial operations. By
leveraging the power of modularity, the universal model, and simulated environments,
this system offers numerous benefits for businesses of all sizes. Our research has led
to two key results: the development of an universal data model and an architecture for
a modular IoT simulation system as a case study. The universal data model provides a
standardized framework for simulating IoT systems, allowing for seamless integration
of different components and technologies.

The architecture, designed as a case study for a manufacturing plant, demonstrates
the feasibility and effectiveness of the proposed approach. The universal data model
offers several advantages, including improved interoperability, reduced complexity, and
increased scalability. By providing a common language and framework for IoT data, the
model enables seamless integration of different systems and technologies, reducing the
need for custom integrations and improving the overall efficiency of the system. The
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architecture, as a case study for a manufacturing plant, demonstrates the practical appli-
cation of the proposed approach. The architecture includes a set of modular components,
each with a specific function, such as data acquisition, data processing, and visualiza-
tion. The components are designed to be easily integrated and reconfigured, allowing for
flexible and adaptive system configuration. The simulated nature of the system allows
for testing and validation of IoT systems in a controlled and risk-free environment. This
reduces the potential for costlymistakes and downtime, allowing businesses to iteratively
improve and refine their systems before deploying them in live environments.

In summary, the proposedmodular IoT simulation system for industry offers a power-
ful tool for businesses looking to harness the potential of IoT technology. By providing
a modular, universal, and simulated environment, this system can help businesses to
streamline their operations, reduce costs, and improve their overall competitiveness in
the marketplace. As the IoT continues to evolve and play an increasingly important role
in industrial operations, the importance of this system will only continue to grow.
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Abstract. The advent of 3D printing has revolutionized the manufacturing indus-
try, granting access to previously unattainable components that traditional meth-
ods couldn’t achieve. However, most of the existing literature primarily focuses
on synthetic materials for these purposes. Significant applications of 3D print-
ing span various fields such as aerospace, defense, biomedical, healthcare, food,
automotive, architecture, construction, energy, and fashion industries.

Despite some research exploring the potential of natural fibers in 3D printing,
there is still a significant gap in scientific and technical knowledge concerning
the materials required for producing natural-based composite structures using this
technology. Extensive research is necessary to comprehend the distinct properties
of natural and matrix fibers/filaments, their interactions, and the resulting final
properties.

Utilizing 3D printing technology with natural fibers emerges as a promis-
ing approach for sustainable manufacturing due to the unique characteristics of
the materials involved and the potential to align with environmental benefits and
sustainable practices.We find ourselves in an era of exciting technological innova-
tions, driving transformative change. Economic paradigms are shifting, and novel
technologies are reshaping product and factor markets, significantly impacting
businesses and the workforce.

Keywords: Additive manufacturing · 3D printing · Biocomposites ·
Natural-fiber

1 Introduction

During the last few years, additive manufacturing (AM) has undergone extensive inves-
tigation as a valuable technology that enables the development of components, including
tools and end-use production parts, with intricate and complex geometries. Owing its
potential in the design of new advanced materials and structures, this technological
advancement is transforming industries, by the transition from analogic to digital pro-
cesses, with potential applications in several areas, including, engineering, imaging,
communications, and architecture [1].
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AM, commonly known as three-dimensional (3D) printing, is based on a layer-by-
layer principle, enabling the rapid production of complex multi-scale composite struc-
tures. Thermoplastics and their composites are commonly used in 3D printing processes
such as material extrusion (ME) and laser powder bed fusion (LPBF) [2, 3]. By using
3D printing, components that were previously unattainable through traditional manu-
facturing methods can be created, and three-dimensional pieces find extensive industrial
applications in activities like design, prototyping, and production of low-volume end-use
parts [4]. This additive manufacturing methodology has experienced significant growth
in the market due to its efficiency, versatility, and consistency, making it an appealing
choice for numerous large-scale industrialmanufacturers.Notably, 3Dprinting expedites
product prototyping, development, customization, and functional integration, resulting
in faster production and reduced overall costs, especially for tooling during the initial
stages of the product lifecycle [5].

There are several materials that 3D printing can manipulate since a wide range
of new polymers have been developed, along with processes, printing machines, and
methodologies, varying from a simple extrusion, material jetting, or fine powders melted
with lasers [6]. That is leading to more competitive designs, new use of materials, and
improved innovation globally.

There are several types of 3D printing technologies: 1. Stereolithography (SLA):
This method employs a UV laser to solidify photopolymer resin layer by layer [7]; 2.
Digital light processing (DLP): Similar to SLA, DLP also uses photopolymer resin and
UV light for layer-wise solidification; 3. Selective laser sintering (SLS): Uses a laser as
a power and heat source to sinter powdered material, binding it together to create a solid
structure [8]; 4. Direct inkwriting (DIW): Is a 3D printing technique, where thematerials
are deposited in a layer-wise method, by the continuous rising of the print head, aiming
to develop a 3D structure [9] and; 5. Fused deposition modeling (FDM): Is one of the
most used 3D printing technology for melt extrusion [10]. Herein, a special kind of 3D
printing material – thermoplastic filament – is melted, followed by extrusion through a
nozzle with controlled temperature and deposited layer-by-layer. It is important to point
out that the term FDM usually attends as an equivalent to Fused Filament Fabrication
(FFF) [11].

Among the aforementioned 3D printing techniques, FFF is one of the most common
andflexible technology throughmaterial extrusionwith potential application in polymers
and composite materials. It allows prototyping components with excellent mechanical
performance by controlling printing parameters and slicing [12]. It provides several
benefits, like low cost in a short timeframe, reduced waste production, customization of
microstructures and their properties, and is able to develop complex assemblies [13].

The gaps between advanced materials and innovative structures can be filled by the
use of 3D printing technologies with continuous fiber reinforced polymer composites
(CFRPCs), however, some challenges remain. The limited availability of suitable mate-
rials, the need for optimizing numerous printing parameters, and the underwhelming
mechanical properties of printed components. Among these, the latter, i.e., the sub-
par mechanical properties, stands out as a significant obstacle in fully utilizing these
technologies for load-bearing purposes [2, 3]. CFRPCs are lightweight and boast high
specific strength and modulus compared to metals and alloys. As such, CFRPCs have
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widespread use in automotive and aerospace applications [2]. Nevertheless, advanced
composites have a higher cost of raw materials, fabrication processes, and recycling. As
a result, thermosetting composites tend to have higher production costs compared to con-
ventional metallic materials. However, they offer several advantageous properties such
as high creep resistance, ease of processing, and full recyclability. These characteristics
make them ideal for next-gen green composites, and they are currently widely used.
Thermoplastic composite forming, such as injection molding and tape placement, relies
on the use of a mold, thus difficulting the design and fabrication of complex composite
structures [2].

Thermoplastic polymers reinforced with natural fibers such as wood, flax, and hemp
offer a promising array of specific mechanical properties, alongside a reduced environ-
mental impact. These biocomposites find frequent use in various manufacturing pro-
cesses like extrusion, injection molding, thermoforming, film stacking, and vacuum bag
molding [3]. Driven by environmental and economic concerns, the exploration of natural
fiber-reinforced composites has gained increasing research attention for approximately
two decades. It’s important to note that this timeframe is relatively brief in comparison
to the extensive research conducted on synthetic composites like those reinforced with
glass or carbon fibers [13]. The adoption of natural fibers offers notable advantages
due to their ready availability, cost-effectiveness, environmentally friendly nature, and
biodegradability. Opting for natural fibers instead of synthetic ones for 3D printing fil-
ament production can substantially decrease the emissions linked to the manufacture of
synthetic fibers, thereby contributing to the mitigation of ongoing pollution concerns
[14].

Natural fiber composite materials are created by incorporating natural fibers as rein-
forcing agents and other agents like compatibilizers and flexibilizers into a polymer
matrix. These materials boast low density, high specific strength and modulus, reduced
weight, and superior affinity and biodegradability when compared to glass fiber and
other synthetic fiber-reinforced composites. As a result, they have gained significance
in driving the advancement of green and sustainable economies. However, combining
natural fibers as reinforcements with thermoplastics necessitates the careful selection of
processing conditions to enhance the performance of the composites while considering
the inherent characteristics of both materials [15].

The main objective of this document was to review advances in 3D printing using
natural fibers as an emerging technology for sustainable manufacturing. For this, an
introduction was made explaining what 3D printing consists of, its importance, and the
materials used for it. This process, especiallywhen applied to polymeric composites rein-
forced with continuous fibers, addresses certain gaps and brings forth additional benefits
in the realm of sustainable manufacturing. Later, throughout this document, topics such
as the differences between chopped and continuous fibers, the existing natural fibers as
well as the properties for use in 3D printing, the most sustainable polymeric filaments
for use in 3D printing, and the applications of this type of manufacture using natural
fibers. Finally, the future trends in 3D printing of natural fiber-based biocomposites.

The utilization of 3D printing technology with natural fibers represents a promising
and emerging approach to sustainable manufacturing. This stems from the distinctive
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qualities of the materials utilized and the potential to realize concepts that align with
environmental benefits and sustainable practices.

2 Chopped vs Continuous Fibers

In 3D printing, there are two main ways to use fibers: continuous fiber and chopped
fiber. The choice between these two types of fibers plays a crucial role in determining
the suitability of a filament for a specific 3D printing component. The main difference
between chopped and continuous fibers is the dimensions and the composites developed.
With chopped fibers do not give a suitable increase in strength, it is just possible to
improve the stiffness, surface quality, and wear resistance [16–18]. Even though few
studies reported the processing of natural fibers by using 3D printing technology, great
efforts have been made aiming to develop sustainable components resulting from new
materials composites based on natural fibers with improved properties [19].

Since natural fibers are anisotropic and dependent on chemical composition, the
selection with an appropriate length is critical to ensure improved composite properties.
Both dimensions of the fibers, length, and diameter, have functional significance and
affect the mechanical performance of the printed parts in distinct ways. Continuous
fibers, when placed in the right direction, can provide the necessary reinforcement for
compositemanufacturing, as they arewell oriented in a consistentmanner, contributing to
the strength and stiffness of the composite. It is also important to point out that continuous
fiber has a minimal layup curve radius, and the fiber’s diameter is responsible for the
minimum width of a reinforced element [20].

Regarding choppedfibers, generally, they are dispersed in the polymermatrixwithout
any orientation, being responsible for the minor overlap among fibers, and therefore, no
fibers cross the adjacent layers [16]. Printed parts with chopped fiber-filled filaments
often show even lower mechanical properties than unfilled ones. Indeed, studies have
consistently shown that the use of continuous fibers offers improved composite strength
compared to chopped fibers. Thus, choosing the former due to the larger specific surface
area contact, is an advantage for the overall structural strength of 3D printing filaments
applications.

Other studies reported that twisted yarns of natural jute fibers and continuous carbon
fiber (CCF) were used as reinforcement in a PLAmatrix to prepare a material used in 3D
printing technology. The results indicated that tensile strength increased significantly for
both cases, namely using twisted yarns of natural jute fibers (435% versus 134%)and
was also significantly stronger than fiber-reinforced PLA using chopped carbon fibers
[21].

A. Le Duigou et al. [3] studied the mechanical performance of a novel high-
performance 3D printed biocomposite based on a continuous flax yarn embedded in
a PLA matrix. The results reveal that cFF/PLA printed composites properties remained
lower than similar flax/PLA thermocompressed composites. Also, C. Gauss et al. [22],
reported the use of cellulose as reinforcement in biocomposites and recent related
advances in 3D printing technologies. The authors found out that the versatility of cel-
lulose as a renewable feedstock combined with the freedom of design provided by
additive manufacturing is a perfect match for the development of sustainable solutions
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for advanced applications. Additionally, M. N. Ahmad et al. [23] reviewed the natural
fiber-based filaments for 3D printing. It discusses the fabrication process and the char-
acterization of wire filament that is fabricated from thermoplastic material mixed with
natural fiber. They achieve that natural fiber-reinforced thermoplastics are less harmful
to the environment when compared with thermoplastic materials that release hazardous
gases. Research carried out by A. Le Duigou et al. [13] report studies related to natural
fiber biocomposites manufactured by 3D printing (FFF) and 4D printing with mechan-
ical and actuation features respectively, where they found out that the most exciting
challenge in the field of the 3D/4D printing of natural fiber biocomposites is probably to
overcome the current material design habits by developing real multidisciplinary work
involving eco-design, biomimicry, mechanics, materials sciences, technology, and other
disciplines.

Our primary objective is to thoroughly explore and harness the potential of using con-
tinuous filaments based on natural fibers in conjunction with 3D printing technology.
Through comprehensive research and development, we aim to evaluate the effective-
ness of this approach in various applications. By focusing on continuous natural fiber
filaments, we seek to unlock new possibilities for sustainable and eco-friendly manufac-
turing processes, enhancing the mechanical properties and overall performance of 3D
printed components. Through this endeavor,we strive to contribute to the advancement of
sustainable manufacturing practices and the realization of environmentally responsible
solutions for diverse industries [24].

3 3D Printing with Natural Fibers

3D Printing technology has been adopted by a growing number of industries as a plan to
provide critical components of a certain object that are unavailable and that can match
and be combined as needed, aiming to reduce the cost associated with the maintenance
and storing parts.

In the last years, 3D printing technology has been widely used as an additive manu-
facturing process as a prototypingmethod. Nowadays, the challenge is to use 3D printing
technology to design and fabricate final components with applications in several areas.
Thus, the modeling and design before printing the final product is critical, to evaluate the
complex structure before the 3D printing process. The component design requires the
determination of design objectives, as appropriate scaling from the real size of the com-
ponent, to ensure geometric tolerances and to be adequate for its application. Besides
that, it is also imperative to establish several design considerations, such as component
size, thermal and physical stresses on the component, environmental conditions of the
component, durability, and reactivity of the used materials, and to evaluate the economic
impact of the materials and the inherent difficulty level during the manufacture [25].

Currently, 3D printing applied to the final components is unlimited and allows to
use of different materials. Besides that, several manufacturers have started using 3D
printing technology for the customization and manufacture of their end-use parts owing
the several advantages, such as single-demand production, mass customization, spare
parts management, enhanced and personalized healthcare demand production, complex
design flexibility, and lightweight components [26].
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Nowadays, the challenge is to develop and explore 3D printing continuous filaments
based on natural fibers, with inherent anisotropic properties, (wood, hemp, bamboo,
cotton, etc.) in combination with biopolymers, in order to create high-performance and
sustainable new composites materials, to enhance the overall performance of 3D printed
components. Thus, appropriate techniques and methodologies to use continuous fila-
ments based on natural fiber as a reinforcement in 3D printing technology is an emerging
field.

In the literature, there are several papers reporting 3D printing using continuous
filaments based on synthetic fibers (e.g., carbon fiber, Kevlar, glass fiber, etc.). Therefore,
there are a few studies reporting the use of continuous natural fibers combined with 3D
printing technology. Table 1 presents a summary of these same studies.

3D printing of continuous filament based on continuous natural fibers provides sev-
eral opportunities to develop high-performance and high-quality new composite materi-
als since it is possible to manufacture more sustainable and cost-effective components,
with the required design reducing the waste of material [27].

Tao et al. [28], described some research reporting the use of continuous natural fibers.
Short natural fibers (sNFs) and continuous natural fibers (cNFs) such as jute, flax, ramie,
and pineapple leaf have been conjugated with different polymer matrices by 3D printing.
The studies carried out reveal that the reinforced thermoplastic matrices suffer changes
in mechanical performance, which varies as a function of the length of the fiber, the used
natural fiber, and the 3D printing by fused filament fabrication (FFF), i.e., based on the
stage where fiber is embedded in the thermoplastic polymer – nozzle impregnation that
occurs during printing or prepreg filament that occurs before printing.

In viewing the expansion of 3D printing technology of continuous natural fibers
(cNF) composites and increasing the application of 3D printing of cNF composites in
industry, someconsiderations shouldbe taken into account, namely amoredepth research
concerning the natural fibers for developing cNF reinforcements for 3D printing, fibers
pre-treatment methods need to be investigated detailed, to take more advantage of the
geometric freedom of 3D printing and to increase the volume fiber ratio is critical for
improving cNF FFF printing performance [28].

Considering Table 1, as well as all the information mentioned above, the following
sections focus more objectively on existing natural fibers and their properties, the most
sustainable polymeric filaments for use in 3D printing, 3D printing technologies used
for the development of continuous fibers, and new applications using 3D printing with
natural fibers.

3.1 Natural Fibers for 3D Printing

Natural fibers are widely available and have been used to develop new materials com-
posites by using 3D printing technology. Nonetheless, they require additional processing
during assembly to improve the performance of the 3D printed parts and to achieve a
specific design criteria.

The properties of 3D printed composite materials are influenced by several factors,
including the nature of the used fibers, their stiffness, strength, and ability to bond with
the polymer matrix. In an ideal scenario, the resulting composite material microstructure
should be uniform, with well-dispersed fibers with a high aspect ratio (length/diameter).
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Table 1. Summary of some studies that have reported the use of continuous natural fibers
combined with 3D printing technology.

Authors 

and Year 

 feR snoisulcnoC hcaorppA ydutS

A. Le 

Duigou 

et al.
2019 

Evaluation of the mechanical performance of a novel 

high-performance 3D printed biocomposite based on 

a continuous flax yarn embedded in a PLA matrix.

Fig. 1. (a) Microstructure of a continuous flax fibre/PLA 

(cFF/PLA) filaments, (b) SEM microphotograph of cross 

section of untested cFF/PLA samples, (c) cFF/PLA trans-

versally printed (90°) and (d) cFF/PLA longitudinally 

printed (0°). Details of panel d showing (e) loops overlap 

and (f) regular loops. Reproduced from [3]. 

The transverse properties of con-

tinuous natural fiber-filled (cFF) 

composites using PLA as the 

matrix material was found to be 

weaker than comparable 

flax/PLA thermocompressed 

composites. To address this limi-

tation, future research should fo-

cus on enhancing the quality of 

the flax fiber yarn and its fila-

ments, with particular emphasis 

on using untwisted ribbons. 

[3]

A. Le 

Duigou 

et. al.
2020 

Exhaustive and comprehensive literature review of 

natural fiber biocomposites manufactured by 3D 

printing (FFF) and 4D printing with mechanical and 

actuation features respectively. 

Fig. 2. (a) Fractured continuous unidirectional jute fi-

bers/PLA sample printed with in-nozzle impregnation. (b) 

Fractured continuous unidirectional flax fibre/PLA sample 

printed with pre-impregnated filaments. (c) SEM microgra-

phy cross section of Flax/PLA composite microstructure. 

Reproduced from [13].

The most exciting challenge in 

the field of the 3D/4D printing of 

natural fiber biocomposites is 

breaking away from conven-

tional material design practices. 

This can be achieved through 

true multidisciplinary collabora-

tion involving eco-design, bio-

mimicry, mechanics, materials 

sciences, technology, and other 

relevant disciplines. 

[13]

C. Gauss 

et. al. 
2021 

Review describing the use of cellulose as reinforce-

ment in biocomposites and recent related advances 

in 3D printing technologies, including 4D (respon-

sive/smart) printing and current/future applications. 

Fig. 3. Images of (a) 3D printing of all-cellulose honey-

comb structure; (b) The freeze-dried cellulose honeycomb 

standing on top of dandelion showing its light-weight. Re-

produced from [22].

The combination of cellulose as 

a versatile renewable feedstock 

and the design freedom offered 

by additive manufacturing cre-

ates an ideal synergy for devel-

oping sustainable solutions for 

advanced applications. 

[22]

X. Tian 

et al. 
2022 

Review about the development, application, and fu-

ture perspective for 3D printing of CFRPCs. 

Fig. 4. (a)(b) 3D printing process of the continuous carbon 

fiber reinforced composite; (c) Schematic representation of 

the 3D printing process for continuous fiber reinforced 

thermoplastic composites (CFRTPCs); (d) 3D-printed 

CFRTPCs and dumbbell-shaped JFRTP tensile test speci-

mens, as well as cross-section of specimen. Reproduced 

from [2].

The future of green composites 

lies in the innovative use of recy-

clable and green raw materials, 

combined with advanced 3D 

printing processes. Overcoming 

the challenges involved requires 

a concerted effort from research-

ers across multiple disciplines, 

aiming to achieve a harmonious 

integration of materials, pro-

cesses, and designs for sustaina-

ble industrial applications. 

[2]

M. N. 

Ahmad 

et. al.
2023 

Review about the natural fiber-based filaments for 

3D printing. It discusses the fabrication process and 

the characterization of wire filament that is fabri-

cated from thermoplastic material mixed with natu-

ral fiber. 

Fig. 5. Process of making the natural fiber filament for 

FDM and printed sample. Reproduced from [23].

Natural fiber-reinforced thermo-

plastics offer environmental ad-

vantages over traditional thermo-

plastic materials that release haz-

ardous gases. However, further 

research on natural fiber-filled 

polymers is needed to fully real-

ize their potential. To minimize 

the environmental impact, the fo-

cus should be on using industrial 

waste to produce biobased ther-

moplastic composites. 

[23]
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Maximizing the interfacial surface is crucial for efficient load transfer, requiring the
reduction of defects or porosity in the matrix and interfacial area [13].

Choosing the appropriate natural fibers based on the desired part specifications
(e.g., stiffness, toughness) is the initial step in developing high-performance 3D print-
ing materials. The transfer of stress at the interface is also crucial, and the composite
properties depend on factors such as fiber length, diameter, tensile properties, and inter-
facial shear strength. The surface properties of natural fibers, controlling the interfacial
shear strength, are more complex than synthetic counterparts like glass or carbon fibers.
Effective cleaning methods, such as water treatment, have been shown to remove low-
weight pectin and improve adhesion with the PolyLactic Acid (PLA) matrix. Chemical
treatments are also commonly proposed for fiber surface modification [13].

Although natural fibers reinforce thematerials, their inclusion can impact the printing
process as their polysaccharide components are sensitive to temperature and moisture.
High temperatures (above 150 °C) and prolonged exposure times (beyond a fewminutes)
can significantly affect the mechanical properties of natural fibers. The manufacturing
temperature further influences natural fibers’ properties, surface quality, and the resulting
fiber/matrix interface. For example, a 14-h drying at 105 °C reduces the interfacial bond
strength of flax fiber with PLA by 20% due to embrittlement of internal interfaces,
surface wettability changes caused by low molecular weight component migration, and
surface molecule reorientation [13].

3.2 Sustainable Polymeric Filaments for 3D Printing

Polymeric filaments, particularly thermoplastics, are widely used in composite mate-
rial applications for 3D printing. Among the most common filaments is polypropylene
(PP), known for its chemical resistance, flexibility, and versatility, making it suitable
for various applications. Polylactic acid (PLA), a biodegradable filament derived from
corn and other biomaterials, is also popular. Nylon (PA6) is another frequently used fil-
ament, appreciated for its durability, flexibility, and resistance to chemicals, impact, and
abrasion. Acrylonitrile butadiene styrene (ABS) filament stands out for its high impact
resistance at low temperatures and the ability to create lightweight parts. ABS is often
found in FFF 3D printing, and its popularity extends to vat polymerization methods
[29–31]. It possesses chemical and thermal resistance, good rigidity, and high impact
resistance, making it a common choice for 3D printing alongside PLA [32].

Additionally, other polymers like polyetherimide (PEI) and polyether ether ketone
(PEEK) find applications in 3D printing but require specific conditions for proper usage.
Traditional thermoplastic polymers like PETG are favored for their low melting tem-
perature and cost-effectiveness [33]. PETG is particularly suitable for mechanical parts,
printers, and protective components due to its flexibility, strength, and ease of print-
ing. Moreover, flexible polymers like thermoplastic elastomers (TPE) and thermoplastic
polyurethane (TPU) are used in 3D printing. These materials, similar to rubber in prop-
erties, find applications in automotive components, household appliances, and more
[34].

To enhance the mechanical performance of printed components, fibers are employed
as reinforcing materials. During the printing process, they are combined with the poly-
meric matrix, resulting in a composite with improved mechanical behavior, overcoming
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potential limitations and promoting wider adoption of this technology. Apart from the
mentioned properties, it is essential to consider additional characteristics of the fila-
ments, including recyclability and biodegradability, which signify their environmentally
friendly nature. Several of the previously mentioned thermoplastic polymers, along with
other options, possess such eco-friendly attributes, making them even more favorable
for widespread adoption.

Materials such as PET, PLA, tire-TPE, and TPU can be recycled. Materials such as
PLA, Nylon 11 (PA11), ABS, and PETG are biobased and biodegradable materials. This
type of material should be the most adopted due to its sustainability [35].

3.3 3D Printing Technologies with Continuous Fibers

3Dprinting technologies for the development of continuous fibers are designated accord-
ing to the used methodology for direct fiber integration, i.e., the way how the matrix and
fiber are joined into the print nozzle and deposited. Accordingly, different approaches
are proposed:

• In-situ impregnation;
• Co-extrusion with towpreg;
• Towpreg extrusion;
• In-situ consolidation;
• Inline Impregnation.

3D printing of continuous fiber-reinforced thermoplastics based on FDM technology
was also investigated [36]. In this study, a thermoplastic filament of PLA was used as a
polymericmatrix, and continuous carbonfibers or twisted yarns of natural jutefiberswere
used as reinforcements. Herein, both materials were fed independently into the printer
machine. The process lies in the impregnation of the reinforced fibers with the polymeric
filament within the nozzle of the printer previously heated, closely before printing. The
results showed that using this methodology continuous fiber reinforcement enhanced the
mechanical performance, namely the tensile strength of the composites in comparison
with common 3D printing processes.

Even though the existing studies related to 3D printing of composites using continu-
ous fiber filaments evidenced good results, their development based on 3D printing has
been customized as a function of the needs, in order to develop printed composites with
improved properties.

3.4 New 3D Printing Applications Using Natural Fibers

3D printing with natural fibers is an emerging field and several studies were being con-
ducted to explore the prospects and challenges associated with 3D printing applications.
Moreover, the use of natural fibers aligns with sustainability goals, as they are renewable
resources and can reduce the environmental impact associated with traditional plastic-
based 3D printing materials. Natural fibers have been used in 3D printing for rapid
prototyping of various products. This approach allows designers and engineers to create
sustainable prototypes to test form, fit, and function before proceeding with large-scale
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Fig. 6. Schematic figure of 3D printing applications in the market across several industries.

production. Nevertheless, to date, there are no applications in the market using natural
fibers (Fig. 6).

Contrarily, synthetic fibers offer unique properties and advantages that make them
suitable for specific 3D printing applications in the market across several industries.
Some common applications include aerospace and defense, biomedical and healthcare,
food industry, architecture and construction, energy, and automotive industry. Another
industry that makes extensive use of this type of manufacturing is the fashion industry
which creates innovative and unique clothing and accessories. Printing 3D designs onto
fabric eliminates the need for glue and opens new possibilities for customized and per-
sonalized fashion items. Another industry that uses 3D printing is the footwear industry
where designers can easily prototype and iterate shoe designs, create intricate lattice
structures and designs, personalize shoe designs, enables cost-effective production with
limited edition, use eco-friendly and recycled materials, and create midsoles with cus-
tomized cushioning and support features. The textile industry also uses 3D printing so
that the designers and manufacturers to create custom-fit clothing, develop prototypes
before going into full-scale production, reducing textilewaste by allowingmanufacturers
to produce only the required amount of material without excess scraps.

In summary, 3D printing has revolutionized various industries, offering new oppor-
tunities for customization, efficiency, and sustainability in manufacturing and design
processes. As technology advances, the potential applications of 3D printing continue
to expand, impacting diverse sectors worldwide [2, 4, 15, 29] being the challenge, 3D
printing with natural fibers, however, it is crucial to improve some aspects, such as the
need for specialized equipment and the optimization of printing parameters to achieve
the desired material properties and print quality. Nonetheless, ongoing research and
development in this field are expected to overcome these obstacles and lead to further
innovative applications.
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4 Conclusions and Future Trends in 3D Printing of Natural
Fiber-based Biocomposites

The development of new materials using natural fibers as an alternative to conventional
ones is of critical importance due to the numerous advantages they offer in terms of
sustainability, biodegradability, renewability, resource abundance, and low cost [15].
These natural fibers can be combinedwith polymeric matrices to create enhanced natural
fiber reinforced composites, making them ideal materials for a sustainable and circular
economy.

Several studies have explored 3D printing with natural fibers to produce continu-
ous fiber-reinforced biocomposite materials. However, there are challenges that need to
be addressed to fully harness the potential of continuous filament-based natural fiber
composites [2, 3, 13, 22, 23]:

Proper Material Selection: The characteristics of natural fibers can vary based on their
source and origin, making it essential to carefully choose the right materials for specific
applications;
Controlling Morphology and Thermal Properties: The morphology and thermal proper-
ties of the fibers need to be controlled to ensure the filament is printable and results in
good printing quality;
Optimize Printing Parameters: Adjusting printing parameters, such as build orientation,
fill percentage and layer width, can improve the mechanical performance of the printed
parts;
Investigate Materials and Processes: In-depth research and standardization of mate-
rials and processes are crucial to ensure the industry can adopt these biocomposites
successfully;
Structural Investigation: More investigation is required to study properties like mechani-
cal performance, interface adhesion, and thermal properties to enhance the printing ratio
and fabricate 3D printed materials with controlled structural features;
Customization and Design Flexibility: Developing sustainable biocomposites for
industrial applications requires interdisciplinary research, covering materials science,
processes, equipment, structural design, biomimicry, and final performance.

Further research on natural fiber to develop continuous filament for 3D printing is
needed to create new advanced composite materials with improved mechanical perfor-
mance and biodegradability. The use of industrial waste to produce these materials can
lead to more sustainable supply chains and reduced environmental impact. Education
initiatives, including research programs, workshops, and accessible design tools and
software, are crucial to exploring the potential of 3D printing technology with natural
fibers. Responsible implementation is necessary to maximize its positive social impact
while addressing challenges such as job displacement and waste management.

Ultimately, 3D printing technology has the potential to reshape the manufacturing
industry positively, offering numerous benefits to society. However, it requires careful
consideration and responsible practices to ensure a sustainable and eco-friendly future.
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Abstract. In the context of circular economy, the aWaRe project pretended to
develop innovative textile solutions using own recycled fibers that were bio-
finished with recycled water from TINTEX dyehouseWastewater Treatment Plant
(WWTP). The project focused on two R&D approaches, the treatment of water to
a degree that allowed its reincorporation on wet processes conducted at TINTEX,
as well as the development of knitted fabrics based on the reuse and recycling of
production and stock excesses of the company.

The recycling and upcycling of cellulose-based knitted fabrics was performed
by mechanical processes through defibrillation, followed by spinning, achieving
yarns with a Ne 24 containing an amount of 40% of recycled fibres. Those yarns
were knitted, and the resulting knitted fabrics were bio-finished by natural dyeing
using only recycled water or used to create a specific colour pallet, thought the
planed blend of recycled knitted fabrics without further dyeing. The low colour
difference (�E < 1) results from the dyeing, when comparing with samples dyed
with fresh water demonstrated that the use of recycled water in natural dyeing
process had no impact on the resulting colour. The wastewater treatment was
accomplished through ultrafiltration and reverse osmosis, enabling for a water
quality that allowed a total incorporation of this wastewater at production level.

The solutions explored in aWaRe represents an innovative approach compared
to the solutions available in the market: significant advancements in the recycling
processes for textile substrates and wastewaters were made, enabling the produc-
tion of new recycled natural fibres with the required technical characteristics to
produce thin yarns and the efficient reuse of wastewater in a closed-loop system.

Keywords: Sustainability · Upcycling fabrics · Closed loop recycling
wastewater · Circular economy ·Water and waste reduction

1 Introduction

In Europe, the Textile Industry represents an important contribution to the EU economy
holding a solid position in the global market. In Europe, Portugal is one of the main
producers of textiles and garments [1]. According to the European Commission, the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. Guarda et al. (Eds.): ARTIIS 2023, CCIS 1937, pp. 357–367, 2024.
https://doi.org/10.1007/978-3-031-48930-3_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48930-3_27&domain=pdf
http://orcid.org/0000-0002-4692-8379
http://orcid.org/0000-0003-1765-2315
http://orcid.org/0000-0002-7509-9135
https://doi.org/10.1007/978-3-031-48930-3_27


358 M. Fernandes et al.

textiles production almost doubled between 2000 and 2015, and it is expected to increase
by 63% by 2030. Consequently, the negative impacts also have growth, making the
Textile Industry responsible for the fourth highest impact on the environment and climate
change [2]. In 2023, theEuropeanEnvironmentalAgency published a report highlighting
these impacts:[3].

• Overconsumption of natural resources: in 2015 it was estimated that the global
textile and clothing industry used 79 billion cubic meters of water;

• Water pollution: it is estimated that the dyeing and finishing products are responsible
for about 20% of global clean water pollution;

• Greenhouse gas emissions: 10% of global carbon emissions are attributed to the
fashion industry. This representsmore than international flights andmaritime shipping
combined.

• Textile waste in landfills and low recycling rates: The textiles exported from the
EU has tripled over the past two decades from slightly over 550,000 tonnes in 2000
to almost 1.7 million tonnes in 2019. In 2017, it was estimated that less than 1%
of all textiles worldwide were recycled into new products, according to the Ellen
MacArthur Foundation.

Taking in account this scenario, over the last years, and more recently boosted by
EuropeanGreenDeal and EU strategy for sustainable and circular textiles, Textile Indus-
try, including the Portuguese companies have gone through a significant transformation
to implement sustainable technologies and environmentally friendly process through-
out all the entire textile value chain. However, Textile Industry stills works based on
the traditional concepts of linear economy [4–6]. This type of economy is exhaustive
and intensive both financially and environmentally, creating also, consequently, negative
impacts at a societal level. With its low rates of use and low levels of recycling, the cur-
rent wasteful, linear system is the root cause of this massive and ever-expanding pressure
on resources [7, 8]. In the last years several initiatives for textile recycling (both pre-
and post- consumer textile waste) have emerged. However, circular models that include
the recycling of the wastes resulting from the companies different production flows, in
an integrated approach focused on the company itself, are missing.

Regarding textile wastewater treatment, the conventional methods are usually based
on physical-chemical methods such as such as chlorination, coagulation-flocculation,
adsorption, biological methods and the advanced oxidation processes of ozonation, and
Fenton treatments [9, 10]. Beside these methods, the membranes technologies are also
mentioned as one of the most effective methods for textile wastewater treatment and
reuse. Those include reverse osmosis, nanofiltration, ultrafiltration and microfiltration
[11, 12]. In literature there are only a few publications regarding the treatment of textile
wastewater and its reuse in a closed-loop approach.

TINTEX is a pioneer Portuguese company that has adopted an innovative strategy
in their production process, for example by shifting from the traditional dyeing process
that uses dyes and chemicals from fossil sources towards bio-based dyeing and finishing
processes using dyes from natural sources, including wastes. Taking in consideration
TINTEX context as a dyeing company aligned with the principles of circular economy
and sustainability, the aWaRe project, Aiming for Water and Waste Reduction, Reuse
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and Recycling was developed. To assist the R&D activities, CITEVE was selected as a
partner.

The main objective of aWaRe was to investigate the conditions for the treatment of
water to a degree that allows its reincorporation on dyeing and finishing processes, as
well as the development of upcycling fabrics based on the reuse and recycling of pro-
duction and dead stocks of knitted fabrics. These fabrics, composed of either cotton or
lyocell (cellulose-based), were recycled by mechanical processes which eliminates the
need of chemical recycling and thus the potential use of harmful chemicals. Using the
recycled fibres, yarns with a Ne 24, with 40% of recycled material on its composition
were produced. Furthermore, in aWaRe, the optimization of wastewater treatment or
the recycling of wastewater allowed the total incorporation of this water at production
level for the bio-finishing of recycled knitted fabrics. Thanks to this innovative app-
roach, the sustainability and circularity objectives for reducing water consumption and
enabling effective recycling systems, were successfully implemented at industrial level
by TINTEX.

According to the previous exposed, aWaReproject is perfectly alignedwithEuropean
Commission roadmaps such asEUstrategy for sustainable and circular textiles andGreen
Deal since it aims to enable TINTEX to use their own knitted fabrics considered as stock
and production excess to produce new recycled yarns and coloured knitted fabrics taking
advantage of the original colour of recycled fibers (without further dyeing). Moreover, it
also pretended the treatment and re-use of wastewater in order to be re-introduced in the
company production processes, namely in natural dyeing of the recycled knitted fabrics.

2 Materials and Methods

2.1 Mechanical Recycling of Textiles

The first step consisted in the selection of TINTEX cellulosic fabrics considered as
stock excess and their sorting according to colour (coloured and white), composition
and structure. Then, the fabrics went thought the mechanical recycling process itself,
which included 4 main steps: cutting, defibrillation, carding, spinning, and knitting (see
Fig. 1. Pilot-scale mechanical recycling line).

Fig. 1. Pilot-scale mechanical recycling line.

The first step was the physical cut of the fabrics. Two passages in the cuttingmachine
were need and different cut dimensions were defined according to the fabric structure
(see Table 1).
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Table 1. Cutting parameters applied according to the fabrics structure.

Cutting parameters Type of fabrics

White Jersey Marine Rib Lilac fleece

Dimension of the first cut (mm) 35 15 35

Dimension of the second cut (mm) 25 25 25

Following, in the defibrillation of fabrics a single passage in the five rotating cylinders
was performed, according to the parameters detailed in Table 2. In this step the procedure
was the same for all fabrics.

Table 2. Defibrillation parameters.

Controlled parameters 1st

cylinder
2nd

cylinder
3rd

cylinder
4th

cylinder
5th

cylinder

Rotation speed (rpm) 1650 1800 2000 2150 2300

Feeding speed (m/min) 1.15 0.81 0.99 1.29 1.50

Throughout the defibrillation stage, the fiber mantle was mainly composed of short
fibers, thread remnants, and occasionally, textile substrate residues. For that, it was
necessary to separate fibers, remove neps and potential residues, homogenize the fiber
blend, and provide them with some alignment. This was accomplished by carding. Also,
at this stage, the blending of these recycled fibers with virgin cotton fibers was manually
performed, in the ratio of 40/60% respectively, into a final weight of 0.5 kg. In the end it
was obtained the cardedweb. Then, the cardedwebs followed to lamination that provides
stretching to the web, aligning and orienting the fibers within it to achieve uniform
density in the resulting web. For the first pass in the laminator, the two carded webs
produced were split in half to achieve a 4-fold. The first laminated web was produced in
four identical sections with lengths ranging from 11 to 13 m to undergo a second pass,
also with a 4-fold. The theoretical stretching was defined to 2.76 m m−1, which is the
minimum configuration possible on the equipment. Regarding the twist, a Z twist (to
the right) was defined to produce the mesh. The final step in yarn production was the
spinning. The stretch applied was 45 m m−1 (meters of yarn per meter of roving), and
a twist of 700 turns of the yarn around its own axis per meter of yarn.

2.2 Wastewater Treatment

To implement a closed-loop system for recyclingwater at TINTEX, a pilot unit inWWTP
was installed. That includes two membrane systems: an ultrafiltration stage followed by
reverse osmosis. This facility also incorporates two containers for chemicals storage and
automatic dosing (one for each treatment stages) and two ultrafiltered water intermediate
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Fig. 2. Scheme of the pilot unit for wastewater treatment and recycling.

tanks: one for storing the washing water and another for feeding the reverse osmosis
system (see Fig. 2).

Several characterization tests were performed during the optimization of the pilot
unit. The target water quality parameters were pH, Temperature, Turbidity, Total sus-
pended solids (TSS), Chemical Oxygen Demand (COD), Total Nitrogen, Total Phos-
phorus, Manganese, Copper, Total Alkalinity, Chlorides, Sulfates, Nitrates, Total Iron,
Silica, Conductivity and Total Hardness.

2.3 Natural Dyeing and Bio-finishing

After the wastewater treatment, the resulting recycled water was used to study the suit-
ability of using this water for the incorporation in the company wet processes, especially
in the dyeing process.

For this purpose, different colours were selected, and by incorporating different
percentages of recycledwater into the dye bath, samples of fabricwere dyed at laboratory
scale using synthetic dyes. The selected colours were optical white, two dark colours
(marine and black), and a light colour (dusty pink). Those represent colours in which the
utilization of recycled water could have more impact in achieving the company quality
standards. The conventional dyeing procedure for reactive dyeing was followed.

In the natural dyeing process, the recycled fabrics were dyed following the patented
process of Tintex – ColorauTM, to enable a bio-finishing process. The colouration with
chestnut and thyme, which are considered representativity for TINTEX, was selected.
For that, an infusion of 20 g/L of chestnut and thyme was prepared using recycled water
at 50, 75% and 100% (only recycled water), fresh captured water and water fromWWTP
(without treatment). The prepared solutions were kept in 100 °C during 15 min and then
were filtered. For the dyeing process, a ratio of textile material to infusion of 1:100 was
selected. This procedure was conducted at 60 ºC (gradient of 2 ºC/min) for 60 min.

The validation strategy consisted in comparing the colour differences (CIELAB
colour space) of the fabrics dyed with different percentages of the recycled water. A
control using fresh captured water was also included.

2.4 Yarns and Fabrics Characterization

The tests for tensile strength and elongation at break of the produced recycled yarns
were conducted according to ISO 2062:2009.

The colour difference analysis and grey scalewas performed in aDatacolor Benchtop
Spectrophotometer with the CIE standard illuminant D65.
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3 Results

The technical procedures applied on the mechanical recycling of TINTEX cellulosic
knitted fabrics were adequate to develop yarns with a Ne 24 (100% cellulosic) using
40% of recycled material on its composition. The quality of the developed yarns was
also evaluated by resistance tests (see Table 3).

Table 3. Yarns resistance evaluation.

Resistance test Yarns produced named by the fabric that originated them

White Jersey yarn Marine Rib yarn Lilac fleece yarn Virgin cotton yarn

Breaking strength
(cN)

210 160 160 410

Tenacity (RKM) 5.8 4.6 4.4 11.0

Elongation (%) 8.0 8.4 5.8 6.9

The results demonstrate that, as expected, the recycled yarns exhibited tensile
strength and tenacity values approximately 50 to 60% lower compared to yarns made
with virgin material. However, for recycled yarns, the obtained toughness values were
considered satisfactory. The elongation percentage was higher in two of the recycled
yarns when compared to the virgin yarn, namely theWhite Jersey yarn with 1.1% higher
elongation and the Marine Rib yarn with 1.5% higher elongation. The Lilac fleece yarn
presented the lowest elongation, with a value 1.1% lower than the reference thread.
In theory, there is a trade-off between the strength properties of the yarns, such that
an increase in toughness leads to a reduction in the elongation percentage. Therefore,
as expected the raw cotton yarns presented the best strength properties, since it was
made from fibers that have not undergone any treatment and have their characteristics
unchanged.

Besides the white fabrics suitable for the dyeing process, a colour pallet of recycled
knitted fabrics without further dyeing was created (see Fig. 3).

Fig. 3. Colour pallet of 100% cellulosic recycled knitted fabrics without dyeing.
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Regarding wastewater treatment from TINTEXWWTP, to access the treatment effi-
ciency of the installed pilot, firstly it was necessary to characterize the water at the inlet
(Table 4).

Table 4. Wastewater characterization at the inlet of the ultrafiltration station.

Analysed
parameter

Unit Reference Average value Minimum value Maximum
value

pH Sorensen - 7.84 7.53 8.47

Temperature °C - 23.10 13.50 28.20

Turbidity* NTU < 0 11.30 5.00 20.10

TSS mg/l - 32.00 18.00 42.00

COD mg/l O2 <100 57.90 47.20 70.80

Total
Nitrogen

mg/l N - 5.35 4.70 6.60

Total
Phosphorus

mg/l P - 4.87 3.74 6.69

Manganese mg/l Mn - 0.95 0.50 1.40

Copper mg/l Cu - 0.70 0.37 1.02

Total
Alkalinity

mg/L CaCO3 - 782 728 824

Chlorides mg/l Cl - 2.124 1.621 3.990

Sulfates mg/l SO4 - 629 445 833

Nitrates mg/l N-NO3 - 2.21 0.95 3.54

The implementation of the pilot unit based on the membrane systems (ultrafiltration
followed by reverse osmosis) ensured an effective treatment of the wastewater, enabling
a water with a suitable quality, as presented in Table 5.

The results show that, except for the case of manganese, the quality parameters are
lower than the reference values for water recycling. Additionally, it was also verified that
the treated water quality is very similar to the TINTEX input water (data not shown).
The case of manganese can be explained by a lower sensitivity of the analytical method
used for low concentrations of this parameter.

For the validation of the recycled water re-introduction in finishing processes at
TINTEX, the dyeing tests were performed firstly at laboratory level, using non-recycled
knitted fabrics. The results are presented as colour difference (�E) of the textile samples
dyed with different percentages of recycled wastewater (Table 6).

The results of the colour difference demonstrated that, at laboratory scale, the recy-
cled water had no impact on the resulting colour of the knitted fabrics, as all the tests
yielded �E values considered acceptable for a dyeing process (�E < 1).

Taking in consideration these results, in the following trials the dyeing process was
performed in recycled knitted fabrics following the natural dyeing procedure using the
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Table 5. Water quality parameters after the treatment.

Analysed
parameter

Unit Reference Average value Minimum value Maximum
value

pH Sorensen – 5.54 5.17 5.89

Temperature ºC – 22.9 14.0 28.0

Turbidity* NTU <1 0.23 0.12 0.45

TSS* mg/l – 3.1 2.5 4.0

COD* mg/l O2 – 35.4 31.1 39.8

Total
Nitrogen

mg/l N – 0.61 0.51 0.73

Total
Phosphorus

mg/l P – 0 0 0

Manganese mg/l Mn 0,20 0.47 0.20 0.90

Total,
Copper

mg/l Cu 0,20 0.04 0.03 0.06

Total
Alkalinity

mg/L CaCO3 – 16.92 7.55 26.20

Chlorides mg/l Cl 300 19.2 13.0 22.6

Sulfates mg/l SO4 200 0 0 0

Nitrates mg/l N-NO3 10 0.31 0.16 0.41

Silica mg/l Si – 1.94 1.60 2.80

Conductivity µS/cm 900 87.1 82.1 96.8

Total
Hardness

mg/L CaCO3 – 1.02 0.82 1.16

* Analysed on Ultrafiltration Outlet / Reverse Osmosis Inlet

Table 6. Colour difference of the non-recycled textile samples dyed with different percentages
of recycled water.

Colour
Difference (�E)

Percentages of recycled water

5% 10% 20% 50% 75% 100%

Optical white 0.16 0.14 0.29 0.29 0.31 0.18

Dusty Pink 0.78 0.74 0.71 0.71 0.7 0.47

Marine 0.79 0.38 0.34 0.46 0.5 0.34

Black 0.78 0.84 0.56 0.71 0.49 0.87

higher percentages of recycled water (50%, 75% and 100%). In Table 7 a visual analysis
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is presented, together with �E values and the greyscale level of the recycled textile
samples. The sample dyed with fresh captured water was selected as control.

Table 7. Recycledknitted samplesfinishedby the natural dyeingprocesswithwater fromdifferent
sources.

Water used to 
prepare the 

dyebath 
Coloration with chestnut Coloration with thyme 

50 % 
recycled water 

ΔE=2.12 
Greyscale level=4/5

ΔE=0.13 

75 %  
recycled water Greyscale level=4/5

Greyscale level=4/5 Greyscale level=4/5

Greyscale level=4/5

Greyscale level=4/5

Greyscale level=3/4 Greyscale level=4

ΔE=0.65 ΔE=1.09 

100 %  
recycled water 

ΔE=0.76 ΔE=1.72 

Fresh captured 
water - - 

Water from 
WWTP (without 

treatment) 

ΔE=0.91 ΔE=1.77 

For the coloration with chestnut, when using 50% of recycled water, a higher colour
difference was attained, that could be explained by the visual irregularities seen in the
textile structure.

Nevertheless, analysing the results globally, we can conclude that the incorporation
of the recycled treated water, by membrane technologies (ultrafiltration followed by
reverse osmosis), in the natural and conventional dyeing processes did not compromise
the company quality standards, proving the feasibility of using this recycled water in the
company wet finishing textile processes at an industrial level, with significant savings
in water consumption.
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4 Conclusions

The aWare project accomplished innovative developments regarding both textile and
wastewater recycling and reuse in TINTEX industrial production. One of the results was
the development of recycled yarns with a Ne 24 (100% cellulosic) with 40% of recy-
cled material from TINTEX knitted fabrics considered as stock excess for the company.
With the recycled yarns, a colour pallet was created for recycled knitted fabric with-
out dyeing with a suitable performance and quality. In parallel, another achievement of
aWaRe project was the implementation of a pilot unit, at industrial scale, based on mem-
branes technologies (ultrafiltration and reverse osmosis) able to perform the wastewater
treatment reaching a high water quality. The recycled water was re-introduced in the
natural dyeing and bio-finishing processes accomplishing a closed-loop water circuit at
TINTEX.

Furthermore, the aWaRe project has implemented a genuinely circular industrial
process, covering the recycling of TINTEX knitted fabrics coloured taking advantage
of the original colour of recycled fibers (without further dyeing) and wastewater re-use
in the natural dyeing and bio-finishing of recycled fabrics. In conclusion, the approach
followed in aWaRe project allowed the reduction of virgin textiles materials use and
natural resources (water), chemical products and energy savings in the textile value
chain, contributing to more sustainable and circular models.
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Abstract. The Textile & Clothing sector is a significant global industrial sec-
tor with substantial environmental and social impacts, particularly in developing
countries. Addressing sustainability challenges and promoting transparency and
traceability within the industry’s value chain have become critical objectives. To
this end, the European Commission has introduced the Digital Product Passport
strategy, aiming to minimize the industry’s carbon and environmental footprint by
providing consumerswith transparent information. In this context, the STVgoDig-
ital project –PPS1, developed inPortugal, focuses on implementing traceability for
textile and clothing products, presenting a possible solution for the Digital Product
Passport. The project’s goal is to enhance transparency and accountability in the
textile industry, empowering consumers to make more conscious and informed
choices. By combining traceability and the Digital Product Passport, the textile
sector seeks to reduce its environmental impact and promote sustainable practices
both within the European Union and globally. This work highlights the results of
the STVgoDigital project – PPS1, showcasing the potential for transforming the
textile industry towards a more sustainable and responsible future.

Keywords: Textile and Clothing Value Chain · Environmental and Social
Indicators · Environmental and Social Impact Score · Digital Product Passport

1 Introduction

The Textile & Clothing (T&C) sector holds significant position within the European
manufacturing industry. As per Euratex’s data in 2021, this industry comprised approx-
imately 143,000 companies, providing employment to a substantial workforce of 1.3
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million individuals. Furthermore, it generated an impressive turnover of e147 billion,
with 56% of the revenue coming from textiles and man-made fibers, and the remaining
44% from clothing. The T&C sector’s importance is evident in its substantial contribu-
tion to the European Union (EU) production landscape. Key players in industry, includ-
ing Italy, Germany, France, Spain, and Portugal, collectively account for a significant
three-quarters share in this sector [1].

Over the recent years, Portugal has earned widespread global recognition and a
distinguished reputation in the T&C sector, thanks to its exceptional values of quality,
innovation, creativity, resilience, and responsiveness. According to the data from the
Textile and Clothing Association of Portugal (ATP) in 2021, the T&C sector in Portugal
experienced significantly growth in 2021, accounting for 8% of the country’s overall
manufacturing industry turnover. This solidifies its position as a major contributor to
Portugal’s economic landscape. Moreover, Portugal’s T&C sector secured 5% of the EU
T&C turnover, underscoring its competitiveness and relevance on the European stage.
Regarding employment, the T&C sector plays a vital role in the Portuguese manufac-
turing sector, representing 19% of the total employment. On the EU level, Portugal’s
contribution to the T&C sector’s employment impact was also noteworthy, accounting
for nearly 10% of the overall EU T&C employment [2].

In 2020, textile consumption per person in the EU led to significant environmental
impacts, requiring 400 m2 of land, 9 m3 of water and 391 kg of raw materials. Global
textile fibre production has nearly doubled from 58million tonnes in 2000 to 109million
tonnes in 2020, with a projected growth to 145 million tonnes by 2030 [3]. Among var-
ious consumption categories, textiles rank fourth in terms of environmental and climate
change impact in Europe, following food, housing, and mobility [4].

To address this issue, the European Commission is actively working to improve the
sustainability of textiles. The new strategy involves implementing ecodesign require-
ments for textiles, promoting durability, repairability, reusability and recyclability. It
also includes the introduction of a Digital Product Passport (DPP) to provide clear infor-
mation about a product’s environmental performance. Additionally, the Comission urges
companies to take responsibility andminimize their carbon and environmental footprints
in the textile industry [3].

The European Commission is working on establishing sustainability principles and
other appropriate ways to regulate multiple aspects of product life cycles to improve
product durability, reusability, upgradability, and reparability, as well as addressing the
presence of hazardous chemicals in products and increasing their energy and resource
efficiency, as part of its Circular Economy Action Plan [4]. The Action Plan mentions
“mobilising the potential of digitalisation of product information, including solutions
such as digital passports, tagging, and watermarks [5]. The Wuppertal Institute has
released a wide definition of Digital Product Passport (DPP) defining it as a data col-
lection that summarizes a product’s components, materials, and chemical compounds,
as well as information on reparability, spare parts, and proper disposal instructions. The
data contained in the DPP is collected from all phases of the product life cycle and can
be utilized to optimise design, production, usage, and disposal.

The EUDPP is a mandatory electronic record that is set to be fully required by 2030,
established under the EU Green Deal legislation. The primary objective is to provide
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clear, structured, and accessible information regarding the environmental sustainability
characteristics of products, specially aiming to enhance transparency within the textile
industry. According to the Fashion Revolution annual report on transparency in the
fashion industry, the current state of transparency in the sector is quite limited. Out of
the 200 brands included in the study, not a single brand achieved transparency levels
above 70%. In fact, most brands (90%) fell below a transparency level of 50% [6].

Various solutions have been developed in response to the requirement for a DPP,
with CIRPASS project offering a comprehensive overview of DPP-related initiatives
[7]. Building on these efforts and recognizing the significance of the transparency and
traceability in T&C value chain, the STVgoDigital DPP was created as part of the
broader STVgoDigital project [8]. The main objective is to provide an innovative and
comprehensive solution for the clothing and home textile sectors, ensuring transparency,
traceability, and circularity. The work presented in this research paper reflects the key
outcomes of the PPS1 (“Sustainable & Circular Textile ID 4.0”), one of the components
within the project “STVgoDIGITAL: Digitization of the Textile and Clothing Value
Chain” (https://stvgodigital.pt). This larger mobilizing project aims to engage various
stakeholders, including companies in the T&C sector and other related industries, to
drive the digital transition and embrace the principals of Industry 4.0, with particular
focus on information and communication technologies.

In this context, theDPP is a tool that can be used to promote transparency and respon-
sibility in the production of products, allowing consumers to get detailed information
about what they are buying and how it was produced. At the same time, companies that
wish to demonstrate their commitment to sustainability and social responsibility can
also use it as a valuable tool.

2 Research Methodology

This section describes the research methodology used to perform the case studies. To
dive further into the detailed intricacies of a given occurrence, a case study techniquewas
adopted, allowing to analyze the particularities of the DPP within a real-case scenario.
Using this methodology, we were able to have a complete knowledge of the products
and processes involved in the production of the developed demonstrators, enabling to
collect and analyze the generated data, and making conclusions.

This section presents de demonstrators andDPP solutions developed, which includes
an explanation of the indicators used to calculate the sustainability index of a textile
product, considering both environmental and social aspects. The development process
focused on two distinct research and development lines, one for clothing and another for
home textiles. These lines were carefully tailored to provide to the specific needs and
unique characteristics of each sector.

2.1 Environmental, Circular, Economic, and Social Indicators

To conduct a comprehensive quantitative analysis of the total environmental, economic,
and social impact of the textile articles, the solution tracked every batch throughout its
value chain. This tracking process allowed to obtain a global Sustainability Index, which
is a score ranging from A to F (being A the highest), distributed as follows:

https://stvgodigital.pt
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• A: greater than 85%;
• B: between 75% and 85%;
• C: between 65% and 75%;
• D: between 55% and 65%;
• E: between 45% and 55%;
• F: lower than 45%.

The Sustainability Index provides consumers with valuable information about the
overall impact of the desired product. Bymaking this information accessible, consumers
become more aware of sustainability issues and are encouraged to adopt more conscious
and environmentally beneficial purchasing habits. This initiative aims to empower con-
sumers, enabling them to make informed and conscious choices when buying textile
products.

The Sustainability Index comprises two distinct scores: the Environmental and Cir-
cular Score (ECS), and the Economic and Social Score (ESS). Together, these scores
enabled the calculation of the total Sustainability Index, providing a comprehensive
assessment of a product´s performance in terms of environmental, economic and social
sustainability. The ECS score focus on environmental and circular aspects of the traced
product batches throughout the value chain. It is derived from data values of various
indicators collected at different stages of production, being collected every time a new
batch is created. On the other hand, the ESS score addresses the economic and social
aspects of the companies involved in the industrial activities to generate the specific prod-
uct. Unlike the ECS score, the ESS score pertains to a specific company and requires
annual updates. It is important to highlight that the data used to calculate these scores
are collected from various stakeholders throughout the T&C value chain. The ECS score
is specific to each product/batch, and the relevant data is provided whenever a batch is
produced. In contrast, the ESS score relates to a particular company andmust be updated
on an annual basis.

Since the ECS indicator score is specific to the product/batch being produced, entails
collecting data from awide range of activitieswithin the textile value chain. This includes
both logistics activities, such as transportation, and productive activities like spinning,
weaving, dyeing, finishing, andmanufacturing. For logistics activities, the environmental
footprint is estimated based on factors like means of transport used (e.g., airplane, train,
container ship, etc.), the distance travelled, and environmental data obtained from estab-
lished Life Cycle Assessment (LCA) databases. These databases consider the estimated
consumption associated with each type of transport. Similarly, productive activities are
assessed based on various factors, including the consumption of water, energy and chem-
icals, the generation of liquid effluents and solid waste, and the estimated durability of
the product, as determined by quality control tests. Once all the relevant data is collected,
each variable is appropriately normalized and combined into a structured data model.
This data model is designed to create effective indicators that allow for thorough analysis
of the environmental impact of each activity within the textile value chain.

The ESS indicator score is derived from economic and social parameters related
to the companies engaged in the value chain. These parameters include factors such
as the number of employees, their salaries, salaries differences, age distribution, types
of employment contracts, work schedules, and training opportunities. Additionally, the
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ESS score considers the company’s economic situation, certifications it holds, and any
social initiatives it undertakes. Similar to the process for the ECS indicator score, the
data collected for the ESS score is also normalized and combined using a predetermined
model scale. This enables the calculation of the ESS indicator score. Together, the ECS
and ESS scores form a comprehensive method for evaluating the environmental and
social sustainability of textile products. By calculating the total Sustainability Index
using these indicator scores, it becomes possible to determine the overall sustainability
performance of a textile product. This approach allows stakeholders to identify areas
for improvement within the textile value chain, fostering more sustainable practices and
promoting positive social and environmental impacts in the industry.

2.2 Proposed Solution for Traceability in the T&C Value Chain

The proposed solution offers comprehensive traceability throughout the entire T&C
value chain, using various innovative components. This includes NFC tags, invisible
QR codes induced by UV light or temperature, and invisible yarns. The elements allow
for discreet and reliable tracking of textile articles and products.

The traceability features enable the monitoring of environmental and social indica-
tors presented earlier as they are traversal to the T&C value chain. To achieve this, the
solution´s architecture comprises several interacting components. Enterprise Resource
Planning (ERP) applications used by value chain partners, integration portals, and third-
party applications (e.g., IoT agents, mobile apps) integrate with the traceability back-
end services through an integration layer API. When a user interacts with front-end
applications (view layer), a sequence of actions occurs:

1. Authentication and authorization processes ensure that the user has appropriate access
to the platform and identifies the type of operations they can perform within the
system;

2. Data insertion operations are queued and handled sequentially by the business layer,
which calls the methods of smart contract’s/chaincodes to insert traceability data onto
the blockchain;

3. Data query operations are directly sent to the business layer, which in turn calls the
chaincode’s methods to retrieve traceability data from the blockchain;

4. A request to the blockchain ismade through the Fablo Representational State Transfer
(REST) API to execute a transaction in the chaincode;

5. The chaincode, installed on non-ordered peers and channels, directly interactswith the
CouchDBkey-value-based database. This database holds theworld state, representing
the latest and most up-to-date view of the blockchain network’s ledger;

6. If the transaction consensus passes, the ledger and the world state database are
updated, in case of invoke/put transactions. Query/get transactions, on the other hand,
do not require consensus approval.

3 Results

The STVgoDigital R&D project’s software artifacts underwent validation tests using
two case studies: one focused on clothing with a partitioned supply chain and the other
on home textiles with a vertical supply chain. The evaluation of the system’s flexibility
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involved studying the environmental performance of two items with different colours.
These case studies were carried out as part of a pilot project involving Portuguese textile
producers and covered all activities related to textile product production in thePortuguese
textile cluster.

3.1 Case Study 1: A Home Textile Product (Towel)

Thefirst case study focused on a vertical supply chain for a home textile product, inwhich
all production activities were carried out within a single company. The level of detail
for analysis was at the batch level, enabling comprehensive processing and examination
of collections of textile products. To compute the Environmental and Circular Score
(ECS), and the Economic and Social Score (ESS) indicators, data collection began at the
spinning activity. The company only needed to specify the raw materials used and their
origins. Data was gathered from various production stages, including spinning, weaving,
dyeing, finishing, and manufacturing. Additionally, the company identified the customer
to whom each batch was sent, completing the data collection process and incorporating
the consumption of logistical activities into the textile product’s performance assessment.

The collected data was then aggregated in a clear and understandable manner,
enabling consumers to make more informed and responsible purchasing decisions. The
case study’s analysis encompassed the product’s composition, colour, environmental
score, production journey, ECS and ESS indicators, consumption dimensions, as well as
maintenance and care instructions. To facilitate consumer understanding and decision-
making, a customer app was provided, featuring detailed screens for each aspect of the
product (see Fig. 1).

Fig. 1. Consumer application depicting traceability and other product information, for the Home
Textile value chain – Light colour towel. (https://texjourney.com/)

Furthermore, the case study also included a pilot to compare the performance
of a dark-coloured towel with a light-coloured towel, evaluating their respective
environmental impacts or other relevant aspects.

https://texjourney.com/
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3.2 Case Study 2: A Garment (T-shirt)

The second case study focused on a clothing product with a partitioned supply chain.
The process began with the spinning company providing raw materials information and
environmental performance data. Subsequently, the batch was transferred to the knitting
company, and this pattern continued for the subsequent stages of knitting, dyeing, fin-
ishing, and manufacturing. At each step, the respective company specified the customer
to whom the batch was sent and entered data related to the consumption of logistical
activities, contributing to the assessment of the textile product’s overall performance
(see Fig. 2).

Fig. 2. Consumer application depicting traceability and other product information, for the
Clothing value chain – White Colour T-shirt. (https://texjourney.com/)

The system developed for aggregating and presenting traceability and sustainability
information in the textile ecosystemproved effective for both vertical andpartitioned sup-
ply chains. It significantly improved consumer awareness of sustainable textile products
and their environmental, circular, social and economic impact.

As expected, the dark coloured products showed a lower sustainability score and
higher environmental impact compared to the light coulored variants (see Table 1).

Overall, the case study demonstrated the system’s capability to provide valuable
insights to consumers and encourage more conscious and environmentally responsible
choices in the textile industry. One noteworthy feature was the implementation of smart
tags, which allowed consumers to access maintenance and care instructions digitally,
potentially replacing traditional physical tags.

https://texjourney.com/
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Table 1. Comparative analysis between the light coloured and dark coloured products

4 Conclusions and Future Work

The STVgoDigital project, particularly PPS1, focused on implementing traceability
and storing environmental and social scores for textile and clothing products. This was
achieved through the use of Hyperledger Fabric blockchain technology, which decen-
tralises the collected information. The blockchain stores product codes, while a relational
database holds related data.

The platformwas designed to collect comprehensive environmental and social scores
for products at various stages of value chain, incorporating indicators from various
technological levels. It seamlessly integrates with ERP system and IoT (Internet of
Things) devices and there is a web portal available for manual data collection.

Two case studies were conducted in collaboration with Portuguese textile manu-
facturing companies to demonstrate the platform’s effectiveness. The platform’s data
collection process encompassed environmental, circular, economic, and social indica-
tors related to the textile supply chain. It then utilised this information to calculate a
sustainability index, ensuring complete traceability and transparency from the spinning
mill to the final product.

The two tests case scenarios have identified certain limitations, which present
opportunities for future work. These limitations and potential areas of improvement
include:

1. The tests were conducted exclusively with Portuguese manufacturing companies.
Future work could involve expanding the collaboration to include international busi-
ness partners and actively involving brandmanagers. This broader participationwould
enhance the platform’s applicability and ensure its effectiveness in diverse global
contexts;

2. While the system was tested with linear supply chains, there is a plan to extend its
capabilities to handle lot-dividing scenarios, non-linear lot traceability, and circular
supply chains involving sorting and recycling companies. Addressing these complex
supply chain structures will allow the platform to accommodate a wider range of
industries and supply chain configurations;
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3. Consumer awareness and understanding of sustainable practices are crucial for the
platform’s success. Future efforts could focus on increasing consumer green lit-
eracy, educating them about the significance of environmental and social scores,
and encouraging responsible consumption. Utilising gamification strategies within
the consumer app can make the learning process engaging and rewarding, thereby
promoting environmentally conscious choices.

In terms of technical improvements, some of these limitations are being addressed
in be@t project (https://bioeconomy-at-textiles.com). It will aim to assess the platform’s
performance when dealing with an increased number of activities on a product batch.
This includes evaluating how the system handles a higher volume of transactions and
traceability attributes. To optimise performance, the preference is to use querying the
ledger to batch tracing.

Addressing these areas of future work will contribute to the platform’s robustness,
scalability, and effectiveness in promoting sustainability and transparency within the
textile industry.
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Abstract. This paper focuses on automatic detection of anomalies in audio files.
We introduce an automated unsupervised algorithmwhich integrates AEC-guided
Genetic Algorithm and Incremental PCA and DBSCAN to detect the anomaly
sound after extracting acoustic features of the normal environments. Technically,
Automatic EPS Calculation algorithm (AEC) based Genetic Algorithm optimizes
the automatic clustering algorithm’s configuration for Incremental Principal Com-
ponents Analysis (IPCA) and Density Based Spatial Clustering Algorithm with
Noise (DBSCAN) to reduce the number of effective components, which is calcu-
lated by guided GA, to a manageable count. The DBSCAN uses the output of the
PCA and is able to generate predictions with relatively high accuracy. Besides,
because of the challenges when selecting the optimized configuration of the IPCA
and DBSCAN especially in complex sounds’ scenarios, this paper also introduces
a self-adaptative architecture trying to select an optimized set of parameters based
on different test environments. Experiments show that our results are better than
the existing methods with less computing costs and more stability. The algorithm
is generic and can be applied to detect anomalies in machines so as to give an
early warning to maintenance people to avoid serious accidents or disasters.

Keywords: Automatic Anomalous Sound Detection (ASD) · Unsupervised
Algorithm · Acoustic Features · Spectrum-Temporal Factors Analysis · Machine
learning · Enhanced Incremental PCA · SVD · SKL · DBSCAN

1 Introduction

1.1 Introduction of Anomalous Sound Detection

Industrial Internet of Things (IoT) is to connect internet to the physical world via
computer-based system and ubiquitous smart devices, to improve the efficiency and
accuracy. In manufacture, the operations and the process are controlled and monitored
by smart sensors to detect the anomalous behaviors of the machines, to remotely control
the input and output of each step in the process, and to integrate the physical productions
to the inter-connected networks.
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Anomalous Sound Detection (ASD) is one type of smart data-driven technologies at
the edge of IoT. It is to use scientific methodology to identify whether the sound emitted
from the operationalmachines is normal or anomalous, and send the detectedwarnings to
the operators to avoid the breakdowns earlier. For example, the modern textile industry–
uses a wide range ofmachines, especially thosemassive heavy-duty industrial machines,
e.g.: woolen mill machines, thread winding machines, bleaching/dyeing machines, and
scutching machines etc. The costs of detecting the defects of those running machines
and fixing them in time are high, not only due to the expensive repair charges but also
the cost of the down time. Acoustic monitoring sensor, as a major type of Predictive
Maintenance Technologies, is capable to detect the changes of the machine’s condition
by the sounds of the running machine before the breakdown really happens.

However, ASD is becoming an increasingly challenging task in the last decades with
the wide recognition of its importance in the industry 4.0. The major challenges in the
practice include:

Imbalanced Training Dataset. In practical applications, anomaly events are much
rarer than a long time-series of normal data [1]. Such an imbalance between exhaus-
tive continuous normal data and anomalous data in the training process significantly
compromises the performance of popular ASD machine learning algorithms.

Stability of High Performance. To keep the stability of high accuracy of detection and
prediction performance is another issue in real practice. Most deep learning algorithms,
e.g.: Convolutional Generative Adversarial Network (GAN), can achieve high accuracy
after sufficient training. However, the stability of the overall predictive performance is
still a concern [2].

Hard-Coded Architecture. Differences of background environments when collecting
the sounds and of types of sounds require different parameters settings in the algorithm.
Manual selection of the parameters to reset the algorithm to adapt to the environment
and specific type of sound impacts the efficiency and accuracy of ASD.

Noise. On most occasions, the real environments to collect the sound data are mixed
up with multiple types of sound. Environmental noise is a traditional issue in the audio
study [3].

1.2 Methodology Overview

The proposed newalgorithm includes two layers. The first layer is to adopt PCA to reduce
the dimensions of the dataset converted from the audio files to numbers. The second layer
is to use the dimensions-reduced dataset from PCA and apply the DBSCAN to train and
predict the datasets.

Because of the complexity of the features extraction of large volume and high dimen-
sional raw data of machines’ sounds, we build up the portfolio of acoustic features based
on the original sounds data, and then deploy the two-layered machine learning algorithm
to extract the features and detect the anomalous sound based on the portfolio of acoustic
features. The details of the methodology are described in the next three sections.
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Imbalanced Dataset. DBSCAN, as an arbitrary center-based clustering approach, uti-
lizes the density reach ability and the density connection ability to find the optimized
center and the radius of each non-overlap clusters when training the unlabeled input data,
and detect the anomalous points that are out of the boundary of any existing clusters of
the training.

Such architecture of DBSCAN is capable to ignore the normality of input dataset,
and thus unbalance is not an issue to impact the performance of clustering in nature.

Stability of High Performance. Because of the different methods for regulatory and
optimization process with deep learning algorithms, e.g.: convolutional autoencoder and
generative adversarial network (GAN) etc., the IPCA based DSBCAN adopts the linear
optimized calculation of the density and radius, and thus is capable to achieve the high
stability once it finds all clusters properly after training.

GuidedGenetic Algorithm andOptimized AlgorithmArchitecture. Instead of hard
coding the parameters in the architecture of the algorithms, the proposed IPCA based
DBSCAN adopts Automatic EPSCalculation andGenetic Algorithm to set its optimized
architecture for different types of audio data collected in different environments. Auto-
matic EPS Calculation (AEC) algorithm is used to estimate the EPS andMinPts from the
random training datasets as the input for Genetic Algorithm [4]. Such Guided Genetic
algorithm is able to auto select the optimized three parameters: number of components of
IPCA, EPS and MinPts in the random training datasets, and those calculated optimized
parameters after AEC based guided Genetic Algorithm are deployed for validation and
prediction. This design reduces computing time as well as keeps accuracy when dealing
with large datasets. And, on some level, it helps to improve the self-adaptability of the
algorithm and achieve optimized performance with different types of audio data. The
details of the AEC based Guided Genetic Algorithm will be described in the section
later.

Noise Awareness and Tolerance. The architecture of DBSCAN implements the noise
accommodation to identify and remove the background noise from the sound data. The
noise awareness is included in the algorithm to add a Gaussian white noise into the
original input audio datasets:

x̃ = x + ε

where ε ∼ N (−1,1) * noise significancy factor. And the output is decoded as
fdbscan

(
fipca(x̃)

)
.

Requirement of Lower Computing Capability and Less Computing Cost. With
the dimension-reduction technology of enhanced IPCA, the new algorithm requires
less computing capability of GPU as well as keeps the high computation performance.
Besides, such algorithm is based on the analysis of the extracted acoustic features instead
of the audio signals. That could help to reduce the dimensions of the audio data to the
numbers of the acoustic characteristics. The details of the algorithm will be introduced
in Sect. 2.
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2 Automatic EPS Calculation Guided Genetic Algorithm
and Enhanced Incremental Principal Component Analysis Based
Density-Based Spatial Clustering of Applications with Noise

2.1 Extraction of Acoustic Features

Acoustic features are used to represent and recognize a typical computational sound event
or scenario to differentiate with others. The input, as of the discrete time-series audio
data of machine’s sounds collected from the plant site, is analogue-digital converted,
framed and partly labelled in the pre-processing stage, and then is calculated and output
as acoustic features by the preset rules. Those digitalized presentations, or acoustic
characteristics, are capable of identifying the physical properties of the input audio data,
for example, the signal energy, the toneless, the temporal shape and the spectral shape
etc.

During the past decades, many different types of audio signal features have been
proposed for sound recognition or description. Generally, the audio features can be
categorized as either time domain or frequency domain. And in time domain, based on
the different computation scopes, we can distinguish between the time extend-validity
of the global descriptors which are computed for the whole signal, and the instantaneous
descriptors which are computed for each time frame. Time frame is a short segmentation
of the signal with a regular duration. In this paper, the duration for the time frame is
20 ms. As the proposed study focuses on the signal analysis of time frames, we adopt
the instantaneous features as the acoustic characteristics for machine learning [6]. G.
Peeters summarized a set of audio descriptors in 2004 [7], including the temporal shape,
temporal feature, energy features, spectral shape features, and perceptual features. This
paper adopts Peeters’ classification as the main method to extract acoustic features
to identify anomalous sound. The descriptors for further machine learning processing
include:

Temporal Shape. Features (global or instantaneous) computed from the waveform
or the signal energy (envelop). Attack time, temporal increase/decrease and effective
duration are the features of this category.

Frequency [8]. Frequency is one of the basic features when describing or recognizing
the audio signals. Different with time-domain which is to calculate the distance of two
domain samples, frequency is to calculate the period vibration of two frequency band
index bins. Short Time Fourier Transform (STFT) based analysis is applied for the linear
frequency calculation on the continuous audio signals.

Amplitude. Amplitude is a describer to represent the waveform shapewith limited infor-
mation. Similar to the processing steps of Frequency, in this paper, the amplitude is cal-
culated based on the continuous signals after STFT and is converted to db-scaled from
logarithm scaled.

Temporal Features
Auto-correlation Coefficients [7].The cross-correlation of a signal, as the inverse Fourier
Transform of the spectrum energy distribution of the signal, represents the signal spectral
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distribution in the time domain. This describer is proven by Brown in 1998 to be a valid
description for classification. The formula is:

xcorr(k) = 1

x(0)2

N−k−1∑

n=0

x(n) · x(n + k)

Each coefficient is in the range of [−1,1]. The faster the coefficients decrease with
increasing lag, the whiter the signal can be.

Zero-Crossing Rate [8]. The zero-crossing rate is a low-level feature to describe the
number of changes of signal values when crossing the zero axis. The concept assumes
that the arithmetic mean of the audio signals is zero. The higher the zero-crossing rate
the more high-frequency content is, and the less periodic the audio signals are assumed
to be.

Spectral Shape Features
Onset Envelope. Onset is the percept related to the time a sound takes to start. Onset
envelope is computed as a spectral flux onset strength envelope, and such spectral flux
measures the amount of changes of the spectral shapes by the average difference between
consecutive STFT frames. Onset strength at time t is determined by:

meanf max
(
0, S

[
f , t

] − ref
[
f , t − lag

])

where ref is S after local max filtering along the frequency axis.
By default, if a time series y is provided, S will be the log-power Mel spectrogram.

Onset is correlated with the logarithm of the attack time [5].

Spectral Centroid [8]. The spectral centroid represents the Centre of Gravity (COG)
of spectral energy. It is calculated as the frequency-weighted sum of the spectrum
normalized by its unweighted sum:

vSC(n) =
∑ k

2−1
k=0 k · |X (k, n)|2

∑ k
2−1
k=0 |X (k, n)|2

Spectral Roll-Off [8]. The spectral roll-off measures the bandwidth of the analyzed
block n of audio samples. The spectral roll-off point is the frequency which the
accumulated magnitudes of the STFT X (k, n) reachK of the overall sum of magnitudes:

vSR(n) = i

∣∣∣
∣∣∣∣

i∑

k=0

|X (k, n)| = K ·
K
2 −1∑

k=0

|X (k, n)|

With common value for K being 0.85 (85%). The value range of the spectral roll-off
is [0,K/2 − 1].
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Mel Frequency Cepstral Coefficients (MFCC) [8]. MFCC is defined as the compact
description of the shape of the spectral envelop of an audio signal. It is calculated by the
logarithm of the spectrum after Discrete Cosine Transform (DCT) or Fourier Transform
(e.g.: FFT). SinceMFCC is introduced in 1980, it is proven to be a valid measurement of
audio signal classification to contain principal information. In our approach, the number
of coefficients is 20.

Other Features’ Categories
Intensity. Intensity is a physical andmeasurable entity, which is related to the human per-
ception of themagnitude of audio signal. In this category,most features are instantaneous
features, such as Root Mean Square and Root Mean Square Energy.

• Root Mean Squared Energy. The RMS energy is calculated from the audio samples
or from a spectrogram without STFT processing. The advantage of RMSE is the
faster calculation speed because it doesn’t require STFT processing. And it outputs
the RMS of each frame. In this paper, we only calculate RMSE directly based on the
audio signals.

Derived Features.

• Tempogram [9]. As a describer of the speed or pace of a given piece, Tempogram is
usually measured by beats per minute (bpm). It is derived from the local autocorre-
lation of the onset strength envelope. For time t ε Z and time lag l ε [0, N], W is for
window function: Z -> R centered at t = 0 with support [−N: N], N ε N.

2.2 Automatic EPS Calculation (AEC) – Guided Genetic Algorithm

Genetic algorithm (GA), as one type of global stochastic search algorithms, like evolu-
tionary algorithms, particle swarm optimization and other bio-based search methods, is
applied for election of wrapper features [9]. Although the capability of global searching,
the exponentially increased computation cost of each candidate parameter restricts the
efficiency of the GA. Therefore, the constraint of local optimization is added to resolve
this issue.

Automatic EPS Calculation (AEC) of randomly selected training datasets are used
to set up the baseline of the initial range of estimated values of the candidate parameters.
And such wrapper parameters to be calculated in Guided Genetic Algorithm include
number of components for IPCA, EPS and MinPts for DBSCAN. Automatic EPS Cal-
culation (AEC) algorithm is to estimate the EPS and MinPts based on the density of the
randomly selected training datasets and the distances between the points in the density
region. In the proposed AEC algorithm, the densities are calculated by the Gaussian
Kernel after the training dataset is scaled by MinMax. Similarly, the distances are calcu-
lated by KD-Tree query after MinMax scaled training dataset. The set of the estimated
EPS and the estimated MinPts are the minimum values in all clusters. And the range of
the estimated number of components is set between 2 to 10.

The locally optimized three parameters are input as the baseline to set up the range
of values of the candidate parameters. The predicted value, the actual value, the differ-
ence between the predicted and the actual values, the Mean Squared Error (MSE), the
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candidate number of components, the candidate EPS and the candidate MinPts, as seven
genes, construct the chromosome. The fitness process is to set the reward value to 1 if
the MSE is less than the target value of 0.4. And only the rewarded chromosomes would
construct the population for crossover and mutation to generate the new generation of
populations with the preset crossover probability and specific mutation power [10].

2.3 Enhanced Incremental Principal Component Analysis

In 1901, Pearson introduced anunsupervised algorithmofPrincipalComponentAnalysis
(PCA), which is to calculate the subspace of largest variance in a dataset. Oja developed
neural network implementation of one-dimensional PCA implemented by Hebb learn-
ing in 1982. And Sanger further expanded the one-dimensional PCA to hierarchical,
multidimensional PCA in 1989 [11].

In 2000, with the introduction of the Sequential Karhunen-Loeve (SKL) algorithm
of Levy and Lindenbaum, the enhanced incremental algorithm is developed to resolve
the defect of the existing PCA [12]. The computational advantages of SKL algorithm
are that with learning rate it continuously updates the original eigenspace and mean, and
keeps constant space and time complexity in n, therefore the space complexity as well as
the computational requirements is reduced toO(d(k + m) andO

(
dm2

)
respectively. The

disadvantage is that it does not calculate the varying sample mean of the training data
with the new data in. To resolve the issue, the enhanced incremental PCA is improved by
adding the additional vector to the new training data for the correction of the time-varying
mean.

In this paper, the input parameter of the enhanced IPCA, the count of components, is
selected by Genetic Algorithm based on the most optimized historic results of different
machine types, which will be introduced in detail in Sect. 2.4.

2.4 Density-Based Spatial Clustering of Applications with Noise

DBSCAN was proposed by Martin Ester, Hans-Peter Kriegel, Jorg Sander and Xiaowei
Xu in 1996. As a density-based clustering algorithm, DBSCAN separates the clusters
by low-density regions [13]. DBSCAN is capable of identifying the global anomalies by
defining the dense and the arbitrary shapes globally, and therefore fails to identify the
local anomalies. There are two main advantages of DBSCAN over other unsupervised
ML algorithms. The first one is that DBSCAN doesn’t require to define how many
clusters to be calculated as an input parameter. It can define clusters of arbitrary shape
by itself. Secondly DBSCAN can handle the noise point. With these two advantages,
DBSCAN performs well when training and predicting the large volume and unbalanced
datasets.

In DBSCAN, for any arbitrary object p belonging to the dataset D, as shown in
Fig. 1, the algorithm will retrieve all objects density reachable from p by ε and MinPts
values [12]. There are three scenarios for any object p: it is the core object of a cluster,
if there are enough other objects q within the distance from p ≤ ε and with the count
of q ≥ MinPts in dataset D; it is the border object if there is no enough q to be density-
connected to p; it is the noise object if it doesn’t belong to any cluster. The algorithm
will continue the processing to locate all the objects into clusters or noise groups.
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Fig. 1. Three scenarios of DBSCAN: Core, Border and Noise Points

In the hybrid algorithm proposed in this study, theAutomatic EPSCalculation (AEC)
is adopted to estimate the EPS based on the average distance between the points of the
training dataset, and the MinPts based on the kernel density of the training dataset
which are the extracted acoustic features of the audio files. And the assumption of the
experiment is that the frames of the normal and anormal files have significantly different
characteristics in density so that they can be differentiated easily by the hybrid algorithm
with reduced dimensions.

3 Experiments

3.1 Dataset and Preprocessing

In this paper, we used the audio data of stepper motors in a plant in Suzhou City China.
The original audio data consists of the long time-series normal and rare anomalous
sounds of the sample stepper monitors. Each recording is a single-channel 2-sec length
audio mixed of both a machine’s operating sound and environmental noise. The rate is
as standard as 44,100.

Unlabeled data of both train and test datasets are adopted for experiments purpose
to test the unsupervised machine learning algorithm for 50 times. The training datasets
are mixed up with 190 files randomly selected in the total 228 normal audio files and 20
files from the 120 anormal data files, and the test datasets consist of another randomly-
selected 20 anomalous audio data files. 10 acoustic features, e.g., frequency, amplitude
etc., from the audio files are extracted as the components for clustering.

3.2 Benchmark System and Result

In this paper, Deep Convolutional Neural Network (DCGAN) is adopted as the bench-
mark for the experiment purpose. DCGAN as one type of deep learning algorithms, is
a deep convolutional neural net architecture composed of a pair of adversarial models
called the generator and the discriminator [14, 15]. The generator creates a noise array
or matrix as the fake data to be input to the discriminator. The discriminator segments
the real and the fake data distribution, with some policies.
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Table 1 shows the results of the benchmark experiments. The benchmark algorithm
of DCGAN achieves an accuracy of 0.7. However, the average running computation
time of DCGAN is 90 min with 2 Graphics Processing Units (GPU). The computation
cost is relatively high compared with those machine learning algorithms.

Table 1. Performance Evaluation of DCGAN

AUC PAUC F1 Score MSE Spearman Rank Correlation
Coefficient

Average Running Time

0.77 0.69 0.59 0.48 0.47 90 min

3.3 Results and Analysis

Table 2 shows the summary of the test results. From Table 2, the performance of AEC
Guided GA and IPCA+DBSCAN is acceptable with the average fitness of 0.843, and
average MSE of 0.16. And the average running time is less than 0.5 min for total data
size of 202,860,000 (training dataset: 185,220,000, test dataset: 17,640,000).

Table 2. Performance Evaluation of AEC Guided GA and IPCA Based DBSCAN

Number of Test Cases AUC PAUC MSE Hamming Distance Average Running Time

50 0.84 0.58 0.16 0.16 0.5 min

Figure 2 shows a sample of the prediction performance of the normal audio data
changing to anomalous audio data. The normal class is set as “0” and the anomalous
class is set as “1”. The red line is the predicted clustering class, and the blue line is
the actual class. The results show that the AEC Guided GA and IPCA based DBSCAN
predict the turning point accurately, and the measurement of AUC is 0.95.

Fig. 2. ROC Curve of IPCA Based DBSCAN Algorithms

Table 3 describes the comparisons of AUC, NMI, and F1 score etc. among 6 unsu-
pervised and semi-supervised algorithms: Kmeans++, one-class SVM, agglomerative
clustering, DCGAN, DCNN-Autoencoder, and AEC-Guided GA and IPCA+DBSCAN.
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These experiments’ results show that both the AEC-Guided Genetic Algorithm and
IPCA based DBSCAN of extracted acoustic features and the DCNN-Autoencoder of
audio data achieve the highest accuracy with the average AUC of 0.843 and 0.8188
respectively. However, for the stability measures, the AEC-Guided GA and IPCA based
DBSCAN of extracted acoustic features shows highest stability among all six semi-
supervisedor unsupervised algorithms,with its lowestHammingLoss of 0.16 andhighest
Spearman Rank Correlation Coefficient of 0.72.

Table 3. Performance Summary of Unsupervised and Semi-Supervised ML Algorithms

Machine Learning AUC F1 Score MSE Hamming Distance Spearman Rank
Correlation
Coefficient

Kmeans++ 0.54 0.54 0.47 0.47 0.071

One-class SVM 0.73 0.73 0.27 0.27 0.55

Aggregate Clustering 0.58 0.58 0.42 0.42 0.13

DCGAN 0.77 0.6 0.41 0.41 0.47

DCNN Autoencoder 0.82 0.5 0.42 0.5 0.55

AEC Guided GA and
IPCA+DBSCAN

0.84 0.84 0.16 0.16 0.72

Figure 3 shows the ROC curves of those six algorithms. The chart shows that AEC-
Guided GA and IPCA based DBSCAN of extracted acoustic features reaches the highest
AUC of 0.95, while DCNN-AE and DCGAN gets the lower AUC of 0.84 and 0.719864.
The performances of Agglomerative Cluster and Kmeans++ gets the lowest accuracy
measured by lowest AUC value as of 0.65 and 0.60 respectively.

Fig. 3. ROC Curve of Six Unsupervised and Semi-supervised Algorithms
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3.4 Noise Tolerance Test

Another series of experiments are conducted for the maximum noise tolerance of the
proposed algorithm. The experiments results show that the performance of the algorithm
gets lower when the SNR is more than 13.0103 (SNR = 10 * log10(1/0.05)), in which
0.05 is the noise significant factor. This is because that the DBSCAN is allergic to detect
and filter the noise outliers instead of the continuous noise pattern added in the clean
audio sample. This is the disadvantage observed when it is applied for lab experiments.

3.5 Comparison Between Hardcoded and Parameterized Architectures

To compare the hard-coded architecture and the parameterized architecture, 50 tests
with randomly selected training and test audio data were conducted. It is observed that
the parameterized architecture takes less execution time and achieves high accuracy.
In this experiment, the hardcoded architecture is set as the Eps to be 0.07 and the
count of the MinPts to be 2. From the experiments’ results shown in Table 4, it is
shown that although AUC of hardcoded architecture is 0.82, the stability indicators,
including Jaccard Score and Spearman Rank Correlation Coefficient are significantly
lower than those of parameterized architecture. Therefore, the performance of hardcoded
architecture is not so satisfying compared with parameterized architecture.

Table 4. Performance Comparison Between Hardcoded and Parameterized Architectures

Machine Learning AUC PAUC F1 Score MSE Jaccard Score

Hard-coded Architecture 0.82 0.57 0.82 0.18 0.72

Automatic EPS Calculation 0.84 0.58 0.84 0.16 0.76

4 Conclusions and Future Work

The hybrid algorithm to integrate AEC-Guided Genetic Algorithm and IPCA with
DBSCAN for Anomaly Sound Detection seems to be a promising direction for ASD
when handling different environments issues and different types of audio files. It is noted
that when detecting the rare events in multiple scenes (including silence and background
sounds), the proposed unsupervised algorithm did not perform as well as the machines’
sounds. This is possibly due to the quality of the collected sound because we used the
high-quality equipment to collect the machines’ sounds in the specific plant site. We
expect to improve the noise tolerance of the algorithm for those environments of mix-up
sounds, and this will be a future direction.

Acknowledgement. This paper is sponsored by “Research andDevelopment of BlockchainAnal-
ysis for Virtual Asset Analytic Project, Department of Computer Science, University of Hong
Kong”.
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Abstract. In this work, three measurement campaigns have been car-
ried out under similar environmental conditions for a comparative anal-
ysis of the received power intensity (RSRP using the Network Cell Info
Lite application) in band 4 (2140 Mhz) of Claro (Mobile Telecom Ser-
vice) LTE at different points in open areas of the Faculty of Medicine at
ESPOCH, with five propagation models (Log-Distance, Extended Hata
or COST-231, SUI, Walfish - Bertoni and Erceg). The best fitting model
for the received power range (−60 dBm to −100 dBm) in the Medicine
cell is Walfish - Bertoni.

Keywords: LTE · power · propagation · model · mobile

1 Introduction

Mobile communications use radio technologies to transmit information over the
air. The first mobile network was 2G, which was limited to Internet browsing.
The 3G network had much higher speeds than 2G. The 4G network enabled
high-quality video streaming and the latest evolution in 5G mobile networks will
provide higher speeds and new services such as augmented and virtual reality,
autonomous driving, the internet of things (IoT), etc. [1,2].

Nowadays, the increase in Internet use and the proliferation of wireless data
networks are forcing operators to implement new technologies such as LTE (Long
Term Evolution), which is a standard for high speed, low latency, packet opti-
mised wireless data communications with flexible bandwidth (1.4 MHz–20 MHz).
Its architecture is called Evolved Packet System (EPS), which consists of: user
equipment, access network (base stations) and backbone network (access control
to the cellular network) [3].

In mobile communications, a propagation model is a mathematical expression
that aims to predict the variation of the received power of the electromagnetic
signal as a function of frequency, distance and other factors [4].
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The most commonly used propagation models are: the Okumura-Hata model
for signals in the VHF and UHF frequency range in urban environments, the Cost
231 model for signals in suburban and rural environments, considering scattering
losses, and the Stanford University (SUI) model with corrections for frequencies
above 1900 MHz in three different terrain types: urban, suburban and rural [5–7].

The importance of obtaining accurate RSRP (reference received signal power)
measurements in mobile systems, using specialised equipment such as the Narda
SRM-3006, or free/paid software from the mobile device, lies in obtaining a reli-
able model in the selected environment from a comparative analysis between
the real measurements with the predictions of evaluated models. Thus, the qual-
ity of the signal in the environment can be determined, facilitating the analysis
of future communications network planning or any type of telecommunications
project.

For these reasons, in this paper, RSRP power measurements were performed
at 436 points in the open spaces of the Faculty of Medicine with respect to
the nearest base radio (BS) working in Claro LTE band 4 (2140 MHz) using the
software “Network Cell Info Lite” which provides detailed information about the
mobile network and signal quality [8]. Taking into account the gain of high-end
mobile phones (2dB) and performing at least three measurement campaigns in
the same environmental conditions in order to predict the best-fit propagation
model (Walfish - Bertoni and COST-231) in the selected environment.

2 Theoretical Framework

2.1 Log-Distance Propagation Model

This is one of the most classical models for outdoor environments. This model
is based on the idea that the signal strength decreases with distance travelled,
but in a non-linear way, i.e. the propagation loss increases with the logarithm
(of base 10) of the distance [9].

The attenuation equation is expressed in (1).

Pr(dB) = Pr(do) + 10nlog(
d

do
) (1)

where:

– Pr (dB) = is the power loss in dB at distance d.
– Pr (do) = is the power loss in dB at reference distance do.
– n = is the attenuation exponent to be adjusted for each environment and

frequency.
– d = is the distance at which the power loss is to be estimated.

The values of the loss exponent (n) given in Table 1. [10] are for reference
only. Care must be taken to estimate the value of n, for the given environment.
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Table 1. Loss exponent (n) values for reference only

Environment Path loss Exponent (n)

Free Space 2

Urban area cellular radio 2.7–3.5

Shadowed urban cellular radio 3–5

Inside a building-line of sight 1.6–1.8

Obstructed in building 4–6

Obstructed in factory 2–3

2.2 Extended Hata or COST-231 Propagation Model

The European Co-operative for Scientific and Technical Research (EUROCOST)
established the COST-231 working committee to develop an extended version of
the Hata model. [11] COST-231 proposed the following formula (2) to predict
the path loss in dB.

PL = 46, 3 + 33, 9log(f) − 13, 82log(hb)
− a(hr) + [44, 9 − 6, 55log(hb)]log(d) + CM

(2)

where f is the operating frequency in MHz, d is the distance between transmitter
and receiver, hb and hr are the correction factors for BS height and receiver
height respectively and CM is the correction factor with a value of zero for
suburban and rural environments, while with a value of 3 for urban areas.

This model makes use of the correction factor a(hr) from the Hata model,
which is a function of the size of the coverage area. For large cities it is given by
equations (3) and (4):

a(hR) = 8, 29log(1.54 ∗ hR)2 − 1.1 f <= 300MHz (3)

a(hR) = 3, 2log(1.54 ∗ hR)2 − 4, 97 f >= 300MHz (4)

For medium and small cities it is given by (5):

a(hr) = 1, 1log(f) − 0, 7hr − [1, 58(f) − 0, 8] (5)

Model constraints:

– f = 1500 MHz to 2000 MHz
– hb = 30 m to 200 m
– hr = 1 m to 10 m
– d = 1 km to 20 km

2.3 SUI Propagation Model

The Stanford University Interim (SUI) model was developed by the IEEE 802.16
group and Stanford University for the purpose of developing a WiMAX (data
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transmission at frequencies from 2.5 to 5.8 GHz) channel model for suburban
environments. At frequencies around 2000 MHz, the height of the transmitting
antenna should be between 10 and 80 m, while the height of the mobile antenna
should be between 2 and 3 m. For other frequencies and for receiving antenna
heights between 2 m and 10 m, correction terms should be included.

In addition, this model proposes three terrain categories. Terrain A is moun-
tainous with medium to high levels of vegetation, which corresponds to high loss
conditions. Terrain B represents an area with moderate path loss, a suburban
environment and terrain C has the lowest path loss describing a rural or flat
area. [12]

The basic path loss equation with correction factors is presented in (6).

PL = A + 10γ ∗ log(
d

d0
) + Xf + Xh + s for d > d0 (6)

A = 20log(
4πd0

λ
) (7)

γ = a − b ∗ hb +
c

hb
(8)

where PL is in dB, γ the loss exponent, Xf is the correction factor for frequency,
Xh is the correction factor for receiver antenna height and do is the reference
distance (do= 100). The constants a, b and c are given by the terrain type in
Table 2. [12]

Table 2. Numerical Values for the SUI Model Parameters

Model Parameter Terrain A Terrain B Terrain C

a 4,6 4,0 3,6

b 0,0075 0,0065 0,005

c 12,6 17,1 20

Correction factors:
Xf = 6log(

f

2000
) (9)

Xh = −10, 8log(
hr

2000
) for Terrain A,B (10)

Xh = −20log(
hr

2000
) for Terrain C (11)

s = 0, 65log(f)2 − 1, 3log(f) + α (12)

Here α = 5.2 dB for rural and suburban environments (Terrain A and B)
and 6.6 dB for urban environment (Terrain C).
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2.4 Walfish - Bertoni Propagation Model

This model was proposed by Joram Walfisch and Henri Bertoni, it considers the
impact of roofs and building height by using diffraction to predict the average
signal strength at street level. [13]

The frequency range in which this model is applicable is 300 Mhz to 3 Ghz,
with transmitter-receiver separation from 200 to 5000 m and the base station
antenna above rooftops. The loss equation expressed in (13).

Lp = 89, 5 + A + 21log(f) + 38log(d) − 18log(H) − 18log(1 − d2

17H
) (13)

A = 5log[(
b

2
)2 + (hb − hr)2] − 9log(b) + 20log[arctan(

2(hb − hr)
b

)] (14)

where:

– A = loss factor for nearby buildings
– d = distance to the BS
– hb = height of the BS
– H = average value between hb and building height
– hr = receiver height
– b = distance between buildings and must be less than their heights (H).

2.5 Erceg Propagation Model

Erceg proposed a model derived from a vast amount of data at 1.9 GHz, which
makes it a preferred model for PCS and higher frequencies. [14]

The model was in particular adopted in the 802.16 study group and is popular
with WiMAX suppliers for 2.5 GHz products, and even 3.5 GHz fixed WiMAX.
The path loss is described in (15).

L = L0 + 10γlog(
d

d0
) + s for d > d0 (15)

where:
L0 = 20log(

4πd0
λ

) (16)

d0 = 100m (17)

γ = (a − b ∗ hb +
c

hb
) + xσγ (18)

s = yσ (19)

σ = μσ + zσσ (20)

x, y, z = Gaussian random variables N(0, 1) (21)

The parameter values are presented in Table 3. [14] for the different terrain
categories.
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Table 3. Parameter values in different terrain categories.

Parameter Terrain Category

A B C

a 4,6 4 3,6

b 0,0075 0,0065 0,0050

c 12,6 17,1 20

σγ 0,57 0,75 0,59

μσ 10,6 9,6 8,2

σσ 2,3 3 1,6

– A = Hilly / moderate to heavy tree density
– B = Hilly / light tree density or flat / moderate to heavy tree density
– C = Flat / light tree density

Model constraints:

– f = 800 to 3700 MHz
– hb = 10 to 80 m
– hr = around 2 m
– d = 0.1 to 8 km

3 Methodology

In order to obtain the desired results, a flow chart was designed detailing the
steps to be followed Fig. 1.

Fig. 1. Comparative analysis flowchart.

The “Network Cell Info Lite” application was initially used, from a high-
end mobile phone with a Claro chip, to obtain the base station with the best
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transmitter signal quality in the green areas of the Faculty of Medicine where
the present study is to be carried out.

Figure 2 shows the automatic connection, from outside the Medicine building,
of the mobile phone via the app with the best base station (BS), located on
Avenida Canónigo Ramos and Nicolás Delgado. At a height of 15 m (above
a house) and working in Claro-LTE band 4 at a frequency of 2140 MHz. In
summary, the location and height of the BS is shown in Table 4.

Fig. 2. BS of the Faculty of Medicine.

Table 4. BS Information

Base Station Latitude Length
Height
(m.a.s.l)

Height
(hb)

BS 139’08.46”S 7840’28.51”O 2820 15

Once the BS was identified, Google Earth Pro was used to plot concentric
radios to it, passing through the (1× 1)m gridded area of the Faculty of Medicine
cell. This gives a total of 36 radios between distances of 236.51 m to 369.49 m.
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Subsequently, the points to be measured (with green placemarks) obtained at
the intersections of the concentric radios with the red vertical lines separated
every 5 m in the gridded area of the Faculty of Medicine were placed, giving a
total of 436 points, as shown in Fig. 3.

Fig. 3. Concentric radios of the BS of the Medicine with their respective points. (Color
figure online)

To predict the received powers in the different models, it is necessary to obtain
the equivalent isotropically radiated power (EIRP) in the selected environment,
for which equation (22) of the ITU-525 recommendation is used. [15]

e =
√

30 ∗ EIRP

d
(22)

EIRP =
(d ∗ e)2

30
(23)

Figure 4 shows the Narda SRM-3006 (ESPOCH) equipment used to obtain
the value of the effective electric field strength (e) [15] at the closest point of
Medicine with respect to the BS (at 500 m). For this purpose, the Narda is set to
Claro LTE bandwidth 4 (10 MHz) and the centre frequency is set to 2140 Mhz
corresponding to the operating frequency of the selected BS. Giving a value of
e = 1 V for the Medicine cell.

Substituting the known data into equation (23) gives an approximate EIRP
of 46 dBm for the Medicine cell.
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Fig. 4. Narda SRM-3006 Device

Fig. 5. Medicine Faculty Power-Distance Graph
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Figure 5. was made using SPSS software and shows the RSRP powers mea-
sured at each distance of the 436 points (between 3 and 9 points for each distance)
of the Faculty of Medicine, in each point three different campaigns of received
signal strength measurement were executed with a duration of three minutes
each of the campaigns as mentioned in the article “Comparative analysis of
propagation models in mobile telephony in the 1900 MHz band (LTE) through
electric field measurements in the city of Ambato”. [16] These campaigns were
performed in the Medicine cell during three different sunny days (selected out-
door environment) and from 14:00 pm to 16:00 pm, which allowed to obtain
similar power values in the mentioned campaigns.

The real measurements for the comparative analysis are the average RSRP
powers of the three campaigns conducted, whose values range from −60 dBm to
−100 dBm at the Faculty of Medicine as shown in Fig. 6.

Fig. 6. Average power in the Faculty of Medicine

To find the propagation model that best fits the actual RSRP power mea-
surements, a single point per distance is selected from Fig. 5 with its respective
RSRP (in the range of −68 dBm to −76 dBm) for a total of 36 points.

In addition, with the 36 selected points (one for each distance), the basic
losses of the COST 231, SUI, Walfish-Bertoni and Erceg models must be calcu-
lated using the equations established in the theoretical framework. The param-
eters and values that were considered to find the RSRP predictions of the Log-
Distance model and to find the losses of the 4 models mentioned above are given
below.
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3.1 Log-Distance Model

Initially, the value of n must be found by calculating the absolute errors between
the 36 real RSRP measurements with the first measured power [Pr(do) =
−68dBm]. Then, the logarithmic values of each distance (10 ∗ log(d/do)) are
calculated taking as known distance the first radius (do = 236.51), in order to
obtain the total sum of the a values (2 ∗ 10 ∗ log(d/do)2) and the total sum of
the b values 4(2 ∗ 10 ∗ log(d/do) ∗ error), which are substituted in equation (24).

n =
b

a
(24)

n =
387, 557
88, 0559

= 4, 4013 (25)

Since n > 2, it is possible to substitute the found values of n ∗ 10 ∗ log(d/do)
and Pr(do) = −68dBm into equation (1) to find the 36 RSRP predictions of this
model in the open areas of Medicine.

3.2 Extended Hata or Cost 231 Model

For this model, the value of a(hr) for a small city is calculated by substituting
the frequency of 2140 MHz and the height of the mobile (1.5 m) in equation (5).
Knowing the value of a(hr), the basic losses of the model can be calculated using
equation (2) where the CM factor is zero (suburban areas).

3.3 SUI Model

The first step is to classify the 36 points selected from each radius according
to the terrain category to which each one belongs. Obtaining that the first 24
points are terrain C and the remaining 12 are terrain B. The correction factors
are found by means of equations (9), (10), (11) and (12) according to the type
of terrain and the values of a, b and c are shown in Table 2, both for terrain B
and C, and are substituted in equation (8). In addition, the basic losses of the
Free-Space model are calculated with equation (7). With all the above data, the
losses of the model can be calculated with equation (6).

3.4 Walfish-Bertoni Model

In the Medicine cell, an analysis scenario where the average distance between
buildings is 75.33 m is chosen to substitute into equation (14) to obtain the value
of A used in equation (13) for the basic losses of this model.
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3.5 Erceg Model

For this model we apply the values in Table 3. for a category C terrain present
in the Medicine cell (little vegetation) and give Gaussian random values of x =
0.2, y = 0.4 and z = 0.6; necessary to find the values to substitute in equation
(15) for the basic losses of this model.

Finally, to find the 36 RSRP predictions of the cost model 231, SUI, Walfish-
Bertoni and Erceg, the basic losses of each model mentioned above are substi-
tuted into the general received power formula given by (26):

Pr(dBm) = EIRP + Gr − Lpm (26)

where:

– EIRP = equivalent isotropically radiated power (46 dBm)
– Mobile phone gain (2 dB)
– Lpm Propagation losses of each model

4 Results

In this section, the results of the power predictions calculated from the proposed
propagation models are analysed in relation to the real measured values of power
received at the 436 points with the “Network Cell Info” app in the outdoor areas
of the Faculty of Medicine.

Fig. 7. Comparative graph of the propagation models
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As shown in Fig. 7, the received powers decrease with increasing distance,
with the exception of specific points where environmental conditions (higher
sunshine and winds) or environmental obstacles (buildings, cars, trees, groups
of people, etc.) cause higher or lower propagation losses.

In addition, it was observed that at the points where there is no direct line
of sight between the radio base and the mobile phone, the received signal is of
fair quality (−90 dBm to −100 dBm) due to the attenuation of the signal by
the presence of the buildings of the Faculty of Medicine and large trees; while
at the points where there is a direct line of sight, the signal is of good quality
(−60 dBm to −80 dBm).

To find the propagation model that best fits the 436 real RSRP measure-
ments, the total sum of the 36 root mean square errors (MSE) of each model is
calculated using equation (27).

MSE =
1
M

∗
M∑

i=1

[(Pr(real) − Pr(estimated)]2 (27)

The results of the total mean square error of each model are shown in Table 5.
It can be seen that the model with the lowest ERS is the Log-Distance model,
which coincides with the results of the article “Comparison of radio propagation
models in five LTE coveragecells in Riobamba” obtained in five outdoor environ-
ments in the south of Riobamba [17] similar to the environment of the Faculty of
Medicine, where it is stated that most of the measurements made in that study
fit the Log-Distance model with variation factor (Log-Normal) before and after
adjusting the models.

Table 5. Mean Square Error of each Model

Model Mean Square Error

Log-Distance Model 2,33698

COST-231 Model 6,65415

SUI Model 11,72926

Walfish-Bertoni Model 2,59443

Erceg Model 36,49632

However, this study has a larger number of real measurements which makes it
more accurate and therefore seeks to choose the model with the lowest total mean
square error, except for the basic model (Log-Distance). That is, the Walfish-
Bertoni model with a mean square error of 2.59443 is chosen as the best fit for
the 436 RSRP measurements as can be seen in Fig. 7.

5 Conclusions

– Propagation models are essential tools for predicting and understanding how
waves propagate in various environments. However, it is important to take
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into account limitations, validate the models experimentally and consider
knowledge of the environment to obtain accurate and reliable results.

– There are several propagation models used in the field of wireless communi-
cations to predict attenuation and received power in different types of envi-
ronments such as urban, suburban and rural. The Log-Distance, SUI, Erceg
and EURO-COST are used for this comparative analysis. Each model has its
own conditions depending on factors such as frequency and antenna height.

– To obtain the received powers of each model, the specialised Narda SRM-3006
(ESPOCH) equipment is used to obtain the EIRP of the Faculty of Medicine
more accurately from the total effective electric field strength at a point close
to the base radio, giving a value of 46 dBm in this cell.

– Mean square error (MSE) is a commonly used metric to assess the accuracy
of propagation models in various fields, such as wireless communications and
wave propagation.

– The Walfish-Bertoni model, with a mean square error of 2.59443, is deter-
mined to be the best fit for the 398 RSRP measurements obtained with Net-
work Cell Info. The received power values range from −67 dBm to −76 dBm.
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Abstract. AMD macular degeneration and glaucoma stand out among the dif-
ferent types of pathologies that exist due to vision loss. The objective of this
work is to use a dataset of images of patients with AMD pathology, which were
semantically segmented, and to be able to perform the extraction of characteristics
of the RNFL layer of the image with artificial vision and statistical methods, to
carry out an experimental predictor 168 semantically segmented photos of patients
with AMD were used. Through artificial vision, the fibers of the retina, known as
RNFL, were highlighted. The Hand-Driven method was applied, which extracts
an image’s one-dimensional and two-dimensional characteristics; the Information
was stored in a matrix, and discriminatory variables were formed. An experiment
with amultilayer perceptron was proposed using thematrix of discriminating vari-
ables as input. Two outputs were classified; this experiment achieved a 93.94%
effectiveness, and the feature extraction’s utility was verified. It was concluded
that the Hand-Driven method is robust with great functionality.

Keywords: Hand-Driven · Distribution · Artificial Vision ·Multilayer
Perceptron · AMD · Glaucoma

1 Introduction

Different pathologies occur in the loss of vision in the eyes of people. [1, 2] Among these
pathologies appears AMDor glaucoma. Age-relatedmacular degeneration [3], or AMD,
is a retina degeneration that causes visual impairment or irreversible blindness. The study
[4] mentions that this type of lesion can be used as a biological marker, considering that
for people aged 45 to 85 years, this type of degeneration is more frequent, and it is
8.69% worldwide [2]. Existing cases of late-stage AMD in people aged 75 and older
are increasing dramatically to 7.1%. Due to the aging of the population, by 2040, it is
estimated that 288 million people will be affected by AMD [2].

Glaucoma [5] is another disease that is generated in the retina of the eye. This disease
is characterized by the loss of cells that carry information from the eyes to the brain;
most forms of glaucoma do not have a specific cause to define this type of disease in
such a way that glaucoma produces a loss of field vision in people [6].
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Clinical trials [1] have shown the value of reducing intraocular pressure in patients
with ocular problems, hypertension, or primary open-angle glaucoma, so the patient’s
decision to treat this disease depends on the progressive risk of treatment.

The study analyzed by [4, 6] evaluates the changes in the thickness of the RNFL,
as well as the volumes of each retina; they examined the left and right eye, there being
a significant difference between the right eye compared to the left, for this reason, they
focused on the right eye. Right to detect signs of neurodegenerative processes.

These types of diseases, such as Glaucoma and AMD, have a social impact that
affects 10 million blind people worldwide, according to. [7] In Ecuador, more than
200,000 people have a visual impairment, of which 51,500 are registered. According to
the National Council of Persons with Disabilities, 50% belong to patients aged 30 to
65 years or older; this also coincides with an increase in the incidence of glaucoma after
40 years.

In collaboration, there are works such as [4, 6, 8, 9] that have dedicated their career
to helping detect these diseases and creating frameworks that allow the creation of
predictive classification systems. Such is the work that uses the thickness of a layer of
the retina. A predictive system can be carried out to classify using images whether or
not a person will have a pathology such as Glaucoma.

The objective of this work is to use a dataset of images of patients with AMD
pathology, which were semantically segmented, and to be able to perform the extraction
of characteristics of the RNFL layer of the image with artificial vision [10] and statistical
methods to carry out an experimental predictor.

2 Method

This section presents the oct B-scan images [11] dataset used and the proposed method
for extracting features from them.

2.1 Dataset AROI

The dataset used is an open retinal oct image collection in collaboration with Sestre
Milosrdnice University Hospital Center (Zagreb, Croatia); an ophthalmologist collected
images from patients 60 years of age or older with AMD diagnoses [2]. This dataset
contains 1136 images of different patients, which are separated between 168 raw images
and 168 images processed with semantic segmentation, which can be seen in (see Fig. 1).

For the present work, both the images without processing and the semantically seg-
mented images have been used. Next, we present how the characteristics of the figures
are extracted.
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Fig. 1. Datasetwith raw and processed oct scan imageswith semantic segmentation in png format.

2.2 Segmented Image Processing

The work of [4] shows the method called “hand-driven” this method indicates how to
extract features from an oct image in 2D, taking parameters that can be extracted from
an image by means of artificial vision and statistics, and This paper shows in detail how
to remove them.

For our study, a comparison will be made with the work of [4], which takes as a
reference a dataset that contains segmented images of RNFL, of the retina, and the real
oct image; this work determines in the eyes of a patient if he is healthy or has glaucoma.
Based on the thickness of the RNFL layer.

There are different layers in the anatomy of the retina [1], such as ILM: internal lim-
iting membrane, RNFL: retinal nerve fiber layer, GCL-IPL: ganglion cell layer-internal
plexiform layer, IRL: internal retinal layer, INL: nuclear layer internal, OPL: exter-
nal plexiform layer, ONL: external nuclear layer, ELM – external limiting membrane,
PR – photoreceptor layer, RPE – retinal pigment epithelium, (see Fig. 2).

Fig. 2. Retinal layer anatomy [1].

For our work, the Ilm and RNFLmembranes were taken into account to form a single
layer called RNFL since the dataset images are segmented with the mentioned layers,
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and the others that form the retina also have the AMD pathology. For the present project,
a comparison is made with the work of [4], which takes characteristics of thickness in
the RNFL of each of the sampled OCT images.

To determine the thickness in our RNFL image, the red channel is chosen and bina-
rized, and the width of each column j of the image is taken, measuring the difference
between the I maximum and minimum value, thus forming a vector Ti= {t1, t2, …, tj},
where each tj ε T contains the RNFL thickness of each image.

(see Fig. 3) shows the real image with oct scan, the segmented image, the binarized
image of the retina and the image of the rnfl layer.

Fig. 3. Images from left to right: Real Image, Segmented Image, Binzarized Retinal Image,
Binarized RNFL Image.

According to [6], one-dimensional feature extraction will be applied to the Ti vector,
while two-dimensional feature extraction will be applied to the real image obtained from
the OCT scan, forming a feature matrix with approximately 23 parameters (Fig. 4).

Fig. 4. Extraction of one-dimensional and two-dimensional features together in a matrix (MxN).

2.3 Extraction of One-Dimensional Features

Central tendency measurement characteristics: according to [12], central tendency mea-
surements are statistical measurements that aim to summarize a set of values in a single
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value. They represent a center around which the data set is located. The most commonly
used measures of central tendency are: mean and median.

y =
∑n

i=0 yi
n

(1)

ỹ = y
n+ 1

2
(2)

Characteristics based on measures of dispersion: measures of dispersion provide
information on the variation of the variable. They try to summarize in a single value the
dispersion that a data set has. The most widely used dispersion measure would be the
standard deviation. [12]

s =
√

∑N
i=1 xi − x

N − 1
(3)

Distribution characteristics: in statistics, shape measures are indicators that allow
describing a probability distribution according to the shape it has; in statistics, two
shape measures are distinguished: Skewness and Kurtosis.

g1 = m3

m
3/2
2

(4)

Where,

mi = 1

N

N∑

n=1

(x[n]− x)i (5)

Other characteristics: among the discriminatory characteristics, the maximum and
minimum values of the Ti matrix are used.

Max (Ti = {t1, t2, . . . , tj}) (6)

Min (Ti = {t1, t2, . . . , tj}) (7)

2.4 Extraction of Two-Dimensional Features (Texture)

GLCM concurrency matrix: According to [13], the co-occurrence matrix describes the
frequency of a gray level that appears in a specific spatial relationship with another
gray value, with this method characteristics such as: “contrast”, “dissimilarity”, “ho-
mogeneity”, “ASM”, “energy” and “correlation”, within the area of a given window
(Fig. 5).
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Fig. 5. Test image with dimension 4x4 pixels and 4 levels of gray (0, 1, 2 and 3).

LBP local binary patterns: labels the pixels of an image by thresholding the neighbor-
hood of each pixel and considers the result as a binary number; histograms are compared
and normalized, obtaining ten texture features.

Ni = Hi
∑n−1

j=0 Hj
(8)

The AROI dataset contains images of patients older than 60 years who have the
nAMD pathology. In the case of this work, and because there is no dataset with images
that suffer from glaucoma pathology, an average of all the thicknesses of glaucoma has
been performed. The images and has been separated into two particular cases: Glaucoma
and Healthy; Although it is not a real case, this methodology can be applied since it has
been tested in some works such as [4, 6]. For this reason, a vector has been created
with the classes “0 for Glaucoma” and “1 for Healthy”, leaving a matrix of dimension
characteristics (168.23) as:

Caractunidimensionales + Caractbidimensionales + Clase (9)

Of all the extracted characteristics, not all of them are discriminatory. The following
section discusses how to select the discriminatory parameters.

3 Selection of Attributes

To find out if the parameters of the characteristics matrix are discriminatory, it is first
analyzed whether the data follow a normal distribution with mean 0 and standard devia-
tion 1, N(0.1); for this, the “Kolmogorov-Smirnov” test is used. See ec.10. For the test,
a confidence statistic of 0.01 is taken and discriminates between h_normj columns, thus
knowing two categories, those that follow and those that do not, a distribution with mean
0 and deviation 1.

D = sup1<i<n

∣
∣
∣Fn

∧

− F0(Xi)

∣
∣
∣ (10)

As a second, the distributions are analyzed with the tests of: “Mann-Whitney U” and
“Student’s t”; the first delivers the p_values that do not follow a normal distribution and
the second for those that do, respectively. Comparing the p_value with the confidence
statistic of 0.01, it is determined if the discriminative hypothesis is one if it is and 0 if it
is not.

When obtaining the discriminatory characteristics, it is saved in a new matrix that
will contain only the elements with the uncorrelated variables and will serve as analysis
to make predictions with images of the same category.
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3.1 Prediction

As the project focused on taking the characteristics of an imagewith pathologies different
from the work [4], which focuses on the classification of three Glaucoma categories as
Healthy, Early, andAdvanced, an experiment has been carried out analyzing theRNFLof
our data set and has been classified into two possible categories: Healthy and Glaucoma,
taking into account the mean of the sampled data, and placing the categories higher than
the mean as Healthy and lower as Glaucoma. With this, 20% of the sampled data is
separated as a test set and 80% as a training set with discriminatory variables.

Lastly, and thanks to the Sklearn library, an MLP multilayer perceptron is taken
for the predictive analysis of the training sample, taking into account the number of
discriminatory variables (Fig. 6).

Fig. 6. Multi-Layer Perceptron, for the prediction of the Glaucoma or Healthy class

The following section shows the results of the feature extraction and the classification
experiment of the sampled images.

4 Result

4.1 Extraction and Selection of Attributes

With the “hand-driven”method, amatrix of 23 characteristics of a total of 168 imageswas
obtained, having a matrix of dimension M 168x23 and analyzing the types of correlated
variables in the selection of attributes, each of them is shown according to their class in
the figure below (Fig. 7).
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Fig. 7. Matrix of characteristics represented according to their correlation by means of box and
whisker figures.

Clearly shown in the figure, the variables that are closer together are correlated
variables, and the further they are, they are not. When the matrix was passed through
the distribution analysis with mean 0 and standard deviation 1 with the Kolmogorov
test, the study was carried out with the “Mann-Whitney U” and “Student’s t” tests, thus
discriminating only the correlated variables. Delivering as a result of a matrix M^168x5,
with five discriminatory characteristics which were: ‘mean,’ ‘median,’ ‘std,’ ‘min,’ and
‘max.‘ The correlation matrix of the discriminatory variables can be seen in the Fig. 8.

Fig. 8. Correlation matrix of the variables: ‘mean’, ‘median’, ‘std’, ‘min’, ‘max’, discriminatory
variables of the characteristics matrix.

The discriminatory variables have a reliability of 0.01; it should be mentioned that
none of the two-dimensional or texture characteristics were selected in this experiment;
the reason that thework [4] differs fromours is that theyworkwith images extracted from
the SPECTRALIS machine. This allows obtaining the original OCT B-SCAN images,
while in our work, the original OCT images are lowered in resolution and in PNG format;
for this reason, the texture variables are not shown as discriminatory variables.
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4.2 Training the Model

After extracting the characteristics of all the images of patients with the “hand-driven”
method, two categories have been classified: Glaucoma and Healthy; therefore, we have
the input and output variables to create an artificial neural network, the model. The
chosen one is an “MLP Multilayer Perceptron” that has the ScikitLearn library. The
following configuration has been used for the algorithm:

Table 1. Configuration of the multilayer perceptron

Configuration MLP

hidden_layer_sizes [100,32]

Solver Adam

max_iter 1000

batch_size Auto

learning_rate Adaptive

alpha 0.001

Random State 42

Training the multilayer perceptron with the training matrix gives us:

Table 2. MLP configuration

Results MLP

Accuracy 0.9394 ± 0.0429

Mín error 0.0183

4.3 Model Evaluation

With the perceptron model at 93.94% accuracy, the model is evaluated with the test
matrix, which contains 42 samples, and the following results are obtained:

Taking into account that it is only an experiment, good results have been obtained
with the classification in the multilayer perceptron; with this, it is demonstrated that it
is a robust system (Fig. 9) and (Tables 1, 2, 3).
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Table 3. Model evaluation

Results MLP

Sensibility 1

Precision 0.8889

F1 - Score 0.9412

Accuracy 0.9459

AUC 0.9524

Fig. 9. Confusion matrix of the prediction evaluating the test.

5 Conclusions

The “hand-driven” methodology for the type of image dataset used was a good feature
extraction method; all the one-dimensional and two-dimensional discriminative features
were used, which were stored in a single matrix, collecting all the rich information of
the image.

At the time of discriminating, the Kolmogorov method was used to make a normal
distribution of the data, and the student andMann-Whitney tests allowed selecting of the
characteristics that are used to carry out the classification, thus having five main ones
for the experiment.

With the characteristics well discriminated and using the multilayer perceptron of
100 y 32 neurons, an Accuracy of 93.94% was obtained, taking into account that there
are no prediction errors in the confusion matrix.
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Abstract. Low-PowerWide Area Networks (LPWAN) have revolutionized long-
range communication with low energy consumption, enabling various applica-
tions across industries. Sigfox, as a prominent LPWAN technology, operates on a
proprietary network infrastructure with base stations deployed worldwide. These
base stations receive signals from Sigfox-enabled devices and transmit the data
to the cloud platform called the Sigfox backend. This article proposes an inno-
vative architecture that enables local transmission using the Sigfox network. The
architecture integrates an ESP32 device to facilitate connectivity with the ThingS-
peak cloud platform. The main objective is to demonstrate the feasibility of using
Sigfox, even in regions where its infrastructure is not fully deployed yet. The
study focuses on transmitting temperature and humidity data to evaluate the net-
work performance. An assessment of the network coverage range based on the
Okumura-Hata model is also presented. This analysis provides information on the
potential reach of the Sigfox network. The findings of the study highlight that this
novel architecture offers a viable solution for various environments, especially in
agricultural sectors where it has been implemented.

Keywords: LPWAN · Sigfox · Agriculture · Local Transmission · Ufox

1 Introduction

To improve agricultural performance with fewer resources and labor efforts, substantial
innovations have been made throughout human history. Low-Power Wide Area Net-
works (LPWAN) have emerged as an innovative technology that enables long-range
communication with minimal energy consumption. These networks have unlocked new
possibilities in all industries, enhancing applications such as smart agriculture [1], asset
tracking, and environmentalmonitoring, amongothers.Currently, there has been a signif-
icant increase in the popularity of LPWAN in the IoT market. This is due to its wireless
communication features, which include reduced costs, efficient power consumption,
and wide coverage. These technologies offer an affordable and effective solution for

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. Guarda et al. (Eds.): ARTIIS 2023, CCIS 1937, pp. 417–429, 2024.
https://doi.org/10.1007/978-3-031-48930-3_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48930-3_32&domain=pdf
http://orcid.org/0000-0001-6816-0439
http://orcid.org/0000-0001-5682-0401
http://orcid.org/0000-0002-7695-2628
http://orcid.org/0000-0003-2451-2214
http://orcid.org/0000-0003-3296-4309
https://doi.org/10.1007/978-3-031-48930-3_32


418 M. M. Blacio et al.

IoT device connectivity. With LPWAN, it is possible to establish a robust and reli-
able network that spans large geographical areas, which is especially beneficial in rural
environments or areas where traditional connectivity may be limited. Additionally, the
low power required by LPWAN-enabled devices allows them to operate for extended
periods without frequent battery changes, resulting in increased efficiency and lower
maintenance [2].

In the literature, several comparative studies, and surveys [3–6] can be found that
focus on the deployment of LPWAN technologies in IoT applications. Among the most
recognized and widely used LPWAN technologies are Sigfox, LoRaWAN, and Narrow-
Band IoT (NB-IoT). As a result, these types of networks have been extensively adopted
in various application areas. These areas include air quality monitoring [7], smart health
tracking [8], botanical park monitoring [9], and environmental monitoring [10]. These
applications demonstrate how LPWAN technologies are significantly contributing to the
optimization and improvement of different aspects in various sectors.

In the field of LPWAN technologies applied in agriculture, various studies and
research have been conducted, yielding significant results. An example of this is the
study [11], which proposes an irrigation system based on the combination of LoRa and
Sigfox technologies. The proposal has proven to be effective in optimizing water usage
in crops. Another interesting approach is presented in the study [12], where the utiliza-
tion of a combination of EnOcean and Sigfox technologies is proposed for real-time data
collection in the agricultural sector.

In [13], a system based on NB-IoT has been proposed for the implementation of
wireless sensor networks in potato crops. This solution has facilitated the collection and
real-time analysis of data, contributing to improved crop performance and efficiency. [14]
and [15] highlight the use of NB-IoT-based technologies. These studies have allowed
for the evaluation of NB-IoT network coverage and efficiency in rural areas and green-
houses. In a specific study [16], the implementation of a real-time soil health monitoring
system using LoRaWAN technology is proposed. This system has proven to be effec-
tive in measuring and analyzing relevant soil parameters such as temperature, humidity,
electrical conductivity, carbon dioxide (CO2) levels, and geolocation data, providing
valuable information for agricultural management. In summary, the contributions made
in these studies havedemonstrated the potential ofLPWANtechnologies in agriculture by
offering efficient and precise solutions for monitoring and controlling agricultural vari-
ables. These technologies are revolutionizing the way agriculture is conducted, enabling
smarter and more sustainable management of agricultural resources.

Within the LPWAN technologies, this research focuses on Sigfox, which has gained
prominence due to its efficient and reliable communication capabilities. This technol-
ogy operates on a proprietary network infrastructure, consisting of a global network of
strategically located base stationsworldwide. These base stations act as gateways, receiv-
ing signals from Sigfox-enabled devices and sending the data to the Sigfox backend,
a cloud platform that processes and stores the information. Thanks to this infrastruc-
ture, long-range connectivity and data transmission are achieved with minimal energy
consumption.

However, despite the advantages of Sigfox, there are regions where its infrastructure
is not yet fully implemented, limiting the availability and coverage of the network. To
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address this limitation, this research proposes an innovative architecture that combines
the capabilities of Sigfox and Wi-Fi to achieve efficient data transmission. The main
objective is to demonstrate the feasibility of using Sigfox even in regions where its
infrastructure is not extensively developed. The study focuses on the transmission of
temperature and humidity data, which are essential variables in agricultural applications,
and analyzes the coverage range of the network using the Okumura-Hata model. The
results demonstrate the viability of the proposed architecture as a solution for diverse
environments, especially in the agricultural sector, where the accuracy of environmental
data is crucial for optimizing crop production, conserving resources, and improving
overall efficiency.

2 Methodology

In this section, the methodology used in [17] is applied, which includes reviewing pre-
vious research and carrying out the design and implementation stages of the proposal.
The components used are also described, along with how they relate to the objective of
the study, which is to propose a Sigfox network architecture for local transmission.

2.1 Proposed Architecture

A proposed architecture (see Fig. 1) is presented for local data transmission through the
Sigfox network, using the Ufox hardware. This hardware enables leveraging the Wisol
module to send and receive Sigfox packets over the network. The architecture consists of
three Ufox modules, whose main function is to transmit Sigfox packets with a maximum
size of 12 bytes. These packets are received by TinyFox, which is configured to listen and
receive Sigfox packets. Additionally, the TinyFox is connected to an ESP32, responsible
for establishing a Wi-Fi connection with the access point to access the Internet. This
way, the temperature and humidity data sent by the Ufox modules can be sent to the
ThingSpeak cloud.

Fig. 1. Proposed Architecture for Local Sigfox Transmission.
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This innovative architecture clearly demonstrates the feasibility and efficiency of
creating a robust Sigfox infrastructure for local data packet transmission. The combina-
tion of advanced hardware and software, along with careful module configuration and
design, ensures reliable and fast transmission of information, opening new possibilities
in the field of Internet of Things (IoT) applications.

Here are the important hardware features of the used hardware. The Ufox [18] is a
SIGFOX communication DevKit board designed for LPWAN IoT projects with Sigfox
wireless connectivity. This board features an ATMEGA 32U4 microcontroller compat-
ible with Arduino Leonardo and Arduino Promicro, making it easy to program using
the Arduino IDE. The Ufox includes an SFM10R4 (Sigfox RC4) wireless communica-
tion module with a power output of + 22.4 dBm, ensuring reliable data transmission.
Additionally, it has a 3 dBi helical antenna and the option to connect an external antenna
through a U.FL connector.

The TinyFox is a device designed for low-power IoT communications. With its
WISSOL SFM10R4 modem, it allows establishing connections to the Sigfox network
in the RC4 region. The device is controlled using AT commands, which facilitates its
configuration and operation. It has a simple and robust design and comes equipped
with a built-in helical antenna. Additionally, it offers the possibility to connect external
antennas through a U.FL to SMA connector. The device is compatible with uplink and
downlink, enabling data transmission and reception. Communication with the ESP32 is
done through the UART Serial RX-TX port at a baud rate of 9600, with voltage levels
ranging from 2.5V to 4.2V (typical operation at 3.3V).

2.2 Frame Structure

The packet frame structure is illustrated in Fig. 2, where it is clearly shown that its
maximum size is 12 bytes. The first 4 bytes are used to transmit temperature data, which
is stored in a float variable. The next 4 bytes are used to transmit humidity. Byte 8 is
reserved for future use, such as checking the battery status of the Ufox module. Byte
9 is of vital importance as it stores the local identifier or ID of the device. This ID
allows for the identification of the transmitting module and prevents confusion when
capturing data with the TinyFox. Bits 10 and 11 are left free for possible additional
applications. Figure 2 also presents an example that demonstrates the conversion of data
into a hexadecimal format and how the frame is constructed before being sent through
the Sigfox network.

This frame structure allows for efficient organization and transmission of temperature
and humidity data, ensuring the integrity and proper interpretation of the information
captured by the TinyFox.

Fig. 2. Structure of the local Sigfox network frame.
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2.3 Visualization

The ThingSpeak platform plays a fundamental role in visualizing and monitoring data
from the Ufox devices in the local network. The integration between Ufox and ThingS-
peak allows for easy and convenient access to the collected data, such as temperature,
humidity, and other relevant parameters, which can be utilized in future applications.

ThingSpeak offers an intuitive interface that allows configuring customized graphs,
tables, and widgets to visually present the data in an appealing manner. In addition to
visualization, the platform provides analysis tools and custom notifications, enabling
detailed tracking of the recorded measurements.

This integration provides real-time insights into the status of Ufox devices and their
performance in the local network. Moreover, ThingSpeak offers data export options and
an API that facilitates integration with other external systems and applications.

The ESP32, through its WiFi connection, uses the HTTP application protocol to
send the collected data to the ThingSpeak platform. This protocol ensures a secure and
efficient transfer of information from the ESP32 to the ThingSpeak server. Using HTTP,
the ESP32 establishes a connection with the server and sends the data through HTTP
POST requests. These data include the information collected by the Ufox devices in the
local network, such as temperature and humidity. TheESP32 is responsible for packaging
the data in the appropriate format, following the specifications of the ThingSpeak API,
and transmitting them to the server using the HTTP protocol. There, the data is processed
and stored in the platform.

Once the data is received by ThingSpeak, the platform interprets and organizes it for
further visualization and analysis. The data sent viaHTTP can be associatedwith specific
fields in the ThingSpeak interface, enabling the creation of custom graphs, tables, and
widgets to display the information in a visually appealing manner.

2.4 Okumura-Hata Propagation Model

To accurately demonstrate the signal attenuation effect due to air propagation, the
Okumura-Hata propagation model is employed, which is widely recognized and used
today. This model is valid over a wide range of frequencies, from 150MHz to 1500MHz
[19], which falls within the frequencies used in the local Sigfox transmission network,
specifically the Uplink frequency of 920.8MHz and Downlink frequency of 922.3MHz.

The Okumura-Hata propagation model allows for the simulation of different types
of environments, including rural, suburban, and urban settings. Each of these environ-
ments has distinct characteristics that influence signal propagation. By using this model,
realistic and accurate results can be obtained regarding how the signal behaves in each of
these scenarios. The Okumura-Hata model takes into account various factors that affect
signal propagation, such as the distance between the transmitter and receiver, the fre-
quency used, the height of the antennas, and the presence of obstacles. These elements
influence signal attenuation and quality. Below, we present the mathematical equations
for evaluating the Sigfox network. The equation for loss in an urban environment is as
follows (1).

Lu = 69.55+ 26.16 log10f − 13.82 log10hB − CH + [
44.9− 6.55 log10hB

]
log10d

(1)



422 M. M. Blacio et al.

where:

• f: The frequency of the signal in MHz.
• hB: The height of the receiving antenna.
• hM : The height of the transmitting antenna.
• CH : The height correction factor of the receiving antenna, which varies depending

on the type of environment.
• d: The distance between the transmitter and the receiver in kilometers.

In this formulation, thementionedparameters play an important role in predicting and
analyzing signal propagation. The frequency (f ) determines the wavelength of the signal
and its propagation behavior. The heights of the receiving antenna (hB) and transmitting
antenna (hM ) influence the signal path and its effective range. The height correction
factor of the receiving antenna (CH ) takes into account the environment characteristics
to adjust signal propagation based on the height of the receiving antenna. Lastly, the
distance (d ) between the transmitter and receiver is a key factor that directly affects
signal attenuation and quality.

For urban environments with small cities, Ch takes the value given in Eq. (2).

CH = 0.8+ (1.1 log10f − 0.7)hM − 1.56 log10f (2)

The attenuation equations in suburban and rural areas are influenced by the corre-
sponding equation for the urban environment (Lu). In the specific case of a suburban
environment, Eq. (3) applies.

LSU = LU − 2

(
log10

f

28

)2

− 54 (3)

LSU : Loss index in suburban environments. And finally, for rural areas, Eq. (4)
applies.

Lo = LU − 4.78(log10 f )
2 + 18.33 log10 f − 40.94 (4)

Lo: Loss index in rural environments.

3 Result

The scenario in which the local network proposal is evaluated is in the city of Loja.
Initially, an evaluation is carried out using the Okumura-Hata model to estimate signal
losses in the environment. Once the theoretical evaluation is completed, practical tests
are conducted with the implementation of the system. These tests are performed to verify
the range of the transmitters and the efficiency of the received packets (PDR). Line-of-
sight configurations are used, meaning that the transmitting and receiving devices have
unobstructed direct vision between them. During the tests, data is collected, and results
are analyzed to assess the transmission quality, packet delivery capability, and system
stability under real conditions. This allows for obtaining accurate information about the
performance and effectiveness of the implemented local network in Loja.
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It is important to highlight that conducting tests in a line-of-sight environment pro-
vides an initial evaluation, but other factors of the real environment are also taken into
account, such as the presence of obstacles (buildings, trees, etc.) that affect the network
performance.

3.1 Okumura-Hata Model

Data for model evaluation:

• Transmit Power: 22 dBm
• Initial Distance: 0 m
• Maximum Distance: 25 km
• Distance Increment: 50 m
• Packet Size: 12 bytes
• Receiver Sensitivity: −130 dBm
• Frequency in MHz: 920.8
• Transmitter Effective Height in meters: 25
• Receiver Height in meters: 1.5
• Propagation Model: Okumura-Hata
• Simulation Environments: Rural, Suburban, and Urban.

The following are the results of the Okumura-Hata model (see Fig. 3). In a rural envi-
ronment, the proposed system demonstrates a maximum range of 20 km. This means
that the Ufox devices in the local network will be able to effectively transmit data within
a wide range in rural areas. With a transmission power of 22 dBm and a receiver sensi-
tivity of−130 dBm, reliable and stable communication is expected in this environment,
enabling data collection and monitoring in rural areas.

In a suburban environment, the system has a maximum range of 5 km. As a more
densely populated environment is introduced, the presence of buildings and other obsta-
cles can affect the coverage of the local network. However, with a transmission power
of 22 dBm and a receiver sensitivity of −130 dBm, it is expected that the Ufox devices
maintain reliable communication within that range in suburban areas, enabling data
monitoring in residential and suburban environments.

In an urban environment, the maximum range of the system is further reduced,
reaching 2.5 km. Densely populated urban areas have more obstacles and sources of
interference, which limits the coverage of the local network. However, with a transmis-
sion power of 22 dBm and a receiver sensitivity of −130 dBm, it is expected that the
Ufox devices maintain reliable communication within that range in urban environments,
enabling data collection in urban areas with a high concentration of devices and users.

These results indicate how the range and efficiency of communication vary in dif-
ferent environments. Each environment presents unique challenges in terms of coverage
and signal quality, and it is important to consider these limitations when implementing
and evaluating the local network in rural, suburban, and urban settings.

3.2 Implemented Architecture

The results obtained from the tests conducted in a controlled environment with the
implemented architecture demonstrate the influence of distance and obstacles on the
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Fig. 3. Okumura-Hata Model Results

degradation of the network signal. In particular, it is observed that in urban environments,
where the density of buildings and obstacles is high, the signal degrades more rapidly
compared to rural and suburban environments. This is due to the greater amount of
interference and blockage present in urban areas.
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To visualize the signal strength in different locations, a heat map was used in Fig. 4.
In this map, the color red indicates a strong signal intensity, which represents a 100%
delivery of transmitted packets. As the transmitter moves away from the receiver and
encounters obstacles such as buildings or other elements, the colors yellow and blue
depict a decrease in signal intensity and a possible packet loss.

It is important to note that line of sight between the transmitter and the receiver
has a significant impact on the signal range. In situations where there is a clear and
unobstructed line of sight, a maximum range of up to 8 km (tested) is observed, as
shown in Fig. 4. However, in the absence of line of sight, the signal has a more limited
range, highlighting the importance of considering the environmental conditions when
planning the placement of Ufox devices to ensure optimal communication.

These results highlight the importance of evaluating the performance of the local
network in different environments and considering the influence of distance andobstacles
on signal degradation. Furthermore, they provide valuable information for optimizing
the placement of devices and ensuring adequate coverage in urban, suburban, and rural
areas.

Fig. 4. Coverage Heatmap of the Sigfox Local Network.

3.3 Packet Delivery Ratio (PDR)

In the evaluation of the efficiency of the local network, the metric known as Packet
Delivery Ratio (PDR) is used, which is calculated using Eq. 5. This metric provides
information about the proportion of successfully received packets in relation to the total
number of packets sent.

PDR =
∑

number of packets received
∑

number of packages sent
(5)

The tests are conducted in controlled scenarios with clear line of sight between the
transmitter and the receiver. Different distances are evaluated, starting from 1000 m up
to 7000 m, with a transmission rate of 10 packets per minute. The results show that at a
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distance of 1000 m, the network efficiency reaches 100%, indicating that all sent packets
are received correctly. At distances of 2000 m, the efficiency slightly decreases to 80%,
which can be attributed to the presence of obstacles in the environment that affect the
signal quality. This demonstrates the adaptability of the local network and its suitability
for low-power, long-range (LPWAN) applications.

In summary, the results obtained from the tests indicate that the implemented local
network is efficient and reliable for data transmission over long distances. The packet
delivery rate demonstrates its ability to overcome obstacles and ensure effective com-
munication in line-of-sight environments (see Fig. 5). These findings support the feasi-
bility of the local network for applications that require extensive coverage and reliable
communication in controlled environments.

Fig. 5. Packet Delivery Ratio (PDR) of the Sigfox local network.

3.4 Data Visualization

The ThingSpeak platform plays a fundamental role in visualizing the data generated
by the local network. As mentioned earlier, through the integration between Ufox and
ThingSpeak, simple and effective monitoring of parameters such as temperature and
ambient humidity is achieved. This visualization capability allows for a concrete demon-
stration of the operation of the local Sigfox architecture and its ability to send data to
the cloud.

In the context of smart agriculture, the ability to monitor and record temperature and
ambient humidity data is of vital importance. With the help of ESP32, the local network
is capable of collecting and sending test data related to the crop environment. This data
can be used to monitor and control plant growth, enabling farmers to make informed
decisions and improve the productivity of their crops.
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The local Sigfox architecture provides a reliable and efficient solution for agricultural
monitoring. By sending data to the cloud through the ThingSpeak platform, farmers
can access real-time information about the environmental conditions of their crops.
This allows them to track temperature and humidity variations in a detailed and precise
manner, facilitating decision-making processes. For example, it enables them to optimize
irrigation, control diseases, and maximize crop yield.

The synergistic convergence of Sigfox’s local architecture, the potential of ESP32,
and the versatility of the ThingSpeak platform blend into a comprehensive and highly
effective solution for monitoring and representing data in agricultural environments (see
Fig. 6 and Fig. 7). The ability to transmit data to the cloud and access it remotely provides
farmers with the opportunity to implement intelligent agricultural strategies, enhance
efficiency and productivity, and make informed decisions supported by up-to-date and
reliable information. In Fig. 6, the visualization of ambient temperature is facilitated,
where each red dot represents a data point captured by the IoT platform, displaying
temperature values along with the corresponding date and time of recording. On the
other hand, Fig. 7 displays humidity levels expressed in percentages, which eloquently
confirms the effectiveness of the established communication.

Fig. 6. Visualization of temperature monitoring.

Fig. 7. Visualization of humidity monitoring.

4 Conclusions

This study demonstrates the feasibility of using Sigfox technology in regions where its
infrastructure is not fully implemented, through an innovative architecture. The inte-
gration of the ESP32 device enables local transmission of the Sigfox network to be
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visualized on the ThingSpeak platform. The main focus is on the transmission of tem-
perature and humidity data, crucial aspects in sectors such as agriculture. Additionally,
a performance evaluation of the network is conducted using the Okumura-Hata model
to determine the coverage range.

The results obtained highlight that this architecture offers a viable and efficient
solution in various environments. The ability to transmit data locally and utilize the
ThingSpeak platform for monitoring and data analysis provides a valuable solution,
especially in the agricultural field. These findings support the utility and feasibility of
LPWAN networks, such as Sigfox, in different contexts, and pave the way for future
applications and improvements in this area.
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Abstract. University campuses are social communities with their own traditions,
customs, and even culture. Those traditions’ history and evolution dramatically
influence how students learn, professors teach, and other university employees
interact. However, this influence is not apparent and, therefore, often neglected.
Most university students do not know their university’s history, which worsens
their ability to fully take advantage of the possibilities university life offers them.

This study analyzes how to use new technologies and narratives to convey
that information to students and university personnel. In this case, the Polytechnic
University of Valencia Campus de Vera has been studied through a series of sound
essays distributed online as podcasts. The sound essays reflect on the university’s
history, the architectural environment’s influence on social interactions and non-
formal learning, the soundscape of the campus and its relationship with university
users, and the limits of the university itself and the speculative future.

The approach comprises three distinct stages. The initial stage involves con-
ducting a literature review of UPV’s history and examining architectural projects
and published books related to the university. This step is essential for contextual-
izing the study. The second phase entails capturing campus soundscapes through
ambisonics microphones, conducting sound walks with binaural microphones,
and conducting interviews with professors, students, and other staff members. The
final stage involves editing the audio recordings using aDigital AudioWorkstation
(DAW).

After the study, it can be concluded that using new means of communication
can foster the interest of the university community in knowing and understanding
the history of their university and the role they play in it. That ultimately can create
students that are more aware of their own context.

Keywords: Sound Essays · Non-formal Training · Podcasts · Soundscapes

1 Introduction

University campuses are unique places that can host thousands of people daily. Over
time, these places generate their own culture and traditions, which are influenced by
the history of the university, the natural and architectural environment, the university
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degrees taught, and the societal context. Being aware of this history and culture can have
an enormous impact on the way students learn. If they know the campus better, they can
take full advantage of the opportunities it brings and even avoid the dangers.Moreover, it
can increase their proactivity and engagement in the classes they take and the university
curriculum. How can universities and educational institutions awaken students’ interest
in knowing their university better?

The rapidly changing technology industry forces educators and education centers to
rethink how they train their students [1]. The newer generations absorb content in new
ways. Their attention span is shorter, and the attractors they need to be engaged have
also changed. For that reason, how educators convey information to students needs to
be reimagined [2].

It is not always the content that needs to be adapted but how it is conveyed. Marshall
McLuhan, a prominent Canadian philosopher and media theorist of the 20th century,
introduced the concept of “the medium is the message.” The meaning of this sentence
is that the medium through which a message is conveyed changes how that message
is perceived and understood [3]. That means that the medium, rather than the content
itself, is the primary driver of social and cultural change. McLuhan argues that the
intrinsic characteristics of a medium shape how information is received, processed, and
interpreted by individuals and society. A medium can be described as a tool used to
transmit information.

The medium has evolved over the years along with technology, from inscriptions
engraved in stone to papyrus and paper to modern-day communication systems and
digital media. Each medium has unique properties like speed, interactivity, and sensory
nature. McLuhan also coined the idea of the message as extension, which means that
every medium extends a different human capability or function. For example, the printed
medium extends our ability to process written information, while television extends our
visual and auditory senses. McLuhan states these extensions profoundly affect how peo-
ple interact with each other and the world around them. It even influences perception
and social dynamics, as different mediums have the potential to create distinct percep-
tual environments and social structures. The characteristics of a medium can foster or
attenuate things like individuality, critical thinking, social cohesion, and so on. It also
shifts communication patterns that can lead to reshaping social structures. The immedi-
acy of communication in the digital era has brought profound changes that we are only
starting to understand [3]. While many can argue that McLuhan’s theories undervalue
the importance of content and context, it is undeniable that every new medium brings
new perspectives and social changes. Therefore, taking advantage of the mediums we
have at our disposal is critical to engaging the audiences, especially young people [4].

“Themedium is themessage” can also be applied to education. The choice ofmedium
in educational settings significantly influences the learning experience and outcomes. In
conventional education, the medium primarily consists of textbooks, lectures, and phys-
ical classrooms. However, over the last decades, the medium of education has expanded
because of digital technology, online platforms, and multimedia resources. The charac-
teristics of each one of those educational mediums, such as interactivity, accessibility,
and personalization, shape how information is conveyed and received by learners. This
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affects not only the delivery of content but also the engagement, participation, and inter-
action among students and educators. Understanding the influence of the medium on
education is crucial for designing effective learning environments that enhance the edu-
cational experience. Whether through podcasts, online courses, virtual reality simula-
tions, or collaborative platforms, the choice of medium in education transforms teaching
and learning practices and creates new challenges and opportunities.

One way in which these new mediums can be used in education is as non-formal
training tools. They can generate more interest in the content and increase engagement.
Non-formal training is away of learning that does not follow the traditional formal educa-
tion system, which means it does not follow the standard curricula. Non-formal training
can take place both in academic and non-academic settings. Often, non-formal training
aims to foster specific skills and practical competencies for adult learners. However, it
can also be used to complement formal learning. Several traits characterize non-formal
training. One of them is flexibility, mainly regarding content, methodology, and tim-
ing. This kind of training can be tailored to the needs of the learners [2]. The second
one is the informal structure. While some forms of non-formal training include issuing
certificates for the participants, it is not a requirement, and it does usually not imply a
strict curriculum and assessment process. Another important trait is the audience. More
often than not, these kinds of training courses are designed for specific target groups.
That helps in addressing their particular requirements or needs. The last one of these
characteristics is its relationship with lifelong learning by offering continuous learning
opportunities to people of all ages and abilities [2].

Educational podcasts can be a valuable tool for finding new ways of engaging stu-
dents. Educational podcasts can be considered a form of non-formal training. Podcasts
are the transformation of radio to the new digital era, a digital medium that allows for
disseminating educational content in audio. There are podcasts of almost any genre
imaginable; they often feature discussions, interviews, lectures, or presentations on var-
ious topics. Some are designed purely for entertainment; others provide listeners with
valuable information, insights, and learning opportunities.

Educational podcasts share some of the traits that define non-formal training. They
have an informal structure. Their episodic format covering different topics or themes
allows the learners to choosewhether to listen only to the ones that interest themor follow
a chronological order. Also, accessibility helps people of all ages listen to them at any
time, regardless of age or background, in their preferred schedules. Educational podcasts
can also be characterized by their targeted content. While an educational podcast does
not provide hands-on experience, it offers a valuable learning resource. Podcasts can be
supplementary tools for acquiring knowledge, exploring new ideas, and staying informed
on various subjects.

Over the last decade, there has been a tremendous increase in the number of educa-
tional podcasts [5]. However, there are examples of educational podcasts that date back
to the early 2000s. Science Friday is one of the most famous examples. In 2005, being
a well-recognized radio show, Science Friday started uploading their episodes online
Grammar Girl’s Quick and Dirty Tips for Better Writing was probably one of the first
educational podcasts to be released strictly as a podcast. Mignon Fogarty, also known as
Grammar Girl, started updating episodes regularly on improving people’s grammar in
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2006 [6]. A year later, in 2007, the History of Rome podcast was released. This podcast,
created by Mike Duncan, was a comprehensive narration of the most notable events
during the Roman Empire [7]. Another educational podcast from those years is Writing
Excuses. Released in 2008 by a group of writers, Dan Wells, Brandon Sanderson, and
Howard Tayler, this podcast provided a loosely structured guide to science fiction and
fantasy writing [8].

The podcasting scene in Spain has been growing fast over the last few years, espe-
cially in 2020 [9]. Crims, El Gran Apagón, and Todopoderosos are only examples of the
many well-known podcasts currently in the Spanish context [10].

Some companies have also started promoting non-conventional or even experimental
podcasts. That is the case of Podium Podcasts, one of the country’s better-known podcast
producers [11, 12]. As the popularity of podcasts grew, many artists and content creators
started defying the idea of what a podcast should be. Many tried to go beyond the
conventional structures of podcasts by adding transdisciplinary elements and mixing
different genres. Those elements include sound art, science, narrative fiction, or poetry.

One of the most notable examples of this current is the Spanish writer, artist,
and all-around creator Jorge Carrión. Jorge Carrión released back in 2020 a podcast
called Solaris: ensayos sonoros, which can be translated into Solaris: sound essays.
This concept of sound essays, first introduced by the producer of the show María Jesús
Espinosa de los Monteros, brings a new genre to the Podcast industry[13]. Despite not
being self-described as sound essays, there have been other shows that could be cate-
gorized like that. That is the case of the new Jorge Carrión Podcast called Ecos, which
builds on the idea of Solaris and adds a different take [14]. The transgressive podcast
Tácticas de Choque is also worth mentioning, whose format also resembles the de idea
of sound essays [15].

Themain objective is to build on the idea ofSolaris: ensayos sonoros by JorgeCarrión
and produce sound essays in a podcast form to provide knowledge on the context of the
UPV to the university community, including students, educators, and any other kind of
employee. The project seeks to help the university community understand the origins
of the university, the current situation and reflect on how it might change in the future.
With that, it is expected to foster engagement between the people and the university.

2 Materials and Methodology

Approaching the narration of a place forces us to think about its intrinsic characteris-
tics. The methodology for producing these sound essays is to create a transdisciplinary
perspective to narrate the university campus as a character. Many books, series, and
art pieces have had their own take on this. The HBO’s award-winning series The Wire
approached explaining the context of the city of Baltimore through the perspectives of
people from different backgrounds and professions. This way of approaching the narra-
tion of a place follows the concept of “Total Novel,” coined by the Nobel Prize winner
Mario Vargas Llosa. That concept refers to those narrations that convey a location and
a context to their fullest, reaching all perspectives and levels of society [16]. Some
experimental writers have explored those narrations over the last few years. That is the
case Ensayo y (error) Benidorm. This book explores the historical context of Benidorm
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through a series of transdisciplinary texts that include poetry, short stories, essays, short
movie scripts, and testimonies [17].

This study aims to build on those works and apply these theories to the educational
context. The methodology can be divided into two distinct parts. The first one is a study
of the history and context of the university. That allows for the accuracy of the content.
The second part is the design of a narrative structure, the recordings, and the edition of
the content into episodes.

2.1 The Polytechnic University of Valencia

The Polytechnic University of Valencia (UPV) is the biggest polytechnic university in
Spain. The UPV started its activity in 1968 during the latter days of the Franco regime.
This university was built in a context in which the need for qualified professionals was
higher than the rate atwhich those professionals could be trained at the learning centers in
the country. One year before, three other universities with a similar purposewere planned
at the same time: the Autonomous Universities of Madrid, Barcelona, and Bilbao [18].

The UPV, initially named, Instituto Politécnico Superior, was established in what
was at the time cultivation fields in the northern part of the city. The first building
can be seen marked in red on the lower left corner of Fig. 1. This building designed
by Carlos Prat Cambronera y Joaquín Hernández Martínez hosted at the time the four
degrees the Institute offered, Agricultural Engineering, Industrial Engineering, Civil
Engineering and Architecture [19]. The building was singular and in accordance with
the time in which is was designed. Although it is in use to this day, it was initially
planned to be used temporarily until a more permanent building was built. It is a building
organized with a three meters’ modular grid. Conceived as a single-story building with
over dimensioned spaces for circulation and branches representing the classrooms for
the different university degrees. The most notable trait are the three interior courtyards
diagonally placed to provide visuals. The over dimensioned corridors respond to a trend
in Europe at the time that wanted to emphasize the importance of informal training, the
learning that takes place outside the classroom when the students talk to each other and
share experiences. At the time, those spaces for social interaction were considered as
important as the classrooms themselves.

In 1971, the institute was officially named Universidad Politècnica de Valencia. A
new set of buildings was constructed following the design of the architectural firm L35
Arquitectos. The project followed what at the time was an innovative architectural trend
called Mat-building. Mat buildings are large-scale, high density structures organized in
a modulated grid [19]. It was designed as a functional system to fulfill the needs of the
architectural competition, as it needed to host the four degrees. It was carried out as a
departmental spatial organization, which was the trend at the time in all Europe, which
contrastedwith theAmericanway of organizing campuses, inwhich each building repre-
sents a different school. The building was configured as a grid in which the departments
were located. That way, the students could configure their own curriculum by moving
along the departments. The section was configured in three levels. The parking and the
labs where located in the ground floor. The first floor was the place the classrooms were
located. The offices were located in the second floor. In this case, the buildings were
organized around an agora with an east-west axis that represents power, in the west side
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the office of the dean, representing the governmental power, and on the east side the
central library, which represents the power of knowledge [20].

Since those days, the university kept growing and adding new facilities. The year
2002, the concrete platformwas removed and the cars were banned in most spaces of the
campus. Those decisions completely transformed the overall landscape of the campus.
Removing the platform isolated the buildings and the different university degrees, which
made the original concept of Mat-building more diffuse [20]. On the other hand, those
decisions included adding more gardens and fostering the integration of nature inside
de campus, including several species of birds, which dominate in many of its areas the
acoustic environment.

Fig. 1. Map of the Campus de Vera of the Polytechnic University of Valencia

2.2 Acoustic Environment

The audio format has been chosen as the most suitable way to conduct the project.
Understanding how environment and sound have been studied in the past is crucial to
create new acoustic narratives. The relationship between acoustics and its environment
was revolutionized in the 1960s with a pioneering initiative called theWorld Soundscape
Project. This project, led by the Canadian composer Murray Schafer, pioneered the
concepts of soundscape and sound walk.

Soundscapes refer to the acoustic environment of the surroundings of a particular
location. They encompass all the sounds that shape the auditory perception of a specific
place or space. This term goes beyond noise or music. It emphasizes the totality of
sounds and their interaction with the surrounding environment.

Soundwalks, on the other hand, are experiential journeys that involve the listener
moving, intentionally or unintentionally, through the location. They focus specifically
on exploring and engaging with the soundscape of a particular location. Soundwalks can
beguidedor self-guided,where participants actively listen to sounds around them, aiming
to deepen their sensory perception and understanding of the acoustic environment.
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Soundscapes and soundwalks aim to heighten awareness of the acoustic environment
and its influence on our perception, emotions, and well-being. By actively engaging
with the sounds around us, we can better understand a place’s cultural, social, and
ecological context. Soundscapes and sound walks offer a unique way of immersing
the listeners in their surroundings. Soundscapes and sound walks emphasize sound’s
significance in shapingourworld experiences. These concepts inspire artists, researchers,
and enthusiasts alike to explore the rich range of sounds surrounding us and uncover
their hidden stories.

The work is articulated using sound walks, soundscapes, and narrative tools to con-
vey the campus story. Besides that, the work also encompasses using audio-recorded
interviews and narrative fiction. The audio pieces will be used in the following way:

• Sound walks: carried out following the techniques proposed by R. Murray Schafer.
These walks will be carried out by tracing a route during which a binaural recording
will be made, giving the listener the sensation of walking through the sound.

• Soundscapes:will be carried out through field recordings of the places relevant to each
episode using ambisonics or binaural microphones, depending on the circumstances.
The recording will be done following the guidelines of the international standard
ISO/TS 12913-2:2018.

• Interviews:Wewill seek to involve the university community through interviewswith
people related to the subject matter of each chapter.

• Narrations: they can be done the same way as the interviews or utilizing a condenser
microphone connected to a sound card and processed with a digital audio station. The
members will write the fictional narratives of the project, the students of the UPV
Narrative Classroom, and other people from the university community who wish to
participate.

The impulsive responses of the chosen places will be obtained for the recreation
of sound spaces. Through the impulse response, it is possible to recreate and simulate
sounds in rooms or areas different from those in which they took place employing a
convolution. This is achieved by considering each listening point as a linear system
invariant in time. The different pieces will be mixed and edited, grouped in chapters by
thematic proximity using DAW (Digital Audio Workstation) software, such as Ableton,
Audacity, or Adobe Audition. The work will be uploaded to different digital platforms
and distributed free of charge. The main equipment used can be seen in Table 1.

Due to the dialogical nature of the sound essays, this creation process does not
follow a traditional preproduction, production, postproduction process. On the contrary,
it follows a recursive process. The different interviews, which are traditionally part of the
production phase, change the script, and even lead, which is part of the preproduction.
The process starts with the writing of a draft script and planning of the interviews, after
conducting each interview the script is updated and changed by the statements of the
interviewee. After finishing the interviews, the script is finalized and the postproduction
process begins.
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Table 1. Equipment employed to capture the acoustic environment.

Function Model

Ambisonics microphone Record the soundscapes at
different locations

Zoom VRH-8

Binaural dummy head Capture the audio of the
sound walks

3DIO Free Space Binaural

Dynamic microphone Record the interviews Shure SM58 or similar

Audio recorder Recorder with microphone
inputs

Zoom H8 portable recorder

Digital Audio Workstation
(DAW)

Edit the audio files Audacity V3

3 Results

After the preliminary study, a interdisciplinary podcast structure has been developed
to create an holistic picture of the place. The chosen structure resembles the idea of a
dialog, in which the narrator gives the word to other participants to share, oppose and
interchange ideas on the topic. The structure can be seen in Table 2.

Table 2. Structure of the episodes

Section Content

Intro Opening of the Podcast explaining the overarching idea of the
sound essays and the project

Hook An explanation on the content of the episode that arises a
question that the dialogue tries to answer

Narrator opening monologue The narrator starts the dialogue with a on opening statement on
the topic. This part will include facts, data and open questions
to be answered along the episode

Interviews and speeches After the narrator, several interviews will be concatenated and
mixed with soundscapes

Narrated soundwalks Soundwalks will be recorded in chosen routes inside the
campus. The soundwalk will include a narration describing
some parts of the path

Narrative fiction Pieces of narrative fiction on the topic of the episode written and
narrated by local writers. The objective is to approach the topic
not only from facts but also from the collective imagination

Conclusion The narrator gives a closing monologue encompassing the most
important takes from each intervention
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The planned distribution by chapters also follows the idea to create broad picture of
what the campus is:

• Chapter 1. Seeds and limits: An exploration of the origin of the university and its
boundaries. A quest to understand where the university begins and the city ends,
where the university ends, and l’horta begins. Does the university fence protect the
university from the outside or the outside of the university? The chapter will feature
interviews with some of the people whowere there in the early years of the university;
sound walks through the entrances and boundaries. This episode seeks engage the
historical context of the university. Understanding the context will allow for students,
educators and other university personnel to understand the origin of many of current
university customs and procedures.

• Chapter 2. The sound of numbers What does the UPV sound like? A reflection on the
acoustics of campus spaces and the tension between natural and technological sounds
that inhabit the university. The sound walks through the areas of the university will
be mixed with interviews with experts in architectural acoustics, environmental spe-
cialists, and researchers in telecommunications, computer science, and other experts
in digital signals. The objective of this chapter is to contribute to a closer relationship
between the people at the university and their surroundings, helping them understand
both the building environment and the nature present on the campus.

• Chapter 3. Neverland: Generational tensions at the UPV. The university lives in con-
tinuous generational renewal, with an eternally young and changing student body that
contrasts with the life of the workers. This chapter will deal with the generational
tensions in the university and how its protagonists live it. This chapter aims to bridge
the gap between the different generations that coexist in the university. Alleviating the
generational tension is key to improve the relationship between students and educa-
tors. Understanding each other’s background can improve the learning environment
and their mental health.

• Chapter 4. The end of the Polytechnic: This chapter seeks to imagine the future of
the university and its possible end. When will the UPV end? There may come a day
when universities are no longer necessary; perhaps it will end when it is no longer
needed when technology kills technology itself. Futures in speculative fiction. The
purpose of this chapter is to foster critical thinking on what the purpose universities
have and what is the overall purpose of pursuing a university degree. Reflecting on
this can help in finding new ways of learning and teaching, as well as to create a more
aware university community.

4 Discussion and Conclusion

One of the intentions of this study was to highlight the need to rethink how education is
conducted and the importance of generating engagement. Engagement is essential not
only for students but also for educators. That was one of the primary reasons to dedicate
a chapter to the generational gap in the university. It is necessary to reduce that gap or
at least find ways to reach a common understanding. Through new tools, it is possible
to motivate both groups of people. Thanks to the tools necessary to produce this kind
of educational content being more accessible than ever before, it is possible to develop
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initiatives such as this one with relatively like funding. One crucial factor that makes
podcasts and sound-based content suitable for non-formal educational projects is that it
allows learners to multitask. While online educational platforms such as Coursera, EdX,
or Khan Academy are incredible resources, they require complete attention. Podcasts,
however, allow the listeners to engage while performing other activities. That can be
a solution for people with time constraints and also removes barriers for them to start
engaging.

After this study, the following conclusions can be drawn:

• Experimental podcasts canbe a viable tool for generating engagement in the university
community.

• Using an audio form to create new narratives can be powerful due to the sensory
predominance of our sight.

• These kinds of projects can be a complement to formal education and a source of
inspiration for both students and educators alike.
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Abstract. The internet has become an integral part of everyone’s daily activi-
ties, both professionally and socially. Cyberattacks and risks have increased due
to internet usage. Schoolchildren are targeted since they lack awareness about
cyberattacks or internet safety. It is important to educate learners on how to stay
safe while using internet platforms. This article identified socio-demographic and
operational factors affecting cyber-safety awareness in South African schools.
This study examined how teachers implement the school’s language policy and
use language in instruction. Language is the main factor affecting school cyber-
safety knowledgeMethodologically, the PRISMA guideline for Systematic litera-
ture review (SLR) search was used. SLR is a comprehensive method of examining
literature that identifies, evaluates, and synthesises all relevant research. SLRs
outperform narrative or scoping reviews and are the gold standard for knowl-
edge synthesis. The keywords were searched using standardized search strategies
from 6 databases which includes Elsevier, Scopus, ScienceDirect, IEEE Xplore,
ACM, Springer, and Web of Science. From the databases, 118 articles published
between 2014 to 2023 were retrieved and 47 articles were included for this study.
The findings reveal that schools apply language policies differently depending on
their preferences. This study also shows gaps in knowledge of cyber-safety and
language learning and instruction’s mediating role, suggesting further research
in several areas. It is evident that language does play a significant role in raising
cyber-safety awareness in South Africa.

Keywords: Cyber-safety awareness · language · factors

1 Introduction

Due to rising internet use, communities, especially schools, must address cyber-safety
[3, 11, 35]. Five-year-olds use the internet [5, 41]. Because they are uninformed of cyber
dangers and internet use, schoolchildren are vulnerable to cyberattacks [20]. Cyber-
safety awareness is crucial to educate and empower internet users and for the government
to have adequatemeasures to boost school learners’ knowledge and ability to act securely
online [16].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
T. Guarda et al. (Eds.): ARTIIS 2023, CCIS 1937, pp. 444–456, 2024.
https://doi.org/10.1007/978-3-031-48930-3_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-48930-3_34&domain=pdf
https://doi.org/10.1007/978-3-031-48930-3_34


Language as a Moderating Factor in Cyber-Safety Awareness 445

Kritzinger [19] suggests age-appropriate cyber-safetymaterials and advanced school
curricula to raise awareness. Weng et al. [45] note that in South Africa, teachers and par-
ents lack information, resources, safety awareness, and knowledge to prevent security
threats to learners and communities. Farhangpour et al. [10] found that rural areas lack
educational resources, and that English is not the first additional language in South
Africa’s provinces, so its use in the classroom is questionable. Most learners and teach-
ers speak their native languages, therefore there are little opportunities to practise and
improve English in the classroom [10]. South African children’s cyber-safety systematic
reviews have been published [10, 13, 18, 27, 33]. These cyber-safety articles focused on a
specific sector. Maluleke [27] contributes to this literature by concentrating on teachers’
use of Language of Learning and Teaching (LoLT) to promote cyber-safety awareness
among South African basic education schoolchildren. Teaching internet survival skills
is now as vital as reading and writing [27].

South Africa (SA) is multicultural. Language diversity and multilingualism make
SA diverse. This diversity of multiple official languages make communication difficult
[37]. Language and language policies affect how teachers educate and how learners
communicate. Kritzinger [18] examined if language affects cyber-safety awareness. The
results showed that many learners and teachers prefer cyber-safety awareness or ICT
instruction in their native language [18]. Thus, the South African government must
consider language while establishing cyber-safety awareness in schools [18].

This article examines SA schools’ cyber-safety awareness deliverables and teachers’
views on indigenous South African languages utilised for learning and teaching. The
study also examines school language rules and the challenges of promoting cyber-safety
in diverse languages. This article is organised as follows: Sect. 2 provides the methodol-
ogy of the study. Section 3 outlines the results and discussion through the 4-dimensional
layers developed in this study and Sect. 4 concludes the paper.

2 Methodology

In this study, a Systematic Literature Review (SLR) was adapted to search through the
identified literature. SLR is a rigorous and exhaustive approach to reviewing literature
that seeks to identify, evaluate, and synthesize all research evidence pertinent to a specific
research question. SLR have been useful in recognising the potential and problems asso-
ciated with putting cybersecurity awareness efforts in place in communities and schools
in South Africa. The search was limited to studies published between 2014 to 2023,
from different databases which includes Elsevier, Scopus, ScienceDirect, IEEE Xplore,
ACM, Springer, and Web of science. The selected search period was chosen based on
the currency in the selected articles, content, and scope. During the screening stage of
118 identified articles, title and abstract were examined to exclude irrelevant articles.
Reviewing the full text for research eligibility, further articles which did not contribute
to the research objective (i.e., “cyber- safety awareness education in schools, teaching
and learning, language policies”) were excluded. Hence 47 articles were included in the
literature review.

The research source type includes journals, articles, and conference papers. The
review was retrieved using the specific query as depicted in Table 1.
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Table 1. The Search Keywords.

Search Keywords

(Cyber* OR internet OR online OR web) AND (learner* OR child* OR pupil OR student OR
adolescent OR teen*) AND (systematic literature* OR review OR systematic* OR
meta-analysis) AND (risk OR danger OR safety OR threat OR harm)

(Awareness OR training OR guideline OR tool) AND (demographic*) AND (policy OR rules
OR protocol) AND (Recommendation* OR framework* OR standard*)

(Language in education* OR language* OR school Act* ICT instruction* learning & teaching
OR policies*)

(South Africa OR SA* South African Provinces) AND (School OR university OR college)
(Education OR implement* OR learn* OR class* OR lesson* OR teach*)

The keywords query and combinations were used for the successful search in the
literature.

2.1 Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA)

The researchers conducted the literature search following the PRISMA steps of identifi-
cation, screening, and inclusion of the articles. The PRISMA standards have beenwidely
accepted and used in SLRs by the scientific community to ensure that there is an accurate
review process, which increase the study’s validity, according to the authors. The study
used PRISMA to ensure a comprehensive, open, and objective review. As depicted in
Fig. 1, the PRISMA shows the number of records identified, how many records were
included and excluded.

2.2 Research Inclusion and Exclusion Criteria

Inclusion Criteria: The study included records that were: (i) written in English; (ii)
Search keywords appear in the title, abstract, or article keywords; (iii) Studies published
in journals during the period 2014–2023; (iv) Studies that focused on school leaners,
teachers, young people, other role-players and relevant to cyber- safety awareness edu-
cation or schools. Exclusion Criteria: (i) Studies published in languages other than
English; (ii) Studies that do not address the research questions or sufficiently identify
the subject; (iii) Duplicate research articles.

This paper has 3 research questions and are answered in the result section:

1. What is the importance of factors in promoting cyber-safety awareness in schools?
2. What are the tools/methods that teachers can use to promote cyber-safety awareness

in schools?
3. Does language and language policies have an impact on cyber-safety awareness

education system?



Language as a Moderating Factor in Cyber-Safety Awareness 447

Fig. 1. 2020 PRISMA flowchart indicating research strategy protocol.

3 Results and Discussion

Whilst it is crucial to know the factors influencing cyber-safety, it is also important to
consider how schools can implement the resources, knowledge, frameworks, educational
methods to strengthen the current state of cyber-safety. Literature identified all possible
factors that influence cyber-safety awareness. Table 2 depicts the literature matrix of
factors influencing cyber-safety awareness.

Table 2. Literature Matrix of Factors Influencing Cyber-Safety Awareness.

No. Authors Factors

1 Scholtz, Kritzinger, and Botha, 2019; Siddiqui
et al., 2020

Age

2 Abdullahi et al., 2021 Gender

3 Kortjan and von Solms, 2014; Fatokun et al., 2019 Educational Level

(continued)
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Table 2. (continued)

No. Authors Factors

4 Kritzinger, 2017; Rahman et al., 2020; Nkosi,
2020; Dlamini, 2020; Alhazmi et al., 2021;
DiPietro et al., 2018; Kim et al., 2015; Maluleke,
2019; Kretzer, 2018; Li et al., 2019; Li et al., 2018;
Sharafaldin et al., 2020; Soudani, 2019; Walter,
2020; Ragin et al., 2021

Language

5 Vazquez, 2019; Glober, Van Vuuren & Zaaiman,
2019

Geographical location

6 Makhitha & Ngobeni, 2021; Aghaei & Kian, 2021 Race

7 Kayastha et al., 2018 Employment status

8 Abdullahi et al., 2021 Religious affiliation

9 Mittal & Ilavarasan, 2019 Marital & parental status

10 Kayastha et al., 2018; Mittal & Ilavarasan, 2019 Financial status

11 López-Meneses et al., 2020; Solano & Peinado,
2017

Socioeconomics

12 Kritzinger, 2020; Smith et al., 2014 Knowledge

13 Livingstone & Helsper, 2020; Makhitha &
Ngobeni, 2021

Ethnicity

14 Farhangpour et al., 2019; Hendrix et al., 2016;
Kritzinger, 2017; Mabitle & Kritzinger, 2020

Educational tools & methods: Video games,
brochures, e-Learning

15 Asfoor & Rahim, 2018; Hashim &Mahamad, 2017 Computer literacy status

16 Mabitle & Kritzinger, 2020; Walaza et al., 2014 Awareness

17 Crawford, 2019; Gcaza & von Solms, 2017 Educational frameworks

18 Department of Communications (RSA), 2010;
Dlamini et al., 2011; Kritzinger & Solms, 2012

Policies & procedures

19 Gcaza et al., 2019 Govender & Skea, 2015;
Mabitle & Kritzinger, 2020

Resources

20 Huda et al., 2017; Kritzinger, 2016; Livingstone et
al., 2015; Mabitle & Kritzinger, 2021

Learners’ differences

21 Aghaei & Kian, 2021; Skea, 2015; Makhitha
&Ngobeni, 2021

Internet experiences

22 Eddie et al., 2016 Context

23 Fatokun et al., 2019; Cox et al., 2004; Smith et al.,
2019; Al-shanfari et al., 2020

Motivation Self-efficacy, response efficacy,
perceived level of Severity

24 Ong’ong’a, 2021; Kritzinger, 2016 Skills

The study’s findings classified 24 socio-demographic and operational impacting
factors through a systematic literature review. Following the process of determining these
factors, language is recognized as a factor that indicates a gap in promoting awareness
in South African schools. According to the literature, minimal study has been conducted
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on how language affects cyber-safety knowledge in schools. Thus, the research findings
below are structured according to the proposed research questions.

3.1 The Importance of Factors in Promoting Cyber-Safety Awareness in Schools

According to the literature review, there are numerous factors that can contribute to
promoting cyber-safety awareness in schools. As technology becomes more ingrained in
our lives, cyber- safety is becoming more important. Promoting cyber-safety knowledge
in schools can assist reduce cyber risks and to prevent learners from unconsciously
engaging in prohibited online behaviours such as piracy or sharing improper content
[22]. Promoting cyber-safety awareness in schools requires a holistic strategy that entails
education, policies and procedures technology, social influence, parental involvement,
continuous training, and support. Therefore, schools must be aware of these factors and
tailor their cyber-safety education programs to address the unique needs and challenges
of their learners.

The Process of Identifying Factors for Cyber-Safety Awareness
Identifying factors for cyber-safety awareness through a literature review entails eval-
uating relevant academic research and publications acquire information on how vari-
ous factors may influence individual’s awareness and comprehension of cyber-safety
practices. In this study the process involves 4 steps as depicted in Fig. 2 below.

Fig. 2. Steps for identifying factors for cyber-safety awareness.

Step 1: In this step, defining the research scope, literature search, inclusion & exclu-
sion, data extraction, data synthesis & analysis, interpretation & discussion were consid-
ered to successfully execute the search of factors that positively influence cyber-safety
awareness in schools. The step examined socio-demographic factors of interest such
as age, gender, language, race, educational level marital status, financial, employment,
socioeconomics, religion affiliation and geographical location.

The review revealed that these factors play an imperative role in promoting cyber-
safety awareness in schools. For instance, [13, 17] study demonstrated that younger
learners in SA exhibited lower levels of cyber-safety knowledge than their elders. The
age-related inequality in awareness can be linked to younger learner’s lack of experience
and developmental stage. Therefore, learners tend to be more vulnerable due to the
knowledge and skills to navigate online platforms safety. After identifying all these,
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this study selected language as the factor of choice to further investigate how language
impact raising of cyber-safety awareness in schools. Language was also chosen since SA
has 12 official languages, which can influence how learners are being taught in schools
considering that most learners speak different languages. Thus, step 2 was introduced.
Step 2: Language as the moderating factor in awareness among South African schools.
Language barriers can make it difficult for learners to obtain cyber-safety knowledge
and academic materials, especially when the materials are mostly provided in a language
which learners may not be proficient in [17].

Step 3: Operational influencing factors were searched through the literature follow-
ing the similar processes used in step 1. In this step, factors are identified to represent the
broader social and cultural settings in which learners and teachers operate. According
to the literature, there is insufficient cyber knowledge, a lack of policies and procedures,
and an educational framework that serves as methods to promote cyber-safety awareness
in schools. Thus, it is important for this step to highlight all necessary factors to advance
understanding, promote consciousness, and affect behavioural change in schools. For
schools to implement effective strategies about cyber awareness it is important to under-
stand the educational tools and methods to enhance the state of awareness in schools.
Therefore, step 4 was considered.

Step 4: This step focuses primarily on the educational materials and delivery strate-
gies. The school environment must provide learners with adequate training and tools
to guarantee safe internet technology use. For instance, video games, pamphlets, and
academic material have improved school cyber-safety knowledge [5, 12, 21] The review
identified the importance of integrating cyber- safety education into the formal cur-
riculum, providing teachers with essential training, and promoting a whole-school app-
roach to cyber-safety [19, 25]. However, the studies also highlighted shortcomings in
cyber-safety education implementation, especially in under-resourced schools.

Dimensional Layers
This study classified all identified factors into four dimensions: socio-demographic,
selected factor, operational, educational tools, and methods factors. Figure 3 depicts
dimensional mapping of the factors. Figure 3 shows factor-dimensional layer mapping.

The study then mapped the socio-demographic factors with other factors that influ-
ence cyber-safety, this is vital for developing effective strategies and interventions to
improve cyber- safety. Mapping socio-demographic factors with other variables that
influence cyber-safety awareness is essential for generating personalized interventions,
detecting risk factors, integrating cultural considerations, bridging digital gaps, and
developing successful regulations. Teachers may increase cyber-safety awareness and
empower learners to navigate the online world safely by considering the characteristics
and demands of different communities. In addition, mapping these factors assists in iden-
tifying groups that may be more vulnerable or encounter unique issues in terms of online
safety. Understanding these disparities enables interventions to be created that specifi-
cally meet the needs and issues of various communities, resulting in tailored awareness
and education. Mapping factors and dimensional layers help improve how school role
players (principals, teachers, School Governing Body (SGB)) engage with school com-
munities (parents or guidance) to implement and promote knowledge of school language
rules and procedures. This method improves curriculum planning for safe, responsible,
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Fig. 3. Dimensional layers with factors that influence cyber-safety awareness.

and ethical online activity. Language policies will be used to evaluate educational deliv-
erables. Finally, the method will help create complete policies that reflect teachers’ and
learners’ teaching and learning practices, technology, and tactics.

First Dimensional Layer: Socio-Demographic Factors - The literature revealed that
socio-demographic factors affect school learners, instructors, and parents’ cyber-safety
awareness [21]. Scholtz et al. [34] found that early cyber-safety education in South
African schools is crucial. The school atmosphere lacks cyber-safety understanding that
may improve both genders’ internet safety. According to Fatokum et al. [10], rural ICT
adoption is hampered by lack of awareness, lack of skills, high internet costs, security
concerns, and social pressure. Cyber safety issues increase with poorer education. Thus,
schools must educate cyber-safety knowledge to safeguard learners from cyber-attacks
and cyber-bullying. This layer examines how socio-demographic factors affect cyber
safety knowledge among South African kids, teachers, and parents. Early exposure to
and teaching in cyber-safety can help learners grasp internet safety, according to the
researchers. Studies [11, 34] underline the importance of cyber-safety education in cur-
riculum. Scholtz et al. [34] believe schoolchildren should understand cyberthreats and
protect themselves against cybercrime. The study by Fatokun et al. [12] emphasized
that knowledge and expertise also help rural ICT adoption. Schools can improve cyber-
safety knowledge and encourage safer access to the internet by identifying and address-
ing the difficulties and requirements for learners based on their socio- demographic
backgrounds. Using inclusive and culturally sensitive approaches will guarantee that all
students have the knowledge and abilities to properly navigate the digital environment.

Second-Dimensional Layer: Operational Factors -
This study found barriers to introducing ICT and cyber-safety awareness into the school
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system and classrooms for teaching and learning. Kritzinger [18] lists role-player igno-
rance, lack of finances for ICT equipment, policies/procedures, and teacher training as
cyber-safety awareness factors. In recent generations, these characteristics have become
transparent and strengthened ICT use in education and the classroom. ICT in schools
has made learners and instructors targets of cyber-attacks and cybercriminals [7]. South
African schools will use teaching resources and practises to improve ICT and cyber-
safety awareness. This section discusses the challenges of incorporating ICT and cyber-
safety into South African classrooms. Role-player ignorance, a lack of ICT equipment
funding, regulations and procedures, and teacher training all hinder cyber-safety knowl-
edge. However, the current generation has increased school ICT acceptance and open-
ness, offering cyber-safety solutions. Kritzinger’s research supports this assumption,
emphasising the importance of stakeholder knowledge and investment in infrastructure
and training to effectively adopt ICT and cyber-safety practises in schools [18]. ICT in
schoolsmakes themmore vulnerable to cyberattacks, necessitating strong cyber-security
measures.

Thus, South African schools’ second-dimensional layer is ICT and cyber-safety edu-
cation. To lessen cyberthreats and crimes, educators, learners, parents, and administrators
should have better access to these technologies. Studies [15, 37] demonstrate the need
for effective training and education programmes to improve cyber-safety awareness and
resilience in different scenarios. Siponen et al. [37] believe training and awareness cam-
paigns can improve company security culture and reduce employee cyber-risk behaviour.
Kim et al. [15] also stress the need for education in cyber-security.

3.2 The Tools/Methods that Teachers Can Use to Promote Cyber-Safety
Awareness in Schools

Research question 2was answered through third the dimensional layer: educational tools
and methods. According to the literature reviews, there are many delivery methods for
raising cyber-safety awareness and improving the educational systems [2, 3, 19, 25, 47].
Gamification helps teachers teach cyber security. Yardi et al. [46] found that quizzes and
games increased student engagement and cyber security knowledge retention.Davis et al.
[8] found that gamification increased student engagement in SouthAfrican cyber security
training curricula. Cybersecurity awareness can be taught through simulation. DiPietro
et al. [9] and Alhazmi et al. [4] showed that cyber security simulations improve cyber
threat awareness and reaction. Virtual worlds, role-playing games, and incident response
simulations are examples. According to Seyal et al. [36] and Rahman et al. [32], teachers
promote cyber security awareness by using case studies. These case studies assist learn-
ers grasp real-world circumstances and cyber security risks. Case studies help learners
grasp cyber risk prevention and mitigation. Furthermore, interactive presentations and
examples help kids comprehend cyber security. According to Li and Markettos [24]
and Bocij et al. [6], interactive presentations and demonstrations promote learning and
student engagement. These presentations may show hacks in real time or teach digital
device security. To add on, teamwork and collaborative framework can also help pupils
comprehend cyber security. Peer mentoring, team-based exercises, and group projects
improve cyber security knowledge and abilities, according to Ragin et al. [31] and Wal-
ters [44] Learners can work together, share ideas, and learn from each other throughout
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these activities. The literature defines how schools may enhance cyber-safety awareness
through educational materials, tools, and processes. Video games, pamphlets, and aca-
demic material have improved school cyber-safety knowledge [11, 25, 47]. Vanderhaven
et al. [42] used a serious game to study the teacher’s role and influence in the classroom,
while Kumar et al. [22] used storytelling and games to teach cyber-safety. This study
used a dimensional approach to employ factors and educational approaches or training
tools. Teachers can use this method to improve language instruction and follow school
language policies.

3.3 Language and Language Policies Have an Impact on Cyber-Safety Awareness
Education System

Research question 3 of this studywas answered through a fourth dimensional layerwhich
is the selected factor of the study. Language and language policies have a considerable
impact on the development of cyber awareness education systems. The language used to
give cyber-safety awareness instruction is crucial to its success. Language affects peo-
ple’s understanding of cyber-safety ideas and protocols. According to research, using the
learners’ native language or a language in which they are fluent improves understanding
and engagement with the content [15, 30]. [31] a study by the Journal of Cybersecurity
Education, Research, and Practice indicated that employing learners’ native languages
in cybersecurity education improved comprehension and memory of the concepts. The
delivery of cyber-safety instruction in languages that are widely spoken and under-
stood by the target audience must be given priority in educational programs to address
this. Li’s [23] research suggests that language may affect how individuals understand
cyber security or cyber-safety practises and behaviours in a global context, as many lan-
guages lack exact terminology, making it difficult to express cyber security principles.
Sharafaldin et al. [39] and Soudani [40] underline the importance of linguistic variety
in cyber security awareness education initiatives in Europe and the Middle East. These
studies suggest that a common language helps communicate cyber security information
and recommended practises across disparate groups [40]. Cyber-safety materials, rules,
and policies should be translated and localized into multiple languages to ensure greater
accessibility. According to research, translation and localization are critical in reaching
out to varied linguistic populations. According to [24], translating instructional resources
into many languages guarantees that people from different languages can benefit from
the knowledge and acquire a greater understanding of online safety behaviors. This
strategy overcomes the language barrier and ensures that critical cyber-security infor-
mation reaches a larger audience [24]. South Africa’s heterogeneous and multilingual
population makes cyber-safety awareness marketing challenging. Nkabinde and Chauke
[29] found linguistic barriers in cyber-safety and cyber security awareness programmes
in South Africa. Kretzer [17] examined South African classroom language from teach-
ers and learners in Limpopo Province, South Africa. The finding shows that teachers
employ multiple languages to teach concepts and start sentences in English and switch
to Sepedi [17]. The province’s mother tongue is African Sepedi. Code-switching uses
two languages to assist learners understand concepts presented in the classroom [10, 27].
Teachers said language swapping helps learners grasp classroom concepts. The school
language policy prohibits code-switching in most South African classes. The report
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underlines the importance of language diversity in cyber security awareness courses
given the nation’s many languages. The study found that South African languages had
different cyber security vocabulary, making it difficult to understand and communicate
cyber security and cyber-safety principles. Community leaders and activists who speak
the local language and language-specific training materials should be used to reach more
people.

It is crucial to note that language policies in South Africa may differ between schools
and provinces. The South African government has issued guidelines and frameworks to
help schools adopt language policies, but implementation varies depending on local
context and resources [4, 9, 44].

4 Conclusion

Language plays an important role in moderating cyber-safety awareness among school
learners in South Africa. The research evaluation shows that language helps South
Africans understand cyber- safety. South Africa has 12 official languages, including
English, therefore language diversity must be considered while promoting cyber-safety.
Thus, it’s crucial to emphasise internet safety’s benefits rather than its threats. The socio-
demographic and operational factors suggest that schools should prioritise cyber-safety
awareness to educate learners and staff about the risks of using the internet and social
media. This study also shows that cyber-safety’s mediation role in language learning
and instruction may be understudied, suggesting various areas for further investigation.
Safety-oriented leadership behaviour has been studied more in recent years, mostly in
the USA. To improve learning, teachers should be aware of their learners’ linguistic
preferences and needs.
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Abstract. Using Internet of Things (IoT) devices and data analysis techniques can
potentially transform how universities approach improving student achievement.
In this sense, the project is based on implementing a remotely operated pneumatic
bank applying IoT for university education. With this technology, it is possible to
obtain information about the factors that impact student achievement and design
targeted interventions to help students improve their performance. The control
systemwith low-cost technologywas developed with Raspberry Pi, AnyDesk, and
Canvas LMS for the remote connection. The experiment was carried out with two
groups of 7 people, and it was identified that there are correlations of 0.87 and 0.62
between the performance of the students and the time they dedicate to studying and
the hours they spend on the platform; this suggests a positive correlation between
these variables. Therefore, as students spend more time studying and spending
more hours on the platform, they aremore likely to achieve better academic results.
On the other hand, the study time of the group of students who used the bank
remotely increased by 32% compared to those who used the bank in person;
therefore, we can infer that with the implementation of the IoT, the use of the
system is encouraged. Finally, based on the insights gained from the analysis,
targeted interventions can be designed to help students improve their academic
performance.

Keywords: Pneumatic · University Teaching · IoT · Remote learning

1 Introduction

Data analysis is an extremely powerful tool that allows us to examine, clean, transform,
and interpret large amounts of information, with the aim of obtaining valuable insights
formore efficient decision-making [1].Accompanied by visualizations such as tables and
graphs, this process becomes a potent instrument for understanding patterns and trends.
In our specific case, we have applied data analysis to enhance the real-time performance
of university students by utilizing the Internet of Things (IoT).

The accelerated technological advance of processes, techniques, and work methods
built since the 1970s has generated challenges for researchers. At the same time has
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allowed the development of numerous systems, products, and services that make life
easier for humans [2]. Likewise, it has contributed to the communities in general, to
the industrial sector with the continuous improvement of the means of production, and
muchmore in the educational environmentwith the development of didactic and intuitive
systems [3].

The growth of new IoT technologies has generated innovative learning methods in
colleges and universities, and they are being applied more frequently in educational
institutions. This improves the teaching and learning process and allows for a more
personalized education based on the results [4].

Face-to-face education has had to rapidly evolve and adapt to the digital age due
to different natural and human phenomena [5]. Therefore, the Internet of Things (IoT)
application has become required to connect real physical space with digital one [6].

The Internet of Things is an emerging trend fast becoming an integral part of our
lives. This technology offers endless new opportunities to access, collect and share
information. So, it fosters and builds human beings with critical, creative, and ethical
thinking [7].

An investigation carried out in Bandung, Indonesia, showed the creation of a graph-
ical interface for the remote use of a laboratory and allows its manipulation through
a remote-controlled computer. This study concludes that it is necessary to obtain a
good quality operating system and an interface that allows students to access remote
laboratories without any limitations [8].

In the study conducted by [9], a framework is presented that includes guidelines for
the use of technologies in the classroom. The results obtained conclude that students
who used this IoT-based framework achieved better academic performance compared to
those who did not use it. This suggests that incorporating IoT in education could be an
effective strategy to enhance university students’ performance.

In the same context, the study by [10] demonstrates the positive impact of IoT
interaction in higher education through smart laboratories. This innovative integration
allows students to conduct real-time experiments and receive immediate feedback. As
a result, a significant improvement in academic performance, a better understanding of
concepts, and a notable increase in motivation to learn are observed.

However, the modernization of virtual education has been affected by the lack of
economic, logistical, and digital cultural resources. The government and educational
institutions are budgeting for platforms and technology that meet this demand in edu-
cation. This will allow students to better understand how mechanical systems interact
with technology [11].

Several researchers have shown themany IoT applications. For example, systems that
allow remote laboratory practiceswithmicrocontrollers,machine vision, and automation
through a mechanical structure and software can be designed.[12] designed and imple-
mented a didactic trainingmodule that allows students to improve their automation skills,
thus preparing them to solve industrial problems in real life.

Also, [13] proposes the inclusion of the IoT to modernize teaching methods with a
university approach, creating a harmonious environment for autonomous teaching and
learning. This research proposes a low-cost system to manipulate a pneumatic test bench
in real-time.
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An article published by [14]automated a hydraulic process through the internetwith a
low-cost microcomputer (Raspberry Pi) without using expensive computer equipment as
required by the case. On the other hand, he proposed [15]an electro-pneumatic laboratory
prototype to support the teaching of industry 4.0 and virtual remote laboratories, mainly
using a platform of a web browser and a PLC.

On the other hand, [16] mentions that the education sector was severely affected in
the areas where it is required to manipulate physical variables. To overcome this, remote
and virtual laboratories are implemented. So that students can carry out their practices
in a real laboratory and manipulate them remotely through the Internet. This research
proposes to recreate the real conditions of the environment through applied technology.

In this sense, the use of IoT in higher education can provide valuable data for the
analysis of student performance. However, some ways IoT can calculate and improve
student performance have not been presented.

Collecting data on student behavior, such as class attendance, activity participation,
time spent studying, and test and homework results, can determine if there are correla-
tions between attendance and test results. In addition, areas for improvement in student
achievement are identified. If the data shows that many students have difficulty with
a particular topic, steps can be taken to improve the teaching of that topic. Therefore,
this information can be used to personalize student learning by providing additional
resources or assigning them additional tasks to help improve their understanding.

Mentioned that we hypothesize that students can improve their performance and
work autonomously by interacting with a remote pneumatic bench that simulates an
industrial process. Pneumatics is a widely used technology in the industry for process
automation, and students of mechanical, electrical, electronic, and mechatronic engi-
neering must have a solid understanding of the concepts and applications of pneumatics;
this understanding can be enhancedwith the implementation of remote systems applying
the Internet of Things IoT.

This IoT pneumatic bank will consist of a set of pneumatic elements, a control
system, and sensors connected to the Internet. Students can control the bank through a
web application and see the data collected by the sensors in real-time. This will allow
them to experiment with different configurations and understand how changes to the
system affect their behavior. In addition, students can access the pneumatics bank from
anywhere with an Internet connection, allowing them to work and learn remotely.

This system is designed to promote remote education. It aims to provide a modern
and practical educational tool for teaching pneumatics in university education, allowing
the analysis of student performance. Additionally, implementing an IoT platform will
allow students to gain experience in emerging technologies in the engineering field,
giving them an advantage in the job market.

The rest of the document is as follows: Sect. 2 will present the method, Sect. 3 will
describe the results, and Sect. 4 will present the results and conclusions of the study.

2 Method

For the development of this prototype, concurrent engineering was applied to improve
the design quality, manufacturing costs, maintenance, and time in the development cycle
[17].
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2.1 System Design

The proposed bank control system allows the operation of 3 single-acting cylinders,
and we have chosen the Python programming language. The execution of the opcode is
done using an interface connected to VNC Viewer. The system architecture is designed
according to the block diagram in Fig. 1. The system’s results are stored in a database
for later analysis.

Fig. 1. System control structure.

Solenoid valves that are easily available in the local market were used. Through a
website with an administrator and user account, it will be possible to enter the system
to carry out the respective pneumatic practices. In addition, the System has a camera to
monitor actions in real-time.



Data Analysis for Performance Improvement of University Students 461

2.2 Hardware

The IoT-controlled automatic control bench for university teaching (Fig. 2) consists of
the following:

Fig. 2. System architecture.

Raspberry Pi 4. The Raspberry Pi 4 module supports various programming languages
such as Python, C ++, Perl, and Ruby. It uses several types of processors; it is a mini-
computer that performs basic tasks such as browsing the Internet and sending emails
and is compatible with open-source operating systems and applications. It has Bluetooth
5.0 and Wi-Fi 802.11 ac, USB DE 500mA, 2 GB RAM, and support for a 4k monitor.
This oversees communicating once the relays are activated and the operation process
between the pneumatic control banks.

Logic Level Converter. A device used to convert logic levels from 3vcc to 5vcc or vice
versa, it was used since the signal supplied by the Raspberry Pi4 is 3.3vcc, and the relay
module works with 5vcc.

Module Relay. This device is a switch to control high voltage loads up to 250V/10A
with a small signal. It is compatible with Arduino, Raspberry, ESP8266, Teensy, and Pic.
Easily handle loads such as motors, lights, solenoids, and solenoid valves. It activates the
NO output when receiving a logical 0 (0V) and deactivates it when receiving a logical
1 (5V).

12vdc and 5vdc supply. Also known as a power supply, they transform alternating
current into direct current and supply power to electronic devices connected in the
circuit.

Figure 3 shows the prototype assembly that consists of an ESP8266 microcontroller
and Raspberry Pi 4 microprocessor + Ethernet/WiFi and communicates through the
MQTT protocol. It has a rectangular area of 40 m2, a height of 40 cm, and a width of
15 cm.
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Power supply

Module Rele

Ways GPIO

Fig. 3. IoT prototype assembly with ESP8266 and raspberry Pi4.

2.3 Software

The communication interface is the media and protocols for bidirectional data transfer
between the computer and the controller card. Through WiFi technology as a means of
communication, the operation code is executed in the pneumatic control bench. Through
theMQTTprotocol, the SSL/TLS protocol can be integrated, allowing computer systems
to communicatewith each other on the Internet in a securemanner. In addition, the system
can be run in two ways from the web or by installing the App.

2.4 Operations

The system’s operation is effortless to manipulate; once the VNC Viewer application is
installed, the student can check the system’s interface, where he can make the desired
programming code and check the operation process of the tire bank in real time. The
remote connection will be made through AnyDesk, and the records are made through
the Canvas LMS of the University. Figure 4 shows the control box and the webcam that
allows real-time viewing of the bank’s operation.

Fig. 4. Control box and webcam for real-time monitoring.

This type of bench is used in tests and trials of valves, cylinders, actuators, and
other pneumatic components to determine their capacity and efficiency under different
conditions. The operation of the remote pneumatic bench involves the following steps:
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Connect theCompressedAir Source. TheRemote Pneumatic Bench requires a source
of compressed air to function. Therefore, the laboratory operator, who connects the
compressed air source to the remote pneumatic bench, performs the first task. The air
pressure supplied to the source will depend on the system requirements.

Connect the Pneumatic Components. Once the compressed air source is connected,
the operator connects the pneumatic components to be tested. Depending on the planned
practice, these components may include valves, cylinders, actuators, and other devices.

Set the Pressure and Flow. The next task is to set the pressure and airflow in the
pneumatic circuit, which can be accomplished by using pressure regulators and flow
control valves.

Start Remote Testing. Once the pressure and flow conditions have been established,
remote testing on the pneumatic components can be started. The tests may involve
the simulation of different load and pressure conditions to determine the capacity and
efficiency of the components.

Evaluate the Results. After testing, the results must be evaluated to determine if the
pneumatic components meet the system requirements. If they do not, modifications or
adjustments to the design may be necessary.

Shut Down the System. Finally, the system must be shut down and the compressed air
source disconnected.

2.5 Analysis of Data

The analysis of student performance was carried out with the Canvas LMS system that
collects data on student performance, such as the time they spend studying, the hours
they spend on the platform, the queries made, etc. The Python programming language
was used to analyze these data and obtain useful information about student performance.
The process is shown below:

Collect Data. Data were collected from 14 students, and data were collected from IoT
devices. This was done by connecting to the Canvas LMS system and storing the data.

Prepare the Data. Data cleaning and preparation for analysis were performed. This
includes removing duplicate or irrelevant data, removing outliers, and normalizing the
data.

Analysis of Data. To analyze data, the Pandas and NumPy libraries of Python were
used to carry out the analysis. Pandas to generate descriptive statistics on time students
spend studying and NumPy to generate the matrices.

Data Visualization. To visualize the results, the Python Matplotlib and Seaborn
libraries were used. This allows you to visualize patterns and trends in the data more
clearly and understandably.

Performance Reports. Finally, the data analysis and visualization results were used
to generate reports on student performance. These reports can be helpful for faculty and
university administrators to assess student performance and make data-based decisions
to improve the teaching and learning process.
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3 Results

Undoubtedly, the implementation of IoT in the teaching process is a vital tool to improve
students’ performance and achievement. However, there arises a threat of excessive
dependence on technology, which could diminish students’ ability to solve problems
analytically and critically without constant reliance on these tools.

While the data presented below showan improvement in students’ performance, there
is also the possibility of a technology dependency. This raises a question of how to find
an appropriate balance between the benefits of using technology without compromising
students’ analytical skills. To address this issue, it is recommended to use technology as
a complementary tool rather than a substitute for problem-solving and critical reasoning.
This ensures that students develop their analytical abilities and become capable of facing
challenges thoughtfully and independently.

This section presents the results of the analysis of student performance. The corre-
lation between the student’s performance with the time they dedicate to study and the
hours they spend on the platform were analyzed.

Fig. 5. Relationship between attendance and test results.

Figure 5 shows a correlation of 0.87 between student performance and attendance;
this suggests a robust and positive correlation between these variables. This means that
as students spendmore time attending tutorials and spendingmore hours on the platform,
they are more likely to achieve better academic results.

Figure 6 shows a correlation of 0.62 between student performance and the time they
spend studying, suggesting a moderately strong and positive correlation between these
two variables. This means that, in general, students who spend more time studying tend
to have better academic results.

Figure 7 shows the study time of the students who used the bank in person—having
an average of 6.0 h and an average grade of 6.4.
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Fig. 6. Relationship between study times and test results.

Fig. 7. Study time histogram without IoT.

Figure 8 shows the study time of the students who used the bank remotely. The
average remote use of the platform is 7.2 h per month and an average grade of 8.5,
representing an increase of 20% and 32%, respectively. As mentioned, it can be inferred
that using IoT technologies allows students to access additional learning resources and
unavailable tools. This can include learning progress tracking devices, online learning
materials, andother digital resources that can improveperformance andmotivate students
to study more.
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Fig. 8. Study time histogram with IoT.

4 Conclusion

A correlation of 0.87 and 0.62 was obtained between student performance, the time they
spend studying, and the hours they spend on the platform; this suggests a positive corre-
lation between these variables. Thismeans that as students spendmore time studying and
spending more hours on the platform, they are more likely to achieve better academic
results.

This correlation can be an essential signal for educational institutions and teachers.
It indicates that the time students spend on the platform and their dedication to studying
are significant factors that can directly affect their performance. However, it is essential
to consider that correlation does not necessarily imply causation; we cannot conclude
that the time students spend studying and on the platform is the only cause of their good
academic performance. There may be other influencing factors, so further analysis is
needed to determine the causal relationship between these variables.

Finally, the average use of the platform is 7.2 h per month, and the average grade is
8.5; therefore, there is an increase of 20% and 32%, respectively. Consequently, it can
be inferred that IoT technologies have allowed students to study more efficiently and
possibly increased their interest in developing internships. However, it is also important
to note that excessive use of IoT technologies can distract students and reduce effective
study time.
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Abstract. The tourism industry has witnessed significant growth and transfor-
mation in recent years, becoming one of the most dynamic sectors globally. With
the increasing number of tourist arrivals, the integration of cutting-edge tech-
nologies, including Computer Reservations Systems (CRSs), Global Distribution
Systems (GDSs), the Internet, and various contemporary smart technologies, has
not only enhanced the convenience and efficiency of travel but has also revolution-
ized consumer behavior and expectations. Modern travelers demand personalized
and tailored experiences that cater to their individual preferences and interests.
Understanding the technological effect of so-called smart tourism on the tourist
experience is crucial for companies and tourist destinations to remain competitive
in the rapidly evolving scenario. This article aims to provide a comprehensive
review of the influence of smart tourism technologies on the tourist experience.
By synthesizing the latest research, examining industry practices, and analyzing
tourist behaviors through surveys, we explore the ways in which technology has
reshaped the tourism experience.

Keywords: Tourism · Smart tourism technologies · Costumer’ journey

1 Introduction

Tourism has experienced remarkable growth in recent years, emerging as one of themost
dynamic and rapidly evolving industries worldwide. According to the World Tourism
Organization (UNWTO), international tourist arrivals reached 1.5 billion in 2019, mark-
ing a 4% increase compared to the previous year [1]. This surge in global travel has been
fueled by various factors, including rising disposable incomes, improved transportation
networks, and the proliferation of digital technologies.

In our modern society, technological innovations have become an integral part of
our daily lives, transforming the way we communicate, work, and interact with our envi-
ronment. From smartphones to artificial intelligence, these advancements have reshaped
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industries across the board, and the tourism sector is no exception [2]. The integra-
tion of cutting-edge technologies has had a profound impact on every aspect of the
travel experience, from trip planning and booking to on-site exploration and post-trip
engagement.

The convergence of InformationTechnology (IT) and tourismhas been ongoing since
the 1970s, leading to a transformative impact on tourism products and services. Over
the years, tourism has evolved into a sophisticated ecosystem that incorporates various
technological advancements, including “Computer Reservations Systems (CRSs) in the
1970s, Global Distribution Systems (GDSs) in the late 1980s, the Internet in the late
1990s” [3], and smart technologies in the 2010s.

The integration of technology in the tourism industry has not only enhanced the
convenience and efficiency of travel but also transformed consumer behavior and expec-
tations. Travelers now demand personalized, tailored experiences that cater to their indi-
vidual preferences and interests [4]. As a result, tourism businesses and destinationsmust
adapt and embrace innovative technologies to remain competitive in the ever-evolving
landscape.

This article aims to provide a comprehensive reviewof the impact of the smart tourism
in the tourist’s experience. By examining the latest research, industry practices and using
surveys to analyze tourist behaviors, we will explore the ways in which technology has
reshaped the tourism experience.

2 Smart Tourism

Smart Destinations are a particular category of smart cities. It applies the principles of
smart cities to urban or rural areas and includes the needs of both locals and visitors [5].
Numerous intelligent tourism endeavors in Europe originated from smart city initiatives,
consequently resulting in the emergence of smart tourism destinations in the European
tourism industry [5, 6].

The concept of smart tourism encompasses various smart components and layers
that are supported by information and communication technologies (ICTs) [7]. The first
layer is the smart information layer, which focuses on gathering data. The second is
the smart exchange layer, which enables connectivity between different components.
Finally, the third layer is the smart processing layer, which handles tasks such as data
analysis, visualization, integration, and intelligent utilization [8]. The smart tourism
must be able to meet the requirements of “short-term economic needs and long-term
sustainable development” [9]. According to the World Tourism Organization, smart
tourism has characteristics such as “clean, green, ethical, quality, among others” [10].

Several studies, such as Huang et al. 2017; Lee et al. 2018; No and Kim 2015,
suggested a conceptualization of Smart Tourism Technologies (STTs) “attributes
that include four key elements, i.e. accessibility, informativeness, interactivity, and
personalization. A fifth attribute, security, was put forward” [11].

Accessibility pertains to how easily individuals can obtain and utilize information
from various STTs at tourism destinations. High levels of accessibility enhance the ease
of use, enabling tourists to access more information and improve their overall travel
experience and satisfaction with the destination (Huang et al. 2017; Tussyadiah and Fes-
enmaier 2007, 2009) [12, 13]. In recent studies, Jeong, M. and Shin, H. demonstrated
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that accessibility was not a main factor for tourists to maximize the memorability of
their experience [14], only six percent of those interviewed considered accessibility as
relevant. This might be due to the present technological setup of smart tourism desti-
nations, specifically because the cities chosen for this research were all advanced smart
cities located in the United States and had ample bandwidth capacity.

Informativeness refers to the qualitative effect and sense of reliability of the indi-
cations given by STTs about the various choices and places to visit. Studies show that
there is a significant correlation between “informativeness and tourists’ perceptions of
the destination” [15]. In a study on social media, Chung and Koo (2015) found that
“the reliability of information is a determining factor of the value of social media in
information seeking by tourists” [16].

The interactivity of STTs refers to the reciprocal communication among stakehold-
ers.User participation enables these technologies to providemore applicable and relevant
information, which facilitates the efficient search for travel information.

Personalization involves offering customized services that meet tourists’ specific
needs, maximizing their travel experience and satisfaction with smart tourism desti-
nations. Research shows that personalized services positively influence satisfaction by
reducing the time spent on information search [17, 18].

Security pertains to the level of privacy maintained for confidential data during dif-
ferent transactions [19]. Within tourism destinations, the adoption of STTs is influenced
by how tourists perceive the protection of their privacy and personal information [20]. If
tourists perceive a potential endangerment to the security of their personal information,
they will refrain from completing the transaction due to apprehensions regarding privacy
and safety [21–23].

Intelligent tourist destinations provide smarter technologies (i.e., artificial intelli-
gence, cloud computing, IoTs, and mobile communication) to collect and distribute
information about the place without the tourist being there and offer efficient tourism
resources [24].

Many cities already have smart tourism as such technologies can be an integral part of
their overall satisfactionwith the destination and their revisit intention, examples of smart
tourism technologies (STT’s) include cloud computing, “ubiquitous computing, Internet
of Things (IoT) and connectivity through Wi-Fi, near field communication (NFC), and
radio-frequency identification (RFID), sensors, smartphones, beacons, virtual reality
(VR), augmented reality (AR), mobile apps, integrated payment methods, smart cards,
and social networks sites, etc.” [25] (Fig. 1).

Barcelona, for example, offers travelers interactive bus shelters that not only pro-
vide information about tourist attractions and bus schedules, but also have USB ports
for charging mobile devices. Additionally, the city provides bicycles throughout the
city, which can be located via a smartphone app, promoting eco-friendly transportation
(http://smartcity.bcn.cat/en/bicing.html). In Hamburg, Germany, an important project
is the “Tourismus Suite”, which is a mobile app designed to offer tourists real-time
information, this app covers a wide range of topics including tourist attractions, events,
transportation, dining options, and lodging, and also enables users to customize their

http://smartcity.bcn.cat/en/bicing.html
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Fig. 1. The application of technology platforms in smart tourism development

itineraries and receive alerts about any special deals or promotions. Mexico has imple-
mented an interesting program involving virtual and augmented reality (AR) technolo-
gies to enhance the tourism experience, such technologies allows travelers to explore the
country’s top attractions, for example Mayan ruins and museums, creating immersive
experiences from the comfort of their own homes (https://www.visitmexico.com/vr/).

Given the importance of creating an optimal tourist experience and the growing
demand for information technology, hospitality and tourism establishments in smart
tourism destinations are increasingly collaborating with visitors to provide STTs that
can enhance and personalize travel experiences [26]. This trend is aimed at making the
travel experience more meaningful and dynamic for tourists.

3 Stages of a Smart Tourism

Smart Tourism Technologies serve as technological platforms utilized by tourists
throughout every stage of their decision-making process and customer journey [27,
28]. Those technologies have brought about a significant transformation in how tourists
strategize, engage with, and reminisce about their trips through the provision of real-
time updates and individualized suggestions. These innovative technologies enhance
the convenience and pleasure of travel for tourists, offering them a more seamless and
delightful experience.

The ‘customer journey’ framework highlights the significant role played by the visi-
tor/customer. It suggests that the customer’s experience is constructed over a prolonged
period, beginning before the actual experience and continuing after it, encompassing
both pre- and post-purchase stages. As a result, the ‘customer journey’ can be divided
into three distinct steps: These three steps are: a planning phase prior to the trip, where
you prospect what will be done; an active tourism experience during the trip itself; and,

https://www.visitmexico.com/vr/
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finally, a reflective phase after the trip, in which one considers the lived experience.
[29–31].

3.1 Prospective Phase (Pre-visit)

Before the trip, smart technologies can assist tourists with planning their itineraries,
booking travel and accommodations, and exploring their destination [32].

It is worth mentioning that when tourists are in the process of searching, comparing,
and planning their trip, they heavily rely on reviews that come from real experiences
and recommendations shared by their fellow travelers and social media influencers. This
demonstrates the significant level of trust they put in these sources while making their
travel-related choices [33, 34]. This is primarily due to the inherent risks associated
with purchasing tourism products. A growing number of tourists are now leveraging the
collective knowledge shared by fellow travelers on digital platforms, relying on user-
generated content (UGC) to gather insights that inform their decision-making process
[35]. Such knowledge, sourced from real experiences shared by other tourists on social
media, proves invaluable in mitigating decision-making risks [36].

Additionally, there is a group of tourists who actively use advanced technologies
to search for and obtain relevant information about tourist attractions. They do this
proactively to improve your understanding of these attractions and ensure a rewarding
and meaningful visit that enriches your overall travel experience [34, 37].

3.2 Active Phase (On Site)

During the trip, smart technologies can enhance the tourist experience by provid-
ing real-time information and personalized recommendations. The interaction between
humans and computers serves as a clear manifestation of tourists’ utilization of smart
technologies in tourism endeavors.

Examples of these technologies includeWearable devices that canmonitor a tourist’s
health and activity levels, while location-based services can provide targeted advertising
and promotional offers, augmented reality applications can also offer interactive experi-
ences, such as virtual tours and games. These technologies have the potential to enhance
and assist tourists in problem-solving, making their visits and journeysmore flexible [38,
39]. Additionally, they enable tourists to promptly share their feedback and comments
on their experiences in real-time.

3.3 Reflective Phase (Post-visit)

After the trip, smart technologies can help tourists preserve their memories and share
their experiences with others [40]. Social media is just one example that facilitates
the exchange of individual experiences with others via user-generated content (UGC),
including comments, images, videos, among others from any device [41], the tourists
also use these platforms to portray, reconstruct, and revisit their trips [42]. This process
forms a comprehensive chain of opinions that can influence their peers and potential
visitors. Wu and Yan’s study [43] revealed that documenting and publishing post-trip
experiences aids tourists in reinforcing and constructing their own tourism experiences,
while also influencing the decision-making behavior of potential tourists.
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4 Methodology

The main purpose of this study is to understand the impact of smart tourism in tourists’
experience. To achieve this objective, a quantitative research approach was employed,
utilizing an online survey technique.

The research instrument, a questionnaire, was divided into four sections:

(i) About the Tourist, in this section, questions were designed to gather information
about the respondents’ profiles, such as nationality, age, gender, marital status,
educational background, and monthly income;

(ii) Travel, this sequence of questions aims to comprehend the characteristics of the
respondents’ trips, i.e. Frequency, presence of companions, primary purpose of
travel, and which continents are usually visited;

(iii) The penultimate section is related to the usage of Smart Tourism technologies,
where multiple-choice questions were posed to the interviewee, asking them to
indicate which Smart Tourism technologies they use during their travel journeys;
and

(iv) Feedback, finally, there were questions regarding the tourists’ opinions about these
technologies, including their usefulness, ease of use, fulfillment of expectations,
contribution to a positive travel experience, and influence on their decision to visit
or revisit any tourist destinations.

5 Results

In total, 53 questionnaires were collected from travelers aged 18 years or older and they
were conducted for twoweeks. In Table 1 below, a summary of the profile of respondents
is presented.

The second part of the research tracks the travel profile of the interviewee. Thus,
Table 2 below presents a summary of the respondents’ travel profile.

Despite the interviewees being from different continents, the majority travels within
the European continent. This can be attributed to various reasons, such as the higher
cost of airfare for returning to their home countries, prompting them to stay longer in
Europe and explore the region. Additionally, travel between European Union countries
tends to bemore affordable due to lower expenses for tickets, accommodations, currency
similarity, and other factors, thus facilitating such trips.
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Table 1. Sample profile (n = 53)

Characteristics Frequency (n) Percentage (%)

Gender

Male 36 67,9%

Female 17 32,1%

Age group

18 to 24 45 84,9%

25 to 34 5 9,4%

35 to 44 1 1,9%

45 to 54 1 1,9%

55 to 64 1 1,9%

65 or more 0 0%

Educational level

High school 3 5,6%

Undergraduate student 48 90,6%

Postgraduate student 2 3,8%

Marital status

Single 49 92,5%

Married 4 7,5%

Divorced 0 0%

Widowed 0 0%

Monthly income

Under 740e 44 83%

740 to 1000e 5 9,4%

1001 to 1500e 2 3,8%

1501 to 3000e 1 1%

More than 3000e 1 1%

Nationality

Portuguese 20 38%

Brazilian 23 43%

Angolan 2 4%

Cape Verdean 6 11%

Mozambican 1 2%

Santomean 1 2%
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Table 2. Travel profile (n = 53)

Questions Frequency (n) Percentage (%)

How often do you travel?

Once a year 23 43,5%

Twice a year 14 26,4%

Three times a year 4 7,5%

Four or more times a year 11 20,8%

Usually travels:

Alone 14 26,4%

Accompanied 39 73,6%

On tour 0 0%

What is the main reason for these trips?

Vacation 34 64,2%

Visit family or friends 16 30,2%

Work 3 5,7%

What is the main continent to be visited?

Europe 37 69,8%

Ásia 1 1,9%

Oceania 0 0%

África 3 5,7%

South America 11 20,8%

Central America 0 0%

North America 1 1,9%

The third part of the research entails the analysis of whether the respondents employ
technologies throughout their journey and, furthermore,which specific technologies they
utilize (Table 3).

Using the simple average system (Frequency/Technologies), the smart tourism tech-
nologies were utilized an average of 25 times in Prospective phase, 17 times in Active
phase, and 16 times in Reflexive phase, indicating a greater usage in the pre-visit.

The final section pertains to the personal opinions of the interviewees regarding the
use of these technologies during travels (Table 4).

Despite the most commonly used technologies being in the pre-visit phase, the inter-
viewees found the use of technologies on-site to be more useful, particularly emphasiz-
ing the use of online maps. Such technology was utilized by approximately 94% of the
respondents.

In general, the STTs received positive feedback in terms of usefulness, expectations,
and accessibility, aligning with the previously mentioned first key element of Smart
Tourism Technologies.
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Table 3. Use of STTs (n = 53)

Questions Frequency (n) Percentage (%)

Is the availability of technologies important in tourist destinations?

Yes 51 96,2%

No 2 3,8%

If yes, what technologies do you most use before a trip?

Social media or travel blogs 32 60,4%

Hosting sites 41 77,4%

Ticket search sites 35 66%

Google maps 46 86,8%

Weather forecast 36 67,9%

City guide apps 19 35,8%

Sites for advance purchase of attraction tickets 18 34%

Itinerary planning apps 19 36,4%

Augmented reality 4 7,5%

Virtual reality 2 3,8%

What technologies do you use most while traveling?

Google maps 50 94,3%

Weather forecast 39 73,6%

Mobile payment 31 58,5%

Parking apps 5 9,4%

Touchscreens 13 24,5%

Appliance charging stations 13 24,5%

Traffic redirection apps 10 18,9%

Dynamic kiosks 4 7,5%

QRcode 16 30,2%

Translate 17 32,1%

Augmented reality 2 3,8%

Virtual reality 1 1,9%

What technologies do you use most after a trip?

Baggage tracking system 10 19%

Feedback system 16 29,8%

Photo sharing apps 42 78,7%

Virtual reality 7 13%

Travel diary apps 6 11%



480 C. L. Lima et al.

Table 4. Travelers’ Feedback

Questions Frequency (n) Percentage (%)

Do you find the use of Smart Tourism technologies more useful:

Before the trip 12 22,6%

While travelling 18 34%

After the trip 1 1,9%

All the previous options 22 41,5%

On a scale of 1 (a little) to 5 (a lot), how useful did you find the use of STTs?

1 0 0%

2 0 0%

3 4 7,5%

4 14 26,4%

5 35 66%

On a scale of 1 (a little) to 5 (a lot), did the technologies used during the trip meet your
expectations?

1 0 0%

2 2 3,8%

3 7 13,2%

4 25 47,2%

5 19 35,8%

On a scale of 1 (a little) to 5 (a lot), did you have any difficulty using these technologies during
your trip?

1 19 35,8%

2 10 18,9%

3 6 11,3%

4 12 22,6%

5 6 11,3%

On a scale of 1 (a little) to 5 (a lot), do you believe that STTs contribute to a better travel
experience?

1 0 0%

2 2 3,8%

3 2 3,8%

4 14 26,4%

5 35 66%

Did you feel safer using technology while traveling?

(continued)
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Table 4. (continued)

Questions Frequency (n) Percentage (%)

Yes 52 98,1%

No 1 1,9%

Would you recommend to other tourists the use of technology while traveling?

Yes 52 98,1%

No 1 1,9%

Does the availability of tourism technologies influence you to go and/or return to a tourist
destination?

Yes 43 81,1%

No 10 18,9%

In terms of experience, considering only scales 4 and 5, 92.4% of the intervie-
wees believe that STTs contribute to a better travel experience. Furthermore, 98.1%
felt safer utilizing these technologies, and the same percentage would recommend their
use. Additionally, 81.1% affirmed that these technologies influence their decision to
visit or revisit a tourist destination. These figures highlight the importance of Smart
Tourism Technologies for both the tourists’ experience and the economic aspects of the
tourist destinations themselves. These technologies play a significant role in attracting
and retaining customers, as they inspire tourists to visit, recommend, and return to these
destinations.

6 Conclusions

The main objective of the study was to investigate the influence of smart tourism tech-
nologies on tourists’ experiences. This research capitalized on existing literature by
conceptualizing the dimensions of Smart Tourism Technologies (STTs) and the three
phases of the “consumer journey,” and developed a comprehensive model of the impact
of these technologies on tourist satisfaction and how it influences tourists’ consumption
behavior after the completion of the visit experience.

The research revealed that the utilization of smart technologies in diverse tourism
aspects can have a positive impact on the overall visit experience throughout all three
phases. These technologies effectively enhance the attractiveness and memorability of
the trip [44]. As observed, there is a positive relationship between satisfaction and
intention to revisit.

The development of smart tourism is already underway. It is a natural progression
resulting from the widespread use of technology in the tourism industry. However, the
organized and widespread coordination, sharing, and utilization of tourist data to create
value are still in their early stages. Smart tourism initiatives worldwide aim to establish
sustainable smart tourism ecosystems [45]. However, due to the complexity of the sector,
it is challenging to go beyond specific innovations related to platforms, technologies,
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or services. Nevertheless, the push for technology-driven smart tourism is significant,
and it is expected that the tourism industry will play a pioneering role in adopting these
intelligent technologies.

As this study is limited, we can identify the number of respondents to the judgment,
thus, we propose as future work the application of teaching in a larger universe.
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1 Introduction

In recent decades, digitization, information and communication technologies have
boosted the access to knowledge, promoting creativity, cultural and economic devel-
opment and the emergence of a global world at fast speed [1]. This is why the theme
of the ongoing transition of societies and economies towards different organizational
paradigms, in which digital technologies are deeply rooted, is at the center of current
debates [2].

Nowadays, a new technological wave is emerging driven by the advancement of
nanotechnology, genetics, 3D printing, biotechnology, artificial intelligence (AI) and
robotics [3, 4]. In this context, it is an important and valuable opportunity to boost and
leverage the social and economic growth and development of all countries [3]. Emerg-
ing technologies represent the new industrial revolution direction capable to promote
economic and social sustainable development [5]. The technology industry, in addition
to registering rapid growth, directly creates millions of jobs and it is an important inno-
vation and development facilitator [6]. Technology has often been the main driver of
social revolutions and paradigm shifts [7].

The literature provides robust support establishing a positive association of ICT
infrastructure with economic growth [8]. The mass introduction of AI technologies can
have a significant economic impact on organizations and institutions, as long as invest-
ments are made and work practices are changed [9], in the various sectors of activity,
namely, finance, health, industry, commerce, suppliers, logistics and public services.
Furthermore, for example, AI has a strong influence on achieving the sustainable devel-
opment goals, namely, reducing poverty, improving the safety and reliability of transport
infrastructure, facilitating both economic growth and economic development in emerg-
ing economies [10]. AI enables poverty reduction as it facilitates the collection of data on
poverty throughmapmaking, revolutionizes agricultural education and the financial sec-
tor through financial inclusion, and helps previously excluded individuals to participate
in conventional economics [10].

Among the new technologies, blockchain has laid the foundations for a revolution
not only in the financial field, but also in the healthcare, energy, industry, tourism and
supply chain sectors [11].

Using panel data, a study that involved 59 countries was developed. Of these, 19
were considered developed countries, 22 emerging countries and 19 were developing
countries [12]. The results of this study confirmed the existence of a positive correlation
of investment in ICT with countries economic growth. Furthermore, the results proved
that developed countries had a higher return on investment in ICT when compared to
developing or emerging countries [12]. A study showed a positive and significant impact
of mobile phone and Internet penetration on Gross Domestic Product (GDP) per capita
in 40 countries in sub-Saharan Africa [13].
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Other studies show the existence of a mutual causal association between ICT and
growth and development [8, 14, 15]. Other studies describe economic growth led by
telecommunications/ICT [13, 14].

Empirical results have shown that there are short and long-term causal effects
between ICT infrastructure and economic growth in Asian countries from 2001 to 2012,
as well as between ICT infrastructure and financial development [8]. Causal associations
that can be explained by the fact that ICT allow the creation of closer ties between com-
panies and their customers, suppliers and partners/collaborators [8]. On the other hand,
ICT also reduce geographic barriers, helping to create new knowledge and to dissem-
inate and transform information faster through more efficient processes, both between
companies and between sectors [16].

Other studies reveal the association between ICT and business productivity. For
example, a study concluded that business productivity was directly associated to the
growth of gross national production. However, it was indirectly associated to quality of
life [17].

Taking into account the past decade, this research aims to analyze the impact of the
technology revolution on economic development. In this context, this article proposes
the analysis of 17 articles published in the last decade (from 2012 to 2022). After the
background, the following section presents the methodology, followed by the results and
discussion. Finally, the conclusions close the work.

2 Methodology

To achieve the referred objective, a systematic literature reviewwas carried out, allowing
the screening of the Scopus database in order to collect and analyze the data. In fact, this
database is used to standardize research because it encompasses the main international
journals [11].

To collect the data in a replicable and reliable way [18], guaranteeing its reliability,
transparency and scientific integrity [19], some criteria were defined based on the Pre-
ferred Reporting Items for Systematic reviews andMeta-Analyses (PRISMA) statement
[20].

The Scopus database was screened on May 29, 2023, using the terms “Impact”,
“Technology”, “Emerging”, “Revolution”, “Economic” and “Development”. As shown
in Fig. 1, eighty-eight publications were found. Of these, thirty-seven publications were
excluded because they were not of the “Article” type, namely, Book (n = 3), Book
chapter (n = 15), Conference paper (n = 15), Review (n = 3) and Editorial (n = 1). In
addition, only articles in English or Spanish language were included (n = 48) from the
last decade (n = 38).

After reading the publications’ full-text, 17 articles were considered for the present
systematic revision of the literature. Subsequently, general data was collected and pre-
sented in Table 1 (authors, publication date, continent and country where the research
took place, study type and methodology). Articles’ aims and results are presented in
Table 2.
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Fig. 1. Systematic review process.

3 Results and Discussion

As shown in Fig. 2, in the period under analysis (2012–2022), 17 articles were published,
which obtained a total of 950 citations. 2019 and 2020 stand out as the years that recorded
the highest number of articles published (5 in each year). On the other hand, 2021 stands
out for being the yearwith the highest number of recorded citations (74.2%of all citations
in the period). An article stood out with the highest number of citations (625 in total
citations in the period) [9].

Table 1 presents all the seventeen included articles in this systematic review of the
literature by descending order of publication date. As mentioned before, the table also
contains information about authorship, publication date, continent and country where
the research was developed, study type and methodology. Of the selected studies, three
did not have an associated continent or country because they were documentary research
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Fig. 2. Citations and articles published during the period under analysis.

or systematic reviews of the literature. One article involved countries on the American
continent, namely, Argentina, Brazil, Peru, Chile, Mexico, Colombia and Uruguay [21].
Another article was developed in countries from Asia, Europe and America, namely,
Brazil, Russia, India, Indonesia, Mexico, Turkey and China [22]. One article included
republics of the Russian Federation from the Asian and European continents [23]. Asia
was also the object of studies carried out in Thailand [24], India [25] and China [26]. On
the European continent, in addition to those already mentioned, 5 studies were carried
out, in Hungary [27], UnitedKingdom [9], Romania [6], Spain [28] and Italy [2]. Finally,
on the African continent, three studies were developed involving sub-Saharan African
countries. In the three studies, South Africa was the object of study [3, 10, 29].

Of the seventeen articles considered for analysis, only five are of a quantitative nature
[22, 25–27, 29], one is of a mixed nature, that is, qualitative and quantitative [24] and
the rest are of a qualitative nature [2, 3, 6, 9–11, 21, 23, 28, 30, 31].

Of the quantitative studies, two are cross-sectional and involved the collection of pri-
mary data [26, 27], three are longitudinal and were based on the collection of secondary
data [22, 25, 29]. All quantitative studies applied multivariate statistics.

In qualitative studies, authors resort to systematic review [11, 30], document analysis
[2, 21, 23, 31], content analysis [10] and focus group [9] and case studies [2, 6, 28].

The impact of emerging technologies on the economy is global as it affects all
sectors of activity (Table 2). While some studies [21, 23, 25, 27] focus more on the
effects at the microeconomic level, a study [27] focuses on improving the results or
economic performance of businesses, other study [21] considers that emerging digital
technologies can improve the functioning of agricultural markets at a very low cost
for the farmer and improve: (1) productivity, (2) the functioning of agricultural supply
chains, (3) traceability, (4) the connection between producers and end customers in the
face of climate change and environmental stress. Still in this context, in a systematic
literature review, the authors argue that companies that wish to develop and maintain
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Table 1. Articles’ general data.

Authorship
(date) [Ref.]

Continent:
country

Study type Methodology

1. Máté et al. (2022)
[27]

Europe:
Hungary

Primary,
quantitative,
cross-
sectional

2020–2021; Activity
sector and number of
companies involved:
meat processing and
canned goods (97),
bakery and pasta (60),
fruit and vegetable
processing and fish
conservation and
production of vegetable
and animal oil (46)
Partial least squares
model and analysis of
principal components

2. Nitlarp
& Kiattisin (2022) [24]

Asia:
Thailand

Secondary,
qualitative,
quantitative

255 articles
Confirmatory factor
analysis and structural
equation modeling

3. Mhlanga (2021)
[10]

Africa:
South Africa

Secondary,
qualitative

Content analysis

4. Gu et al. (2021)
[22]

Asia, Europe, America:
China, India, Brazil,
Mexico, Russia,
Indonesia, Turkey

Secondary,
quantitative,
longitudinal
(1990–2017)

Econometric techniques

5. Dwivedi et al.
(2021) [9]

Europe: United
Kingston

Secondary,
qualitative

Focus group

6. Mosteanu & Faccia
(2021)

[31]

Not
applicable

Secondary,
qualitative

Documentary research
SWOT Analysis

7. Das, Kundu, &
Bhattacharya
(2020) [25]

Asia: India Secondary,
quantitative,
longitudinal

Sources: Global
Competitive Index
Global Entrepreneurship
Monitor Report,
2012–2016
Factor analysis and
regression analysis

(continued)
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Table 1. (continued)

Authorship
(date) [Ref.]

Continent:
country

Study type Methodology

8. Varriale et al.
(2020) [11]

Not
applicable

Secondary,
qualitative

Systematic literature
review
Data: 37 documents;
Scopus database
(2008–2020)

9. Clemente Rincón
(2020)

[21]

America:
Argentina, Brazil, Peru,
Chile, Mexico Uruguay,
Colombia

Secondary,
qualitative

Documentary research

10. Dzhulii et al.
(2020) [30]

Not
applicable

Secondary,
qualitative

Systematic research

11. David, & Grobler
(2020)

[29]

Africa:
sub-Saharan African
countries

Secondary,
quantitative,
longitudinal

Sample: 46 African
countries analyzed from
2000 to 2016
Main component
analysis and Partial
correlation analysis

12. Razvan (2019) [6] Europe:
Romania

Secondary,
qualitative

Cases studies

13. Ayentimi &
Burgess (2019)

[3]

Africa:
sub-Saharan countries

Secondary,
qualitative

Documentary research

14. Xiao-Bo et al.
(2019) [26]

Asia: China Primary,
quantitative

Sample: 159 executives
from Zhejiang Province
Regression analysis

15. Salimyanova et al.
(2019) [23]

Europe and Asia: Russia Secondary,
qualitative

Audits and interviews
with executives from
medium-sized
enterprises operating in
Russia in the industrial
production and
information technology
sectors

16. Falcón-Pérez, &
Fuentes-Perdomo
(2019)

[28]

Europe:
Spain

Secondary,
qualitative

Case study

17. Bertola &
Teunissen (2018)
[2]

Europe:
Italy

Secondary,
qualitative

Case study
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a competitive advantage or enter new markets cannot avoid adopting new technologies
[32]. Finally, ICT have important impacts on transaction costs [23].

The main concern of a study [25] was the sustainability of small and medium-
sized companies in a dynamic and challenging technological environment. According to
the authors, institutional capabilities, such as availability of cutting-edge technologies,
technology absorption at the firm level, foreign direct investment and technology transfer,
number of individuals using the Internet and number of broadband Internet subscriptions
fixed assets, have a strong impact on the sustainability of a business.

Some studies have a more global vision and more ambitious objectives on the rev-
olutionary effects of technologies [10, 22, 24, 29]. For example, the author of a study
[10] argues that AI can help to achieve the sustainable development goals, highlighting
the reduction of poverty through the revolution of important sectors such as energy, edu-
cation, agriculture and finance, with special impact in emerging economies. Also, other
authors [31] highlight the benefits of adopting emerging technologies, for example, Fin-
Tech and Blockchain, among others, with a high impact on financial development and
innovation [6, 7, 26, 30]. Other authors, in addition to demonstrating that the existence
of several challenges, opportunities and benefits in various domains, namely, business
and management, government and the public sector, they warn of the risks associated
with the non-implementation of emerging technologies, namely, exclusion of important
sectors of society [22].

Two studies analyzed the impact of emerging technologies on sustainability [2, 11].
One of these studies [11] identified sustainable factors generated by the use of blockchain
in supply chains and the other [2] clearly showed that digital transformation, properly
conducted, can transform the fashion industry into amore sustainable and truly customer-
oriented business.

A study analyzed the performance of telecommunications services, economic
growth, economic development, and the impact of telecommunications on economic
growth and economic development in 46 countries in sub-Saharan Africa, from 2000 to
2016 [29]. The results confirm that the most sophisticated countries in terms of mobile
telecommunications development in Africa, namely, Libya, Gabon and South Africa,
were the ones that recorded the highest Human Development Index (HDI), the highest
economic growth, as well as the highest economic development. South Africa, despite
being the African country that recorded the highest economic growth (highest average
real GDP in the period under review), as a result of the greater penetration of mobile
telecommunications, recordedmoderate economic development andHDI. Similar results
were obtained by Gabon. Libya was the country with the best HDI. Overall, ICT has a
positive impact on economic growth and development in Africa, although the positive
impact is greater on economic growth compared to economic development. In this con-
text, the authors warn of the need formore investment, since the penetration of fixed lines
and Internet access telecommunications is low in most African countries. In line with
this results, a study developed in Romania concluded that technologies have a positive
impact on economic growth. However, the impact is less positive on people’s life quality,
as a result of excessive abuse and less democratic access to the information [6]. On the
other hand, other authors [3] also guarantee that, in Africa, emerging technologies are
crucial and can make all the difference, especially when implemented in rural areas,



Impact of Technology Revolution on Economic Development 493

Table 2. Articles’ aims and results.

Ref. Aims Results

[27] Analyze the impact of sustainable
technology implementation on business
profit/economic performance

Food production companies whose
managers think in a viable and sustainable
way tend to be more profitable. On the other
hand, ecological factors substantially affect
profit, while social and economic factors
have less impact. Ecological and economic
factors strengthened the positive impact of
the social dimension on corporate profits

[24] Develop a conceptual model that illustrates
and analyzes the association between
digital transformations and sustainable
development in the energy sector

Digital technology and green products are
key enablers of “Industry 4.0” in the energy
sector. This impact factor will benefit
organizations that are adhering to the
digital transformation, considered the basis
for sustainable development

[10] Investigate the influence of AI in achieving
the Sustainable Development Goals with a
direct focus on poverty reduction in
emerging economies

AI enables poverty reduction through
improved data collection related to poverty
through poverty maps, revolutionizing
agricultural education and the financial
sector through financial inclusion. AI also
significantly assists education and the
financial sector, enabling previously
excluded individuals to participate in the
conventional economy

[22] Examine the impact of technological
innovation and natural resources on
financial development

Natural resources, technological
innovation, income, human capital and
investment in R&D are important variables
that affect long-term financial development.
In addition, human capital strengthens
financial development, especially if it is led
by technological innovation

[9] Carry out a realistic assessment of the
impact, challenges and potential arising
from the rapid emergence of AI in various
domains, namely, government, public
sector, business and management,
technology and science

The trajectory towards the increase of
applications that make use of AI has the
potential to change many aspects of human
life and impact society as a whole. The way
forward is unclear and the potential
roadmap is undefined. There are numerous
benefits that can result from AI
implementation. However, there are also
significant risks that sectors of society
could be excluded from the technology
implementation

(continued)
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Table 2. (continued)

Ref. Aims Results

[31] Highlight the exposure of the financial
sector to technologies (FinTech) that drive
exponential development in different
scientific areas, namely, geometry
(fractal), physics (quantum) and databases
(blockchain)

Availability of information and the
increasing interconnection of
cross-applications for different fields of
science determine the rapid succession of
revolutions identified as major changes in
the economic paradigm. The growing
computational capacity and the
development of increasingly powerful
predictive software lead to a competitive,
extremely dynamic and challenging system

[25] Explore the impact of the volatility of
technological environments on the
sustainability of Small and Medium
Enterprises in developing countries with
emerging economies

Both institutional capacities (availability of
cutting-edge technologies, technology
absorption at the company level, foreign
direct investment and technology transfer,
number of individuals using the Internet
and number of fixed broadband Internet
subscriptions) and external capabilities
(international Internet bandwidth) become
significant when time is taken as a selection
variable. The significance of the “time”
variable indicates the dynamism of current
technological environments. Furthermore,
institutional capabilities have a strong
impact on the sustainability of a business,
compared to external capabilities and the
high level of technological volatility

[11] Analyze the impact of the adoption of
blockchain in supply chains based on the
three dimensions of sustainability
(environmental, economic and social) and
to summarize the current state of the art

Blockchain improves profits by ensuring a
reduction in transaction times and costs. In
addition, it increases the reputation and
image of companies by giving visibility to
the practices used in supply chains. In this
context, it produces enormous positive
sustainable economic, social and
environmental impacts. The adoption of
this technology would allow an increase in
transparency towards their partners and
customers. Likewise, it would ensure
complete and certified monitoring of
various activities such as waste
management, carbon consumption
management, product monitoring and sales
forecasting

(continued)
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Table 2. (continued)

Ref. Aims Results

[21] Understand the challenges made possible
by digital and mobile technologies, with
an impact on value chains, their real and
financial functioning and the design of
products in the agri-food sector

Success of emerging technological
innovations with greater potential for
agriculture in Latin America and the
Caribbean will depend, to a large extent, on
the functioning, evolution and maturity of
the innovation systems that leverage the
opportunities offered by each country

[30] Substantiate the impact of Industry 4.0 on
strategic company management

The main trends that change technological,
innovative and economic development in
the context of the 4th industrial revolution
are: (1) the development of digital
technologies, the unification of the real and
virtual worlds; (2) the return of branches of
companies and companies that were
relocated by technological leaders to other
countries due to cheap labor, again to
developed countries as a result of the
development and advantages of
digitalization; (3) the possibility of creating
joint innovations, new ways of organizing
production; change in the structure of
supply and demand, the emergence of new
products and services

[29] Examine ICT performance, economic
growth and development in Africa

Mobile telecommunication is growing
faster than other telecommunication
indicators. ICT penetration has positive
impacts on economic growth and
development in Africa. Though, the
positive impact is higher in economic
growth than economic development. Since
the penetration of fixed line and Internet
access telecommunication are lowing most
of the African countries, more investment is
needed in fixed line and Internet access
telecommunication. This will boost
subscription of fixed line and Internet
access telecommunication in order to
reduce cost of electronic communication
and promote the digital economy in Africa

(continued)
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Table 2. (continued)

Ref. Aims Results

[6] Outline some future developments of the
contemporary economy within the new
digital transformation and development of
internet companies in emerging markets;
and identify pros and cons, opportunities
and threats brought by the expansion of the
Internet and ICT

The growth rate of Internet penetration has
a positive economic impact and a less
positive impact on the population through
manipulation and abusive intervention in
the decision-making process or even
through overcoming democratic barriers
through the excessive involvement of
public institutions. In addition, the new
wave resulting from the analysis of large
volumes of data and the dynamics of AI has
made it possible to gather, combine,
analyze and store large volumes of data
indefinitely. Consequently, in recent years,
a dominant business model has emerged for
most web services based on tracking people
online and collecting data about their
character, health, relationships, thoughts
and opinions, in order to generate revenue.
With digital advertising

[3] Understand and highlight constraints and
opportunities to leverage the benefits of
the 4th industrial revolution (4IR) in
sub-Saharan Africa

4IR offers great potential for sub-Saharan
Africa. There are areas of potential
transformation that are relevant, namely,
energy generation and storage (sun, wind,
battery technology, which could mean the
self-sufficiency of rural areas in energy);
water purification and recycling through
solar and wind energy can also ensure safe
and affordable water supplies

(continued)
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Table 2. (continued)

Ref. Aims Results

[26] Explore the factors that drive business
model innovation and analyze and identify
influencing factors in a competitive and
uncertain external environment of
technological revolution brought by the
development of emerging technologies
such as big data, cloud computing and AI

(1) perceived technological uncertainty has
a negative effect on business model
design novelty; (2) perceived market
uncertainty has a negative effect on
business model design novelty; (3)
managers’ business ties have a positive
moderating effect on the association
between perceived technological
uncertainty and business model design
novelty; (4) managers’ business ties
have a positive moderating effect on the
association between perceived market
uncertainty and business model design
novelty; (5) managers’ ties have no
moderating effect on the association
between perceived technical
uncertainty and business model design
novelty; (6) managers’ ties have a
positive moderating effect on the
association between perceived market
uncertainty and business model design
novelty

[23] Assess the impact of elements of the
digital economy on modern
socio-economic processes

Information technology, which is part of
the digital economy, has an impact on
transaction costs. However, modern society
and markets are not always ready to accept
and use information technologies. In
addition, the strengthening influence of
external factors (mainly socio-political),
have a destructive impact on development,
industry and companies

(continued)
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Table 2. (continued)

Ref. Aims Results

[28] Analyze how cooperatives can be a
suitable means to improve social
well-being in vulnerable neighborhoods,
taking into account that the use of new
technologies can attract many people to
actively participate in the design of urban
regeneration projects

Cooperative initiatives produce cohesive
urban neighborhoods and are associated
with participatory planning and collective
action approaches. On the other hand, the
urban rehabilitation cooperative and the use
of digital technologies contribute to
improve the quality of life and social
well-being of citizens under the principles
of democratic participation of all citizens,
providing greater transparency to the
process and to the published information,
allowing cooperative members to supervise
the information stored on the network

[2] Provide insights into the current state of
the art and main trends of the 4IR
identifying its impacts on the fashion
industry

Digital transformation, properly conducted,
can transform the fashion industry into a
more sustainable and truly
customer-oriented business. However, the
authors highlight the criticism and slowness
of ICT adoption by established traditional
brands and companies

for the generation and storage of energy, purification and recycling of water using solar
energy and safe and accessible water supply, greatly improving the populations’ life
quality.

A study carried out in Spain in problematic neighborhoods concluded, on the use of
a digital platform, that ICT can be a valuable tool for development since ICT provide
the improvement of the social well-being in vulnerable neighborhoods, enticing people
to actively participate in the design of urban regeneration projects [28].

In summary, and as a study [33] defends, the internet and ICT and, nowadays, emerg-
ing technologies, namely those with the capacity to create and revolutionize, are grad-
ually occupying an important and dominant position in the various sectors of economic
activity and to become a strategic factor in economic development.

4 Conclusion

A bibliographic search was carried out on May 29, 2023 that included all English and
Spanish language articles published in the Scopus database between 2012 and 2022 in
order to investigate the impact of technologies on the economic growth and development.

The analysis of the seventeen selected articles allows classifying the impacts of ICT
at microeconomic and macroeconomic levels. Regarding the microeconomic level, the
evidences presented are: greater efficiency of businesses and companies; improved pro-
ductivity; reduction of transaction costs; improvement of profit/economic performance
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of businesses; creation of closer ties between companies and customers, suppliers and
partners/collaborators; changes in the functioning ofmarkets that becomemore dynamic,
challenging and competitive; new ways of organizing production; changing the struc-
ture of demand and supply for goods and services; and the emergence of new products.
At the macroeconomic level, the results show that ICT and emerging technologies have
positive impacts on innovation, employment, economic growth, economic development,
financial development, the HumanDevelopment Index, social development, with greater
civic participation of citizens in Society, greater social well-being, improvement of liv-
ing conditions (especially in the poorest rural areas), better quality of life, reduction of
poverty, although there is also the risk of exclusion of significant parts of Society if they
do not adhere to technologies. There are also researches that highlight the role of ICT
and technologies in sustainable development (economic, social and environmental). It
should be noted that existing studies confirm that the impacts are greater on economic
growth when compared to economic development and the human development index.

This research has some limitations. On the one hand, it is supported only by articles
from the Scopus database. In fact, despite being considered the most comprehensive
bibliometric database in terms of peer-reviewed international publications, there are
other equally important databases that were excluded. On the other hand, a filter was
used to limit the search period from 2012 to 2022 and to select only documents of the
“article” type, written in English or Spanish language, omitting literature prior to 2012
and after 2022, as well as documents written in other languages. However, the rigorous
and reproducible procedures lead us to believe that the information contained in the
excluded publications does not substantially add or change the conclusions drawn in
this research.

Taking into account that the analyzed studies are predominantly qualitative, and only
two quantitative studies were developed on the European continent, for future research
it is suggested to develop a study, in Portugal, following the same methodology applied
in an empirical research cited in the present systematic literature review [29]. On the
other hand, and given that studies on the impact of emerging technologies on sustainable
development are scarce, in the near future, it will be intended to develop a study in this
line of research.

Acknowledgments. The authors are grateful to the Foundation for Science and Technology
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Abstract. Tourism contemplates dynamics that are socially, culturally, and eco-
nomically relevant and that imply mobility, for personal or professional purposes,
to destinations outside their usual environment [1]. The intensity and impact of
information and communication technologies (ICT) on tourism make the smart
concept also applicable to it [2]. The smart tourism experience, driven by aggre-
gated information, the spread of connectivity, and permanent synchronisation [3],
tends to be efficient and significant [4]. In this framework, tourists as an interested
part, play a decisive role, given that they not only consume, but also create and
improve data, which represent the structure of the experience, and, through their
digital footprint, access to information and/or add value through mobile devices
and tools [5–7]. Given the relevance and timeliness of the topics under analysis—
aware of contemporary technological evolution and the impact it contemplates
on science and tourist activity—, a conceptual approach is proposed that allows
highlighting, through the literature review, the process, unavoidable interaction
between technology and the tourism experience [6]. We highlight essential reper-
cussions on the levels of services and destinations, organisations and business
models, resources, and instruments, given a more versatile structure and differ-
ent concepts regarding added value [4], with the consequent innovative impact in
terms of services competitiveness, strategic vision, management and marketing
models [12], highlighting its usefulness in co-creating positively differentiating
tourism experiences for stakeholders, namely tourists, as well as accommodation
and destinations.

Keywords: Information and Communication Technologies · Smart Tourism
Experience · Value Co-Creation

1 Introduction

Contemporary technological infrastructures create connectivity and interaction modal-
ities, inside and outside travel, therefore impacting the way we understand tourism
activity, in general, and the travel process [8].

More advanced mobile technology, as well as social networks, communication, and
location tools, mediate and improve tourist experiences through an environment that is
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reinforced in emotional, aesthetic, informative, recreational, and social terms, generating
greater creativity and spontaneity [9, 10].

This evolution leads to the emergence of new behavioural variables when traveling,
new conceptions of product and service design, as well as new research and monitoring
platforms that lead to new levels in the management of tourist activity [11, 12].

Given the speed with which this exchange of information takes place, particularly
via the internet, consumers can organize themselves into groups that often represent a
network of advisors, an information network, which makes it possible to learn about
the experiences of other people, becoming independent, or constituting itself, beyond
corporate information [13, 14].

Information and Communication Technology (ICT), supported by smart technology,
including sensors, big data, Internet of Things (IoT), Radio Frequency Identification
(RFID), and Near Field Communication (NFC) plays a key role [14–16].

With the Internet andWeb 2.0. transformations have emerged with a wide impact on
the interaction between consumers and companies, through previously unknown paths,
including social networks as platforms that generate new ways of acting along the value
chain [11, 15].

The growing demand for co-created experiences [17], more participatory and inter-
active [15] is significant for tourism, given that, in the face of growing competition, the
recognition of its relevance for visitors means that accommodations and destinations
also create opportunities for attractive and memorable experiences [9, 18].

Technology has a decisive role, as far as (i) it helps tourist and hotel agents to
practice dynamicmanagement of information; (ii) enhances the satisfaction of consumer
needs, related to the search for up-to-date and instantaneous information; (iii) provides
competitive advantages by assisting in decision-making processes [12, 15].

We find in the literature that ICT, significantly changed the access and consumption
of tourism products, providing new needs, expectations, and opportunities in accessing
data and, thus, a better understanding of the travel behaviour [2, 8, 14].

A conceptual approach is proposed - addressing the topics technology and services,
technology in tourism, the smart tourism experience, and co-creation of value, before
the final considerations-, where, highlighting the interaction between ICT and the smart
tourism experience, we defend the value co-creation, contributing to the outline of cur-
rent scenarios and future perspectives, with an impact on the level of management of
accommodation and destinations, as well as in the decision-making processes of tourists,
covering research areas of great relevance to tourism.

2 Technology and Services

Contemporary technological evolution has an inevitable and relevant impact on ser-
vice provider companies, on linking strategies with consumers, with their needs and
expectations [19, 20].

In the literature, the main technological advances with the capacity to impact the
company-customer relationship are identified as the 5th-generationmobile network (5G),
Artificial Intelligence (AI), Augmented Reality (AR), and Virtual Reality (VR), RFID,
smartphones, and applications (Apps) [15].



504 P. Vaz Serra et al.

Multiple online social platforms have become privileged places for tourists to share
information related to their travels, changing the way experiences are shared [21].

Thus, smart technology interferes with tourists’ opinions and perceptions and influ-
ences their behavioural variables, covering five key elements: information, accessibility,
interactivity, personalisation, and safety [4, 13, 14].

2.1 Enabling Technologies

Enabling technologies, i.e., those that have the potential to generate a disruptive change,
contribute to innovations capable of applying technological advances in the domain of
the relationship between companies and customers, with important impacts at the micro
andmacro levels [15], with service systems and the underlying service experience arising
from the integration of innovation resources that have evolved because of technological
advances [19].

In a little more detail, let´s look at each of these main technological advances.
5G technology is a wireless telecommunications system capable of influencing the

speed with which data transfer occurs, namely through digital networks and mobile
devices, enabling a smart environment, through connectivity and the appeal to IoT [22].

The impact of 5G technology on more innovative services is translated into the
provision of faster data to consumers, as well as more connections supported by IoT,
generating a greater appetite for services framed by greater automation of urban net and
personal devices [22], offering tourists more convenient conditions to contact anyone,
at any time and in any place, also aiming sharing of experiences [21].

AI corresponds to a technology capable of realizing an occurrence that, if carried out
by a human, would imply intelligence, identifying itself with the ability to learn [23],
feel, but also reasoning and action, as well as detection, deliberation, and development
of the necessary actions that allow obtaining elements, or attributes, considered to be
more predictive [24], contributing to the products and experiences design that consider
the consumers’ needs and expectations, based on the treatment of big data [25].

Currently, AI occupies an important space in decision support, susceptible of being
applied to business environments, including sales, marketing, and customer service [26],
leveraging more integrated consumer resources [15].

RFID technology uses local storage in microchips, activated with NFC, which
detects, stores, and transmits environmental data [27], and is already widely used, by
incorporating, for example, mobility and security-related solutions, bank cards, pass-
ports, suitcases, hotel keys, among others, being particularly useful in conjunction with
global positioning systems (GPS) as it allows tracking movements and time, facilitating
a variety of services based on location [28].

Smartphones and other mobile devices today have micro-computing capacity, being
used by approximately 40% of the world’s population, even with some discrepancies
between continents and geographic zones, becoming the configuration that prevails to
access the internet [29]. Increasingly sophisticated technology incorporates newvalences
and support the most intense and wide AR and VR adoption, in a 5G environment,
with faster content, enhancing telepresence in real-time [26] and allowing tourists to
experience interactive environments supported by their mobile devices [30].
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Therefore, more consumers use their smart devices, aware of the context, with a
proactive and/or reactive attitude toward the information they obtain, that is, personal-
izing experiences or in response to an unforeseen event, respectively, assuming the role
of a digital concierge [15].

Apps are applications that make smartphones usable and interact with all the
resources, with the potential to optimize the experience, relating, for example, points
of interest of a destination, maps, personal travel guides, transport services, convert-
ers of languages and currencies, as well as specific hotel services, having significantly
increased its use and utility by smartphone users [31].

Thus, these enabling technologies led to several innovations in the context of services,
reflecting multiple dimensions associated with a model that values co-creation [19,
32], being strategically important, due to its implications, the smart environments, the
cybersecurity, and the gamification [33, 34].

Smart contexts adopt technological solutions that include sensors, telecommunica-
tions, IoT andApps, with a view to providing resources with efficiency and sustainability
criteria and, at the same time, new insights into complex data operations for companies
and other stakeholders [35].

In this context, the IoT corresponds to a technologically disruptive and ubiquitous
model, connecting all people and all places, leading to innovation that enhances new
tools and services [34], such as those provided by hotels where, increasingly, smart
environments in guest rooms allow better management of needs and expectations and,
in this way, the emergence of service innovations, through co-creation and the delivery
of personalised experiences, identified with the moment, and prices [17].

In summary, technologies do not translate the critical factor, corresponding, yes, to
the route solution to the customer [19], in linewithwhat [20], for whom value is uniquely
and phenomenologically determined by itself.

3 Technology in Tourism Activity

Let us see the technologies that have been gaining an important expression in tourism
activity, with immense potential in terms of the customer-company relationship: VR,
AR, Location-Based Services (LBS), and autonomous devices [15].

VR corresponds to a set of technological bases that allow the total immersion of
the user in an artificial scenario, leading to the alteration of their sensorial perception
through the experience supported by screens, haptic interface systems, i.e., with force
feedback in the user’s hand, and exoskeletons, i.e., that work in harmony with the user’s
body, inducing in the human mind the interpretation of external signals, as embodied
experiences in a virtual environment [36].

VR challenges the notion of travel, in the sense of real activity in the place, proposing
the use of imagination, where the body can assume multiple contextual configurations,
anywhere [37]. Applied in service design, it leads to rigorous prototypes, which are
especially useful in hotel marketing, such as, for example, virtual walks, the anticipation
of arrival, teleportation experiences, and time travel, among other uses [38].

In turn, AR uses devices such as smartphones, or glasses, among others, issuing
informational data regarding the user’s context, activated through the recording of images
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and location technology, superimposed on information that enhances the appeal to the
senses, processed at expressive speeds, making real-time experiences viable, leading to
new forms of communication, with frequent applications in museums, for example [15].

About LBS, they call for the integration of contextual data from sensors and
autonomous agents, generating an offer based on mobile technology, such as equip-
ment that allows the detection and/or measurement of physical characteristics and data
recording, with RFID, susceptible to be sent to consumers’ mobile devices, when close
to certain points of sale [15].

Finally, autonomous devices, the result of technological disruption manifested at the
macro andmicro levels, i.e., structural, andoperational, respectively, comprise embedded
technologies such as virtual operators, robotization, drones, and autonomous vehicles,
among others [15].

This disruptive technology already has an operational impact, for example, catering,
with the adoption of robots to serve or even, in some cases, to prepare food or plating it,
in a fast-food and fast-casual environment [15, 15].

4 The Smart Tourism Experience

Smart tourism, the result of combining ICT with the tourist experience, is also a social
phenomenon, whose co-creation dynamics stem from the psychological effects of which
the tourist is the bearer, as far as it translates a contribution with physical and/or mental
dimensions that allow interaction with other actors in the experiential scenario [14, 39].

The smart tourism experience is technologically mediated [15], driven by aggregated
information, the spread of connectivity, and permanent synchronisation [3], tends to be
efficient and significant [4].

In this framework, tourists as an interested part, play a decisive role, given that they
not only consume, but also create and improve data, which represent the structure of the
experience, and, through their digital footprint, access to information and/or add value
through mobile devices and tools [6, 7].

The meaning resulting from the smart tourism experience is identified with the
objective of the various actors, connected, and results from obtaining distinctive and
remarkable experiences with sustainability criteria, guided by the digital channels of the
main business variables and the versatility of the organisation [40, 41].

A significant part of smart tourism, therefore, depends on tourists who voluntarily
provide data in exchange for a perception of context that improves their tourist expe-
riences—their digital footprints being significant—resulting in high costs in the man-
agement and sharing of data, which need to be institutionalized, which is not simple in
a fragmented tourist activity, where micro-enterprises are the majority, many of which
are already lagging about to digital developments, which is why knowledge/technology
transfer and training are critical [15, 42].

In this way, the technological platform that surrounds it is decisive, given that the
experience is optimised through the Wi-Fi/mobile devices connection with big data,
framed in an environment of smart technology, which will lead to enriched consultations
and guidelines, contextualized and value-generating [12, 14, 42].
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However, the adoption of a certain technology, by itself, does not correspond
to an intelligent accommodation or destination, requiring a multifaceted structure of
intelligence, which is, thus, capable of generating value for stakeholders, increasing
competitiveness, and allowing the sustainability [43, 44].

Companies will have to compete for the attention of smart tourists, yet their willing-
ness to co-create and obtain meaningful experiences may mean that they are motivated
to process information [6, 7, 42].

The resulting interactions put the subjectivity of tourists and guests face to face,
leading to a shared environment, where emotional, evaluative, optional factors, ideas,
and ideals coexist [45], and the resulting connection is rich in references, interpretations,
affections, and feelings [39].

Thus, the recognition of a participatory posture stands out, with the inevitable con-
nection, in the co-created experiences, considering that there are several dimensions -
emotional, cognitive, physical, and social - involved in the experiences, which can be
close and intense [7, 39].

Although, in the literature, the relevance of the positively differentiating experience
and, therefore, able to generate value is consecrated, it is verified that the analysis of
the cognitive and functional effects, such as knowledge or skills, on users in smart
technology contexts and subject to intensive use and processing of information is less
expressive [42, 46].

By generating value—resource integration methods bring benefits (i) to the envi-
ronment; (ii) reinforcing the relationships between the various actors, promoting the
well-being; and (iii) better, more innovative services that provide a more competitive
economy [8, 17]—, co-creation enhances sustainability, translated into more alternatives
that enhance economic, social, and environmental differentiation, with the involvement
of stakeholders, among them and in the first place, tourists [21].

Another prominent issue, in addition to security, is related to privacy associated
with the intense use of technological resources, namely those based on location which,
although of great utility for users, makes them more exposed, even though the concept
of privacy in tourism is something atypical, since the relationship with providers is
short-term, which conditions an effective environment of trust, which is sometimes
undervalued [6, 16, 47, 48].

5 The Value Co-creation

The relevance of co-creation in tourism activity stems mainly from three circumstances:
(i) technological evolution, which generated processes in companies, prone to consumer
participation [7]; (ii) empowerment of customers, who want to actively control what
they consume [49]; and (iii) companies’ perception that consumers can be a relevant
and useful co-producer in the creation, communication, and delivery of products and
services [13].

In the literature, we find a growing number of authors who have studied co-created
tourism experiences—which implies a perspective of collaboration between the various
actors, from the outset providers and consumers, who, together, create value, [13, 17, 20,



508 P. Vaz Serra et al.

39, 46], andwhich, given current trends, proves to be strategic, requiring special attention
in terms of management and marketing, namely accommodation and destinations [39].

The analysis is carried out from a double perspective (see Table 1), theoretical and
applied, varying the objective of the approaches according to the specifications, but
always in the sense of (i) clarifying contemporary changes in the value chain; (ii) inves-
tigate the global experience at the destination; and (iii) to explore innovative marketing
approaches [39, 50].

It is therefore desirable to increase interactions between operators and customers,
being expected to obtain better operational results (i) if they aremore capable of adopting
ICT; (ii) if they have the resources to strategically align different objectives; and (iii) if
they demonstrate the ability to establish partnerships that generate co-created value [43,
61].

Thus, the co-creationprocess is facilitated through ICT,whichpromotes the exchange
and interaction between different partners to create better value propositions for cus-
tomers, to enhance their contribution to the design, production, and consumption of
experiences, praising the involvement of tourists in activities that meet their needs and
expectations and deserve their attention [68], with the environment, the natural one,
being described as a space where staging can generate in tourists an involvement with
on-site experiences [9].

Companies and consumers are increasingly collaborating, praising co-creation the
role of the consumer, placed in a privileged position, being recognised the decisive
function that has in the origin of the process underlying the experience and corresponding
increase of value [20, 46, 69].

From the assumptions of the Service-Dominant Logic, the co-creation of value is
generatedwith the consumer and not for him, it contemplates two essential assumptions,
(i) the client’s contribution to the creative process of the experience; and (ii) it is the
customer who creates and determines value, by consuming and using value [20].

In the tourism market and due to the impact of ICT, consumers interact with other
users, namely digitally [14], with the value co-creation as a collective, collaborative, and
dynamic process (see Table 2), which came to replace the exchange process, not only
with a company but also with entire groups of professionals, service providers, other
consumers, and other interested parties [17].

In this context, it is essential to have a forum for dialogue between the consumer
and the company, as well as the regulation underlying participation in this forum, to
guarantee an orderly and effective interaction [15, 41].

The co-creation environment must necessarily include ICT so that the consumer’s
involvement with service innovations is maximized, as well as the promotion of innova-
tive ways for experiences and value proactively co-created by tourists, considering the
various stages of the trip [71], constituting ICT an unavoidable source of competitive
advantage [14].

The multiple forms that ICT can adopt frame co-created experiences, generating a
system of interactions that, about consumers, (i) provides them with greater control;
(ii) establishes the relationship with providers; (iii) encourages the active creation of
experiences, and, as shared environment, they allow tourists to assume various roles,



From ICT to the Smart Tourism Experience 509

Table 1. Co-creation in the tourist experience: Definitions and dimensions

Reference Definition Dimension

[51] The customer and the company create
value together

The tourist is an active participant at
the experience design and production
levels; interaction with the value chain;
subjectivity

[52] Tourists as co-producers of experiences,
actively engaged by interacting with
other contextually important actors
such as operators, staff, resident
community and other tourists

Active construction; interactions with
the environment, organizations,
employees, residents, and other
visitors; psychological dimension

[53] Active tourists, as actors available to
put their knowledge and skills in
interaction with other actors, aiming at
value creation

Active participation; emotional,
physical, and mental connectivity;
social and environmental interactions;
reflexivity

[54, 55] The tourist participates in the value
creation process, contributing with
resources to obtain the experience

The involvement and participation of
the tourist in the experience creation;
customer, product, and company
interactions before, during, and after
the trip

[56, 57] The company appears as a link for
value creation, but the consumer is the
only creator of value

Social interaction, intersubjectivity, the
tourist as a bearer of psychological
phases, symbols and meanings, skills
and body postures during activities,
practices, and experiences

[58] The great meaning for tourists of the
experiences they create

The tourist as an active participant,
physically, mentally, and emotionally
connected; interaction with other
actors and with the experiential context

[59] Stakeholders actively and reciprocally
committed to permanent connections of
references and guidelines, in multiple
aspects of the organization-consumer
relationship about how they can
develop and optimise the experience by
actively contributing

Active guest involvement before,
during, and after the experience
building; socialisation; subjectivity

[60, 61] Consumers adapt their experiences
through personalization, according to
their needs, in interaction with
providers and technologically mediated

Differentiating experience resulting
from personalisation

(continued)
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Table 1. (continued)

Reference Definition Dimension

[60, 62–65] Co-creation implies active participation
throughout the experiential process

Smartphones, tablets, and digital
cameras can improve participation,
interaction, and involvement in the
tourist experience

[66, 67] Consumers co-create their experiences
as they engage through personalised
settings and options

Greater involvement enhances a
memorable experience

Source: [39, 50]—adapted.

Table 2. ICT-enabled co-creation: Examples

Reference Result

[71] Typology of experience of nine fields, driven by technological intensity and
co-creation

[72] The degree of co-creation of hotel guests is a function of the perception of value
through co-creation and future behavioural variables in a hotel where
technologically mediated co-creation is possible

[73] The contribution to experiences and the connection between tourists and providers
are linked to co-created experiences. Co-created experiences, satisfaction,
expenses, and happiness are positively related. There is no relationship between
shared experiences among tourists and co-created experiences

[74] Smartphone apps in pre-travel, on-site, and post-travel contexts

[75] Sharing experiences by tourists on social networks

[76] Smartphones promote a feeling of union and independence during family holidays,
are mediators and enhance the memory of experiences

[77] Co-created value leads to greater pre-availability to support higher prices for the
hotel room, resulting from involvement in the context of online booking

[78] Robotics in a hotel context

[79] Use of gamified technology during the trip

[80] Technology-based souvenir design

[81] Use of Virtual Reality application in cultural heritage sites

[82][83] Participation of tourists in online platforms

[84] Interactive technologies in museums

Source: [39, 50]—adapted
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namely in terms of design, communication, and facilitation of experiences, enhancing a
wide spectrum of value [4, 7, 14, 64].

It should be noted, however, that interaction between humans should not be replaced
by technology—first because it needs the voluntary adherence of consumers, as well as
their data so that it can be framed and optimised [14]—but complement it, enriching the
tourist experience [50].

6 Concluding Remarks

Technology emerges as a relevant instrument in the operationalisation, structuring, and
strategic vision of organisations [2, 15], constituting a relevant centrality factor for
products, and more innovative management models [7, 26, 38].

Effectively, the internet generates a connection platform between people and com-
panies around the world, with social networks in a web 2.0 environment representing
one of the most technologically important scenarios that have occurred in the recent
past, offering a vast number of instruments that enable a more interactive and participa-
tory consumers´ attitude, by contributing, sharing, and creating content, opinions, and
experiences, with organisations and each other [7, 15, 44].

The proliferation of technologies with social interaction has had a disruptive impact,
given the vast field of action that allows important value additions in the creation of
services, experiences, and value [14, 20],with an evident role played in the empowerment
and co-creation of and by the consumer [7, 12].

Smart tourism resources and connections depend on voluntarily contributed by con-
sumers, it seems important to have new investigations that focus on health risks and the
resulting psychological effects, considering the intense use, which allows assessing its
availability for the cooperation, creation, and usufruct, and the importance of the use
value generated by them [4, 5, 42].

Issues related to privacy and trust – as well as technological illiteracy, which occurs
in consumers, but also in tour operators and intermediaries – also reveal some complexity
and require investment, monitoring, and commitment [42, 85].

Although it is not exempt from constraints, latent and explicit, smart tourism
enshrines a stimulating context, underlying actors, including residents and tourists, hold-
ers of resources and connections; to areas that are more inviting, safe, and tend to be
competitive and sustainable; experiences differentiated by personalisation; conditions
conducive to creative and innovative services and businesses, with more flexibility and
adopting new ways of creating value [14, 17, 84–86].

The smart tourism system is characterized by the services scalability and is based on
the trust and openness of the actors, so the creation ofmarkets and distinctive experiences
stems fromproducts conceived and framed dynamically by providers and consumers [17,
70, 87].

This approach makes several significant contributions to the tourism literature, by
extolling how smart environments can exert a transforming action in terms of structures,
processes and practices, with the consequent innovative impact in terms of services com-
petitiveness, strategic vision, management and marketing models all stakeholders [12],
highlighting its usefulness in co-creating positively differentiating tourism experiences
for stakeholders, namely tourists, as well as accommodation and destinations.
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