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Preface

The 22nd Asia Simulation Conference (AsiaSim 2023) was held on Langkawi Island,
Malaysia for two days on 25–26th October 2023. This Asia Simulation Conference is
annually organized by the following Asian Simulation societies: the Korea Society for
Simulation (KSS), the China Simulation Federation (CSF), the Japan Society for Sim-
ulation Technology (JSST), the Society of Simulation and Gaming of Singapore, and
the Malaysia Simulation Society (MSS). This conference provides a platform for sci-
entists, academicians, and professionals from around the world to present and discuss
their work and new emerging simulation technologies with each other. AsiaSim 2023
aimed to serve as the primary venue for academic and industrial researchers and prac-
titioners to exchange ideas, research findings, and experiences. This would encourage
both domestic and international research and technical innovation in these sectors.

Bringing the concept of ‘Experience the Power of Simulation’, the papers presented
at this conference have been compiled in this volume of the series Communications in
Computer and Information Science. The papers in these proceedings tackle complex
modelling and simulation problems in a variety of domains. The total of submitted
papers to the conference was 164 papers. All submitted papers were reviewed by at
least three (3) reviewers based on single-blind peer review. The papers presented in
AsiaSim 2023 are included in two (2) volumes (1911 and 1912) containing 77 full papers
divided into seven (7) main tracks, namely: Artificial Intelligence and Simulation, Digital
Twins (Modelling), Simulation and Gaming, Simulation for Engineering, Simulation
for Industry 4.0, Simulation for Sustainable Development, and Simulation for Social
Sciences.

As editorial members of the AsiaSim 2023 conference, we would like to express our
gratitude to all the authors who chose this conference as a venue for their publications
and to all reviewers for providing professional reviews and comments. We are also very
grateful for the support and tremendous effort of the Program and Organizing Committee
members for soliciting and selecting research papers with a balance of high quality and
new ideas and applications. Thank you from us.

Fazilah Hassan
Noorhazirah Sunar

Mohd Ariffanan Mohd Basri
Mohd Saiful Azimi Mahmud

Mohamad Hafis Izran Ishak
Mohamed Sultan Mohamed Ali
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Abstract. In this study, a novel approach is proposed for enhancing the speed and
efficiency of steganography system by designing a hardware model that adopts
the image-in-image (grey-in-color) method and utilizes the Least Significant Bit
(LSB) algorithm. The sizes of secret and cover images are chosen so that all secret
bits can be embedded inside the LSB bits of the pixels for the three RBG matri-
ces for the cover image and produce the color stego-image. On the receiving part,
these embedded secret bits will be extracted from stego-image and reform the orig-
inal secret image. Using XSG and Vivado design suite, a successful FPGA-based
steganography system was developed as an accelerator tool with high-speed pro-
cessing that reaches 250 times faster than the software-based system. The quality
of the stego-image and the extracted secret image was calculated by three metrics,
which are the Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR),
and Cross Correlation (CCR). The comparison metrics values affirm a high level
of trust in the generated stego-image, and the extracted secret image being identi-
cal to the original. The FPGA chip utilized in the implemented system consumes
only 1% of the hardware resources, and a remarkable speedup factor of 250 is
achieved, indicating that expanding the system for larger image sizes becomes
highly feasible. Moreover, this expansion can be accomplished economically by
utilizing low-cost field-programmable gate array (FPGA) chips.

Keywords: Steganography · LSB algorithm · FPGA · XSG

1 Introduction

The transmission of data through networks today requires the use of digital communica-
tion methods. There are always significant dangers to safe data transfer due to networking
and digital communication advancements [1]. A hidden image can be concealed within
a digital image using various data-concealing techniques. One of the most commonly
accepted methods of data concealing is image steganography. Steganography aims to
transmit a secret image while concealing its presence [2]. The operating principles of
steganography are different from those of cryptography. It provides a high level of
security in communication while concealing the existence of data, as opposed to cryp-
tography, which is a security technology that conceals data to preserve its confidentiality
and integrity. The ability to integrate a hidden image into a cover image without leaving
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a noticeable trace is both an art and a science [1]. A “stego-image” is created when the
cover image has a secret image buried inside it [3]. Steganography began as a kind of art
in the past, but it has since evolved into one of the most specialized fields in cybersecurity
[4]. The secret data, the cover file (the media file into which the secret data is incorpo-
rated), and the stego-file (the cover file after the secret data has been hidden within) are
the three basic components of a steganographic approach. Three crucial characteristics
of a powerful steganographic technique are robustness (the resistance to the secret data
being removed from the stego-file), imperceptibility (the property that makes the stego-
file and cover file indiscernible from one another), and capacity (the maximum amount
of secret data that the cover file can conceal). The frequency and spatial domains are the
two domains where steganography could be used [5]. Steganographic techniques modify
the pixels of the images in the spatial domain to hide the secret data in. Steganographic
methods employ the modification of data in the frequency domain to conceal sensitive
data by altering the image frequencies. The secret data is hidden using steganographic
techniques that alter the frequencies of the images in the frequency domain [5]. The sys-
tem uses a spatial domain method called least significant bit (LSB) steganography. The
LSB-based image steganography algorithm consists of two primary phases: the embed-
ding phase and the extraction phase. The algorithm analyzes the cover image and inserts
the secret image into it such that a human eye cannot see it. The resultant image, called
a “stego-image,” is then obtained and sent across a communication channel. The LSBs
of the stego-image are used to extract the concealed image during the extraction stage
[3]. This project aims to employ FPGA as an accelerator for an image steganography
system, aiming to address the extended execution time associated with the conventional
software version.

2 LSB Algorithm for Steganography

Steganography is a technique used for hiding important data within video, audio, or
image files before transmitting them [6]. A trustworthy piece of information can have
concealed data sent without anybody being aware of it. Since steganography is hidden
within a carrier and travels through it, it prohibits unauthorized parties from accessing
the news [7]. In image steganography, the carrier for the hidden image is an image
that either reveals or hides it. Figure 1 displays the fundamental image steganography
diagram. The term “cover image” refers to the image that will carry the hidden data, and
the “secret image” refers to the data that need to be hidden. In the reality, the “embedding
technique” refers to the process or algorithm used to conceal the “secret image” behind
the “cover image,” or “stego-image.” In a manner similar to embedding, extraction of the
hidden information is also possible, with the “extraction technique” being the method
of recovering the “secret image” from the “stego-image” [8].

The Least Significant Bit (LSB) algorithm is one of the core and traditional techniques
that can conceal more significant hidden information in a cover image without obvious
visual distortions is steganography [9]. It basically works by substituting secret message
bits for the low-order bits (LSBs) of randomly (or) carefully chosen pixels in the cover
image. A stego may choose the pixels to use or the embedding order. As time went
on, steganographic techniques used various iterations of LSB’s pixel or bit-planes. Due
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Fig. 1. Image steganography technique.

to the ease of LSB embedding, many techniques have been developed in an effort to
optimize payload while enhancing visual quality and undetectability. To estimate the
number of LSB bits for data embedding, some of them use adaptive LSB replacement
depending on the edges, texture, intensity level, and brightness of the cover images [10].

The spatial domain operations are straightforward and do not require any kind of
modification before being applied to the pixels [11]. LSB algorithm is the one that is
most frequently employed in the spatial domain. LSB is a quick and easy method that
turns any image into a grayscale image, regardless of its type. Each pixel is represented
by 1 byte, with the least important information being contained in the final bit or the
rightmost bit [12].

This bit is swapped out by the LSB algorithm with one of the secret data bits, which
will be concealed inside the image. There will not be any visible visual changes in the
image because the swapped bit is the least important one. The block diagram of the LSB
embedding process is shown in Fig. 2, where the new LSB value has changed from 1 to
0.

Fig. 2. Process of replacing LSB cover image.
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During the embedding phase, the statistical distortion between the cover image and
the stego-image is checked and measured using the Mean Square Error (MSE) and Peak
Signal to Noise Ratio (PSNR). In the extraction phase, the MSE and PSNR are used
to estimate the distortion amount between the original image to be concealed and the
extracted image, in addition to the Cross Correlation (NCC), which is used to assess the
degree of proximity between the cover and stego-images [13].

3 Field Programmable Gate Array (FPGA)

FPGAs are programmable, off-the-shelf devices that offer a versatile foundation for
incorporating unique hardware features at a minimal cost. They primarily consist of
configurable logic blocks (CLBs) [14], which are a collection of programmable logic
cells, a programmable interconnection network, and a collection of programmable input
and output cells positioned everywhere around the device [15]. Additionally, they have a
wide range of embedded components, including block RAMs (BRAMs), look-up tables
(LUTs), flip-flops (FFs), clock management units, high-speed I/O links, and others. DSP
blocks are used to perform arithmetic-intensive operations like multiply-and-accumulate.
FPGAs are frequently used as accelerators for computationally intensive applications
because they provide models with highly flexible fine-grained parallelism and associative
operations, such as broadcast and collective response [16]. FPGAs are being employed in
a wide range of applications, including robotics, telecommunications, medical care, and
image processing. However, programming FPGAs using conventional design approaches
like VHDL is time-consuming; therefore, new programming tools such as XSG are
adopted for fast-developing FPGA-based systems [17].

4 FPGA-Based LSB Algorithm Implementation

4.1 Hiding System

This section outlines the procedures used in this paper for implementing LSB algorithm
inside FPGA chip using XSG method, which is a Simulink graphical editor tool for
programming FPGA chips produced by Xilinx and embedded within MATLAB software.

The System Generator tool offers the co-simulation option. Co-simulation allows for
the processing and verification of hardware methods as well as an increase in simulation
speed. Figure 3 shows a model built by XSG to hide a grey image inside another color
image. The dimensions of the cover image must be larger than those of the secret image
to ensure that all bits of the secret image will be placed instead of LSB bits of cover
image pixels. This will be done by considering the color pixel of the cover image as
three pixels, the red component pixel (R), the green component pixel (G), and the blue
component pixel (B). The LSB bits of these three components (RGB) pixels will be
replaced with three consecutive bits of the secret image, and this operation continues till
all secret bits being embedded inside the cover pixels. The hardware model uses 384 * 512
cover image, and 256 * 256 secret image. The secret image is initially preprocessed by
converting it into a bit stream using a parallel-to-serial block. In the other hand, the 7
MSB bits of each pixel of the cover image will be separately decomposed, as illustrated
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in Fig. 4. At the same time, one bit of the secret image will be placed in the LSB position
(by concat block) and produce the new pixel of the stego-image. This operation is done
sequentially until all secret bits are involved inside the cover image pixels (one by one)
and introduce the total stego-image. To align the secret image bits with the other seven
bits of the cover image pixel, the latency to block (p_to_s) must be 1. The serial sample
format is transformed by the gateway-in into an unsigned fixed-point format with WL
= 8 and FL = 0 (width length and fractional length, respectively).

The periods of the Simulink system and the gateway-in block should both be set to
value (1/8) in order to trace the replacement of LSB bit correctly, as illustrated in Figs. 5
and 6. Finally, the stego-image produced from the embedded secret image inside the
cover image using the proposed system is presented in Fig. 7.

Fig. 3. FPGA implementation of image steganography with LSB algorithm.

Fig. 4. LSB Algorithm for image hidden system.
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Fig. 5. Setting of system generator.

Fig. 6. Gateway in for the one pixel of the cover image.
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Fig. 7. Result of hiding system.

4.2 Recovering System

After the stego-image is generated, it will be sent to the target place through the com-
munication media. Just if the receiver catches the stego-image, the secret image may
be extracted. This operation is done simply by reverse operation of hiding operation.
The LSB bits of the stego-image pixels (RGB) will be extracted and reformed as groups
of 8 bits in sequence in order to regenerate secret image pixels and then rearrange the
extracted pixels in the original two dimensions to produce the original secret image.

Figure 8 illustrates the hardware recovering system. The stego-image enters the
system as pixel by pixel. LSB bit of each pixel will pass the concat block, which works
as a demultiplexer for this purpose. Then, the extracted LSB bits will be accumulated
as groups of 8 bits that are extracted sequentially for recomposing the original secret
pixels. This operation continues till all secret pixels are reformed. The slice8 block and
S-to-P block are set appropriately (lower bit location and width = 1) for exact secret
image reformation. Figure 9 shows recovering the secret image from the stego-image
using the proposed hardware system.

Fig. 8. Recover image from LSB steganography algorithm.
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Fig. 9. Results of the Recover System.

5 System Evaluation

The system has been implemented in the ARTY A7 board, including the xc7a100t-
lcsg324 FPGA chip. The XSG tool and Vivado design suite were used for implementing
the proposed hiding/recovering systems. The area usage, clock period, and consumption
power for the FPGA chip after implementation are listed in Table 1.

Table 1. FPGA implementation of the project

Resource Used Available Utilization

LUT 589 63400 %0.93

LUTRAM 5 19000 %0.03

FF 998 126800 %0.79

BRAM 2 135 %1.48

Implemented Power on chip 0.29 W

Minimum clock (Ts) 5 ns

Worst negative slack (WNS) 0.811 ns

The implemented clock period is 5 ns with WSN = 0.811 ns, which can be considered
a best case (small positive value). These timing values are achieved via timing constrains
using Vivado design suite.

The total clock cycles needed for hiding (recovering) the secret image can be calcu-
lated using Eq. 1 since each bit of the secret image requires one clock period for hiding
or extracting operation:

TCLK = Rsec × Csec · · · × 8 (1)

where TCLK is the total clock cycle for embedding (extracting) all bits of the secret image,
Rsec is the number of rows of the secret image, and Csec is the number of columns of the
secret image. The term 8 in Eq. 1 represents the 8 bits of one pixel of the secret image
(gray level image).
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For the implemented work, the secret image dimension is 255 × 255 Gy level image,
so the TCLK = 255 × 255 × 8 = 520,200 clock cycles. Because the proposed sys-
tem’s clock period is 5 ns, the complete time for achieving the secret image hiding
is 2,621,440 ns, the same time period for extracting the complete secret image in the
recovering stage.

To calculate the speed gained in the proposed systems for the hiding and recovering
operations, the standard software version of the LSB steganography algorithm was uti-
lized with the same set of secret and cover images. Using MATLAB running on PC with
Windows 11 Pro (64-bit operating system, x64-based processor), core i7-8550U CPU
and 8 GB RAM, the minimum time required for completing the hiding and recovering
operations is approximately 0.5 s. To obtain the speedup factor for hardware version
against the software version of LSB steganography algorithms, Eq. 2 can be used.

speedup factor = Time for software version

Time for hardware version
= 0.5

0.002
= 250 (2)

The speedup value reflex that the accelerator (hardware) version is fast as 250 times
as the conventional (software) version for this steganography implementation.

The stego-image produced by LSB algorithm should not have any visible differences
when compared with the original cover image, where it noticed during the transmission
stage. To ensure that, many evaluation metrics are used for this purpose, and the most
used in literature are the Mean Square Error (MSE), Peak Signal-to-Noise Ratio (PSNR),
and Cross Correlation (CCR). The MSE and PSNR are two error metrics. The MSE is
the sum of the squared errors between the stego-image and the cover image, whereas
the PSNR measures the peak error. The MSE value approaches zero, indicating that the
similarity approaches identicality. The PSNR value belonging to the [50 dB–60 dB] is
generally regarded as the favorable value in scenarios involving lossy conditions. The
MSE error can be calculated using the following equation [18, 19]:

MSE = 1

L

N−1∑

i=1

M−1∑

j=1

[Is(i, j) − (Ic(i, j)]2 (3)

where Is, Ic, M, N, L represent the stego-image, cover image, number of rows, number of
columns, and total number of cover image, respectively. For color image, the MSERBG
is calculated as the average of the MSE for the three colors (R, B, G) component images
as follows:

MSERBG =
[

MSER + MSEB + MSEG

3

]
(4)

where MSER, MSEB, and MSEG are the MSE for the color image’s red, blue, and green
image matrices.

The other error metric, PSNR, can be determined for color images using the following
equation [20]:

PSNR = 10 × log10(
cmax2

MSERGB
) (5)
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where cmax represents the highest possible pixel value from the original color image.
The CCR is one of the most techniques employed for determining how closely

the cover image matches the stego-image. The cross-correlation result falls within the
range of −1 to +1. A significantly positive value indicates a robust positive correlation,
whereas a notably negative value indicates a strong negative correlation. When the value
approaches zero, it suggests no correlation. Equation 6 can be used to determine the
CCR [20].

CCR =
∑N−1

i=0
∑M −1

j=0 Is(i, j) ∗ Ic(i, j)
∑N−1

i=0
∑M −1

j=0 Ic2(i, j)
(6)

where Is, Ic, M, and N represent the stego-image, cover image, number of rows, and
number of columns, respectively.

Table 2 summarizes the values of the three metrics between the original cover image
and the stego-image produced by the proposed FPGA-based hardware system. These
values absolutely demonstrate that the stego-image of the proposed hiding system closely
matches the original cover image.

Table 2. MSE, PSNR, and CCR values of the proposed HIDING SYSTEM

MSE 0.499

PSNR 51.145

CCR 0.99

On the other hand, Table 3 illustrates the identicality of the original secret image
with that extracted by the proposed FPGA-based recovering system.

Table 3. MSE, PSNR, and CCR values of the proposed RECOVERING system.

MSE 0.00

PSNR ∞
CCR 1.00

Where PSNR =∞ implies that there is no discernible difference between the original
secret image and the reconstructed secret image.

6 Conclusions

This paper presents the implementation of the LSB algorithm for steganography within
the FPGA chip, aiming to achieve a high-speed steganography system. By taking advan-
tage of the parallel and efficient processing capabilities of the FPGA chip’s hardware
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components, the proposed system achieved a significant acceleration in hiding and recov-
ering processes, surpassing that of the software versions of the same LSB algorithm.
The achieved result demonstrates that the proposed FPGA-based steganography sys-
tem exhibits a superior performance, surpassing the conventional software version by
250 times. Using the proposed system, the generated stego-image has good comparison
metrics with the original cover image. Furthermore, the hardware recovering system
successfully extracts the secret image, ensuring its exact copy is identical to the original
secret image before it was embedded within the cover image.

On the other hand, besides using Vivado design suite, Xilinx system generator is
a very effective tool for developing FPGA-based systems. It might be characterized as
practical and faster than the other developing tools such as VHDL.

The resource utilization of the suggested system uses approximately 1% of the tar-
geted FPGA chip. It is clear that the proposed system can be extended for larger size
images and also can be modified for hiding color-in color images.
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Abstract. Intelligent Manufacturing Training Equipment (IMTE) are featured
with high-value shareable training property and high security requirement on
human-machine interaction, which prompt urgent demands on equipment sharing
and virtual training of IMTEs based on Digital Twin (DT). Enabling the effec-
tive data acquisition and real-time interaction for the DT system construction
for IMTEs, Data Acquisition Interface Definition and Cross-Network Real-Time
Communication technologies are researched, including the universal IMTE data
acquisition interface definition method based on Model of Things (MoT) and the
real-time cross-network communication technology based on Intranet Penetra-
tion. A prototype IMTE DT system is built for the effectiveness verification on
interface definition, acquisition and transferring of IMTE data, where the MoT of
IMTE facilitates the PLC data collection and Intranet Penetration accelerates the
data transfer, thus drive the real-time interaction between IMTE and the DT sys-
tem, realizing the simplification of data acquisition and real-time cross-network
communication for IMTEs.

Keywords: Intelligent Manufacturing · Training equipment · IOT · Intranet
Penetration · Digital Twin · Model of Things

1 Introduction

Currently, intelligent manufacturing becomes commanding height for the global industry
competition. USA, Germany, Japan and other industrial powers have put forward their
own national development strategies for intelligent manufacturing, as well as “Made in
China 2025” for China to optimize and upgrade industrial structure and achieve high-
quality economic development [1]. With the gradual advancement of the development
strategy, intelligent manufacturing has promoted profound changes in the national eco-
nomic structure, including the optimization of industrial structure and human resource

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
F. Hassan et al. (Eds.): AsiaSim 2023, CCIS 1911, pp. 13–27, 2024.
https://doi.org/10.1007/978-981-99-7240-1_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7240-1_2&domain=pdf
https://doi.org/10.1007/978-981-99-7240-1_2


14 N. Wan et al.

structure, which requires the adjustment and innovation of the talent training system,
and trained more professionals with skills about intelligent manufacturing.

The intelligent manufacturing strategies require a large number of professionals with
manufacturing expertise, however, there is currently an imbalance between knowledge
level and practical ability in traditional education. Especially in the field of intelligent
manufacturing, many research and problems are new, and often come from the practice
of the industry. Intelligent manufacturing training is a practical training that simulates the
real working environment and relies on IMTE to train practitioners to master intelligent
manufacturing technology and work flow, which can play an effective role in solving
this dilemma. As the key support for intelligent manufacturing training, IMTE is differ-
ent from c-conventional industrial equipment and experimental equipment. Table 1 [2]
compares and analyzes the characteristics of the three types of equipment.

Table 1. Equipment comparison ( refers to the relative level among the three types)

experimental instru-
ments and equipment

industrial site equip-
ment IMTE

precision Highest precision to 
complete science 

experiments 

Lower precision but 
assure product quality

Lowest precision, just 
meet the training needs

stability High stability over 
time to ensure the 

precision 

High stability to ensure 
consistent production 

quality 

General functions, 
providing repeatable 

training course

efficiency 

high  
efficiency 

Precision is much more 
important than effi-

ciency

Rapidest operation 
response while produc-

tion

Smooth operation and 
easy learning for the 

trainee

Usage  
efficiency 

5*8, low utilization 
ratio based on the 

research task

Normally uninterrupted 
work through 7*24

5*8, even less on vaca-
tion 

security 

machine 
security 

Complex operation, 
experience required for 

security

Specific equipment 
security protection 

mechanism

Full protection mecha-
nism to avoid misopera-

tion damage

operator 
security 

Laboratories may work 
at high risk in certain 

tasks 

Operators may work at 
risk in certain environ-

ment

Trainee Security more 
important than equip-

ment

Comparison of the figure above can be summarized as high security and low utiliza-
tion rate of IMTE, and the following is an elaboration of the characteristics and required
functions of IMTE:

High Security
Since the equipment is intended for training users who have little or no experience in
operating the equipment, IMTE for equipment safety protection and personal safety
requires high. Therefore, students can be completely in the simulation environment to
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familiarize themselves with the equipment, to be improved by the students with the
operating level, operating experience and then the actual operation, so the need for
IMTE to achieve the establishment of the object model and holographic uploading of
equipment data to support the virtual simulation.

Low Utilization Rate
Within the university, IMTE is generally used during the students’ class period, i.e.
5 * 8 working hours arrangement, and the rest of the time is completely idle except
for the working day time. Moreover, due to the lack of sharing awareness, although the
equipment belongs to the fixed assets of the school, the rights of use and maintenance are
basically in the hands of each subject group. In order to avoid the trouble of responsibility
sharing and cost management that exists in the sharing process, even schools are not
willing to share equipment internally [3]. At the same time, many small and medium-
sized enterprises also need a large number of practical training equipment to train their
employees, but the price of IMTE is not cheap and maintenance for small and medium-
sized enterprises is a big burden.

Therefore, three demands are derived from the status quo and characteristics of
IMTE: virtual simulation, effective management and utilization of equipment in schools,
and a large number of industrial enterprises have demands for efficient IMTE. For these
needs, online sharing of equipment supported by digital twin technology can provide
good solutions. However, at the same time, it also puts forward a higher demand for
efficient data acquisition, access and remote real-time communication of equipment,
especially IMTE.

In the application of industrial equipment data acquisition, Li Congbo et al. used
power sensors based on Modbus protocol to collect energy consumption data, collected
machining parameters based on TCP/IP protocol, and interacted with MES to obtain
machining tasks through intelligent terminals, realizing digital twin based multi-level
energy efficiency monitoring of machining workshop. The digital twin-based multilevel
energy efficiency monitoring of the machine shop is realized [4]. Cao Wei et al. proposed
an RFID-based real-time data collection method for discrete manufacturing workshops,
which realizes RFID configuration and data acquisition around WIP processes, process
flows, batches and lots, and then realizes multi-level visualization and monitoring of the
manufacturing process [5]. Jiao Yuyang et al. proposed an OPC UA unified architecture
for forging workshop energy consumption data collection and supervision system, for
the traditional forging workshop equipment is scattered between the plant area is too
large, built for the forging workshop energy consumption data collection and super-
vision system overall network architecture, to achieve the data collection, storage and
interaction [6].

In terms of remote real-time communication, Tong Wang et al. introduce a mosaic
antenna consisting of spatially distributed small transceiver units to realize long-distance
communication in order to replace high-power amplifiers and large directional antennas
to form a cross-domain communication network that dynamically adapts to losses and
sudden threats in confrontational environments in order to achieve battlefield-stabilized
long-distance communication [7]. Xu Feilong et al. use RD120-6W communication
board, GT6805 industrial control board, ULN2003 driver chip and on-board dip switches
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to complete the construction of the communication machine, and realize the connec-
tion with the communication machine through the Ethernet interface RS485 to provide
communication support for the remote teaching management system [8]. Yang Yalian
et al. used PIC18F4580 with built-in CAN controller module and industrial-grade DTU-
MD610 in the vehicle terminal, and transmitted the data and GPS information to the
remote control terminal through GPRS (general packet radio service) and Internet net-
work to support the remote communication of real-time monitoring and control system
of the hybrid vehicle [9].

In summary, many scholars have carried out a lot of research and practice around the
issue of industrial efficient data acquisition and remote real-time communication. But in
the actual research project of intellectual manufacturing training, it is found that the lack
of data acquisition interface definition of IMTE will be inconvenient for the data access
from the physical end to the simulation end, and IMTE is often faced with the problem of
cross-network communication in the remote communication. However, there is relatively
little research and practice on the efficient data acquisition with interface definition
and cross-network real-time communication. In view of this, this paper describes the
training device based on the object model, i.e., the interface definition of the training
device, followed by the real-time data collection of the training device through the data
acquisition tool. Finally, the data is transmitted remotely through the intranet penetration
and the data interface definition is conveniently accessed to the data, in order to drive the
real-time collaborative digital twin of the Unity 3D simulation model, and the feasibility
is verified through an actual example.

2 Methods for Data Acquisition and Interface Definition
of Training Equipment Based on Model of Things

2.1 Overview of Model of Things

Internet of Things (IoT) is built based on the Internet environment and combines various
technologies such as information sensors, RFID technology to real-time collect infor-
mation from objects or processes. The information is accessed through various network
protocols, enabling ubiquitous connections between objects and people and serving as
a carrier for interconnected information. With the implementation of the Made in China
2025 strategy, the manufacturing industry has an urgent need for digital transformation
and cost reduction [10]. In this context, industrial IoT has flourished, with its industrial
applications and use cases continuously expanding, but it has also brought forth chal-
lenges. In industrial applications, there is often a massive amount of heterogeneous data
that needs to be integrated into the IoT. How to efficiently parse and assign semantic
information to this data to achieve unified management of diverse devices becomes a
constraint on the further development of industrial IoT.

In industrial IoT scenarios, the massive heterogeneity of physical entities results in
a vast amount of heterogeneous data. To connect these entities to an IoT platform, it is
necessary to digitally model the physical entities. Without unified modeling specifica-
tions and languages, this process becomes extremely challenging. Different devices and
data formats make data parsing, processing, and storage difficult, greatly increasing the
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difficulty of entity integration into the network [11]. To address this issue, the concept
of a “thing model” emerges.

A thing model is a digital representation model of real-world objects in a virtual
space, used in IoT platforms to abstract and generalize physical objects. In simple terms,
a thing model provides a standardized interface for connecting real-world objects to the
IoT. It defines the characteristics and behaviors of objects and describes and represents
the attributes, methods, events, etc., of the connected objects. Through Model of Things,
an IoT platform can better manage, interact with, and control the connected IoT devices.
From a business perspective based on IoT platforms, the existence of Model of Things
greatly facilitates device management, data exchange, remote monitoring and control,
data analysis, and application development. Furthermore, Model of Things promote
interoperability among IoT devices, enabling the standardization and normalization of
connected entities and simplifying the utilization of data. They establish a one-to-one
correspondence between physical entities and virtual models, bridging communication
barriers between different vendors and device types, enabling device coordination, and
storing data from connected entities in a unified format in the cloud. This creates stan-
dardized service libraries and databases, streamlines data parsing, and greatly simplifies
the development process.

2.2 MoT Framework of IMTE

The Thing Model of the intelligent manufacturing training platform serves as an inte-
grated system comprising various components, such as robots and their controllers,
diverse sensors, a range of actuators and controllers, and a human-machine interaction
panel. As a result, the Thing Model of the training platform needs to include individual
sub-model units representing each component. Following this hierarchical architecture,
a designated Thing Model, illustrated in Fig. 1, can effectively describe and represent
IMTE that requires seamless integration into IoT.

Due to the diverse objectives of different training tasks, there is a wide variety of
training platforms available. Even for similar training objectives, different companies
may design their training platforms with significant differences. Therefore, when con-
structing an IoT platform based on training devices, it is essential to have a suitable Thing
Model to integrate various training platforms into the IoT, enabling remote monitoring,
remote control, real-time data analysis, and more. In response to these requirements, this
Thing Model divides the training platform into five major components: robots, actua-
tors, sensors, controllers, and supporting structures. Each component can have multiple
similar objects. These five components cover the primary subsystems utilized in training
platforms, making this Thing Model capable of describing the majority of intelligent
manufacturing training platforms comprehensively and accurately.

For the Thing Model, the geometric properties are mostly described using engi-
neering models or engineering design drawings, while the basic information and work
information are extracted from detailed specifications provided by equipment manufac-
turers. Operational data, on the other hand, needs to be collected through data acquisition
methods. The static information of the training equipment, such as basic information,
work information, and geometric properties, will be described in the format of static
properties as shown in Fig. 1.
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The various types of data generated by the operation of each component of the
training equipment will be recorded in the format shown in Fig. 1 and stored in the
running data properties of the training platform in JSON format. The various types of
data generated by the operation of each component of the training equipment will be
recorded in the format shown in Fig. 1 and stored in the running data properties of the
training platform in JSON format.

Fig. 1. Thing Model of the Intelligent Manufacturing Training Equipment

3 Real-Time Cross-Network Communication Based on Intranet
Penetration

3.1 Overview of Frp Intranet Penetration

When communicating remotely, the restriction from the intranet to the extranet will
hinder the communication, and the intranet penetration is a technology that can provide
the local server’s intranet IP port to the extranet to realize the extranet connection access.
Intranet penetration is widely used in various scenarios, such as remote access, server
management, remote monitoring of IoT devices, etc. Frp, peanut shells, ngrok, natapp,
etc. are common intranet penetration tools. Frp has the advantages of supporting multiple
protocols, simple configuration, TLS encryption and authentication, etc. compared to
other intranet penetration tools.

Frp is based on Go language development, support for multi-platform deployment
of a high-performance fast reverse proxy for intranet penetration, can be behind the
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firewall or NAT local services in a safe and convenient way through the public IP nodes
with the transit exposed to the Internet. Frp intranet penetration can be understood as
using a server with a publicly accessible IP address as an intermediary to establish
a “connection” between the connected computer or other terminals and the computer
currently in operation. In other words, the frp program connects two computers located
in two different LANs through a server with a publicly accessible IP address. Therefore,
the method of frp intranet penetration to achieve remote communication is to map the
intranet service to the public network, thus enabling external network access.

Overall, frp intranet penetration is a convenient and practical tool to solve the problem
that intranet environments can not be directly accessed, so that public network users can
safely and conveniently access intranet services.

3.2 Cross-Network Communication Solution for IMTE

Aiming at the demand for remote real-time communication of IMTE, based on the frp
intranet penetration technology to support the cross-network real-time communication
of the intellectual manufacturing training equipment, as shown in the technical structure
diagram in Fig. 2. Frp intranet penetration uses the client-server architecture. In the
intranet, frp client frpc establishes a connection with frp server frps and sends requests
for intranet services to the server. The server side is responsible for receiving the request
and forwarding it to the service port on the intranet.

Fig. 2. Intranet Penetration Technology Structure Diagram

The specific process of realizing intranet penetration is as follows: first, the frpc
client sends information such as the extranet address and port, as well as the address and
port of the intranet service that needs to be mapped, to the frps server. At the same time,
the server assigns a unique token to the client for verifying the client’s identity and for
subsequent communication. Next, the client initiates a tunnel request to the server, in
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which the client specifies the address and port number of the intranet service that needs to
be mapped to the public network. After the server receives the tunnel request, it assigns
the extranet address and port number and sends that address and port number to the
client. The client receives it and informs the service in the intranet about the address and
port number, so that the external network can access the service in the intranet through
this address and port number. When the external network accesses the external address
and port number assigned by the server, the request is forwarded to the client, which
in turn forwards the request to the service in the intranet. Finally, when the service in
the intranet has a response, the client sends the response to the server, which in turn
forwards the response to the external network. By the above way, a communication
tunnel is established between the public network and the intranet, mapping the intranet
services to the public network.

4 A Real-Time Communication System Designed for Data
Acquisition, Interface Definition and Cross-Network

4.1 The Overall System Framework

Fig. 3. The structure diagram of the system

As shown in Fig. 3 for the data acquisition, interface definition and cross-network
real-time communication system structure. The data of IMTE mainly comes from the
robot, actuators, sensors, and controllers, in which the actuators and contact type sensors,
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non-contact ordinary type sensors and so on are summarized as the training module.
Firstly, the PLC reads the data of IMTE, then the TCP-based Socket communication
module connects and collects the PLC data. Then the data is converted into Json format
and sent to the Unity 3D simulation platform that integrates the Socket client, and in the
process of designing, it is found that the data access is cumbersome and inefficient, as
well as the remote cross-network communication due to the limitations of the intranet
to the extranet. Thus ultimately, it is designed an object model-based data acquisition
and interface definition method for training equipment and a real-time cross-network
communication system based on intranet penetration.

4.2 PLC Reads Data from Training Equipment

Figure 3 contains the PLC communication module, which mainly demonstrates that
the PLC communicates with the other parts of the IMTE through three communication
methods, namely, communicating with the robot through Modbus TCP, collecting digital
sensors data based on Modbus RTU through the RS485 serial port, and monitoring and
controlling the training module through the entity I/O.

Socket is an abstraction layer that provides an interface between an application pro-
gram and network communications Socket combines the Socket programming interface
and the TCP protocol to provide a convenient way to develop communication applica-
tions. It allows applications to create sockets to establish a connection and transfer data
using the TCP protocol. The general communication flow between a socket server and a
client is shown in Fig. 4, which closes the socket and moves to the listening and waiting
for client connection state when communication is complete, the other party initiates a
close request, or there is a network failure, etc.

Fig. 4. Socket client-server communication general process
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PLC and Robot Communication. As shown in Fig. 5 is the connection program block
of Modbus TCP communication library of Omron NX/NJ series PLC user-defined pack-
age. The communication library can be used for PLC control of other controllers or for
data transfer, in this case used to connect the robot controller, read the robot axes, gripper
and other information and can automatically or manually control the robot action, the
connection is made in accordance with the steps of the socket connection in Table 2.

Table 2. The PLC communicates with the robot based on TCP Socket

Program structure Framework code

Circular judgment Cycle:=Timer…// Loop to determine if it is needed
IF NOT Busy AND Cycle …// Conditional judgment is true
TCP_Status_Init…// Initialization state
IF Connect AND NOT Connected// Wait for connection
TCP_Connect_Init…// Apply for a handshake
IF (TCP_Connect_Init.Done)…// Whether to shake hands three times
ELSEIF (TCP_Connect_Init.Error)…// More than three times
IF (Connected AND NOT Connect)…// Connected
TCP_Close_Init…// End

Socket

Fig. 5. Client Connection Block for MTCP

The PLC Communicates with the RS485 Communication Board Based on Modbus
RTU Protocol. Here the RS485 communication board is used to communicate with PLC
based on Modbus RTU protocol for collecting environmental temperature and humidity
data. The RS485 communication board solves the problem of data transmission, that
is, how to transmit digital signals such as 0/1 to the other end, while the Modbus RTU
protocol is to agree on the significance of the data transmitted. As Fig. 6 shows the
RS485 and PLC communication module, the main logic is to call the communication
board to configure the parameters and ports, and then select the registers as well as the
address to read or write the data.

The PLC Monitors the Training Module Via I/O Mapping. PLC’s I/O Mapping
refers to mapping the input and output signals of external devices to the PLC’s input
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Fig. 6. RS485 and PLC communication program module

and output modules for monitoring and controlling the external devices. I/O Mapping
defines the connection relationship between the PLC’s input and output points and the
external devices. In a PLC system, input modules are used to receive signal inputs from
external devices, such as the status of sensors, push button presses, and so on. The output
modules are used to control external devices, such as driving actuators, relays, etc. This
system uses an Omron series PLC. When programming the PLC, first specify the external
device and signal type corresponding to each input/output point, such as Bool type, and
then map it to the appropriate input/output module. By correctly configuring the I/O
mapping, the PLC can monitor the status of external devices in real time and control the
output signals as needed.

4.3 Data Acquisition and Communication Platform Based on Modbus TCP
and Socket

This data acquisition and communication platform, based on Modbus TCP communica-
tion protocol, is designed as a Socket client to connect and access PLC using Modbus
TCP. It reads data from holding registers and converts the data into JSON format. Finally,
the data is transmitted to the Unity 3D client over the Internet of Things interface through
Socket server using local network tunneling.

First, the Modbus TCP protocol is used as the communication protocol between
the data acquisition platform and the controller (such as PLC, robot control cabinet,
computer, etc. In this case, it is PLC). Then, based on the data access methods described
earlier, the data acquisition process is simplified. The entire data acquisition workflow
is shown in Fig. 7.

In this workflow, the data address mapping table is imported into the data acquisition
tool. The data acquisition tool then automatically configures the settings based on the
imported table, allowing the data acquisition process to begin. As shown in Fig. 8,
the specific implementation involves creating a table for the variables to be collected,
specifying the variable names, data types, and communication protocol addresses. The
controller determines the internal variables to be collected and maps the variable data to
the communication protocol addresses using the relevant Modbus TCP communication
program. With these preparations, the data acquisition process can be initiated on the
training platform.

To facilitate the data acquisition process, a developed data acquisition tool can be
used for real-time batch collection of the required variables. After connecting to the
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device, simply import the variable table and establish the data sending connection to
begin data collection and transmission. The collected variable data will be recorded in
JSON format, including the variable names and their corresponding values.

As shown in Fig. 9, each collection cycle will batch collect the variables based
on their data types until all variables in the table have been collected. With each data
collection, a timestamp is added to all the collected data and sent in JSON format to
the remote client. This process can be repeated continuously according to the defined
sampling period, enabling real-time data acquisition on the training platform.

Based on the above logic and principles, the data acquisition and communication
platform, as shown in Fig. 10, can be constructed. By combining this platform with local
network tunneling and data access methods, data acquisition and remote cross-network
transmission can be achieved.

Fig. 7. Data Acquisition Workflow

Fig. 8. Controller Preparation in Data Acquisition

Fig. 9. Variable Data Acquisition Process
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Fig. 10. The data acquisition and communication platform

4.4 Implementation and Validation of the System

After the data collection is completed, it is remotely transmitted to Unity 3D via intranet
penetration to support its remote real-time simulation, as shown in Fig. 11, which shows
the top half of the figure is the running image of IMTE in Jiangxi Province, and the
bottom half of the figure is the image of the digital twin in Hubei Province. The IMTE
modeled after the industrial assembly of lithium battery production line, the left image is
1 m 24 s AUBO series of six-axis robotic arm clamping and placement of lithium battery
cores, the middle image is 5 m 16 s robotic arm assembly of lithium batteries, the right
image is 10 m 4 s robotic arm disassembly of lithium batteries. Table 3 is a data table
comparing the data of each axis of the actual robotic arm, PLC reads data and real-time
simulation robotic arm data, in which the data of each axis of the actual robotic arm is
monitored by the AOBO supporting host computer.

From the comparison of the above figure and table, it can be verified that the accuracy
of PLC’s data acquisition of the robotic arm as well as the digital twin robotic arm
basically meets the requirements in real-time, and the delay time is less than 1 s in the
case of the basic stability of the network in the testing process, the specific method is
to read the PLC data at the same time the host computer reads the time and sends it to
Unity when the network is stable, Unity receives and saves the data when the receiving
time is displayed, and then randomly take 100 groups to get the difference and then take
the average. Thus it is considered that the systems have effectively solved the problem
of the tedious and inefficient access to data and the problem of remote cross-network
communications due to the restriction of the intranet to the extranet.
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Fig. 11. Comparison of real life and real time simulation

Table 3. Data comparison

Axle Physical data/deg PLC data/deg Simulation data/deg

J1 −162.895 −40.630 −49.365 −162.768 −40.754 −49.476 −162.678 −40.9876 −49.2679

J2 11.095 17.162 −16.394 11.258 17.265 −16.438 11.3765 17.8977 −16.7626

J3 109.332 120.073 82.980 109.319 119.658 82.916 109.8764 89.9754 82.0862

J4 7.401 15.112 10.605 7.298 15.168 10.596 7.5647 5.7875 10.8972

J5 90.978 86.561 90.372 90.879 86.489 90.597 84.6598 82.8765 80.9756

J6 −12.502 −16.806 −31.180 −12.575 −16.769 −31.685 −8.9866 −16.9761 −31.9865

5 Conclusion

Enabling the effective data acquisition and real-time interaction for the DT system con-
struction for IMTEs, Data Acquisition Interface Definition and Cross-Network Real-
Time Communication technologies are researched, including the universal IMTE data
acquisition interface definition method based on MoT and the real-time cross-network
communication technology based on Intranet Penetration. A prototype IMTE DT system
is built for the effectiveness verification on interface definition, acquisition and trans-
ferring of IMTE data, where the MoT of IMTE facilitates the PLC data collection and
Intranet Penetration accelerates the data transfer, thus drive the real-time interaction
between IMTE and the DT system, realizing the simplification of data acquisition and
real-time cross-network communication for IMTEs. Real-time cross-network commu-
nication and simplified of data acquisition and access is realized, in which the delay
time is less than 1 s in the case of basic network stability during the test. This system
can be universally applied to IMTEs, providing support for intelligent manufacturing
practical training and intelligent manufacturing. The next step of the research will further
optimize the compatibility and universality of the data interface definition, so that it can
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realize the convenient data collection and access of different brands of PLC equipment,
in addition to optimizing the intranet penetration of multiple platforms, thus improving
the utilization rate of IMTEs.
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Abstract. Skilled human resource becomes an essential resource for implement-
ing intelligent manufacturing in the new era, prompting high demands on Intelli-
gent Manufacturing Training (IMT). Empowering the effective IMT, the new mode
of IMT based on Industrial Metaverse is proposed as well as detailed comparison
with traditional training modes. The layered technical architecture is discussed
as a guidance for training system construction, as well as specific solutions for
the six key technologies based on primary research, including rapid modeling,
natural interaction, real-time communication, industrial avatar/agent, industrial
tools access, industrial AIGC, etc. Verifying the effectiveness of Industrial Meta-
verse based IMT, a prototype system “TrAiN” for industrial internet skill training
is built, constructing a private Industrial Metaverse based on specific industrial
equipment and fields in certain factory, facilitating the virtual training. Future
research hotspots on Industrial Metaverse based IMT are prospected at the end
based on the primary research and application.

Keywords: Industrial Metaverse · Training · Intelligent manufacturing

1 Introduction

According to the report “The Future of Jobs in the Post-Pandemic Era” released by the
MGI, the COVID-19 pandemic will accelerate the reshaping of the employment structure
of major global economies, including China, over the next decade [1]. Currently, digital
transformation and technological progress have put forward higher requirements for the
skills quality of the manufacturing talent team. The phenomenon of training not meeting
the demands of economic and social development is intensifying. How to adjust the
content of education and skills training and promote the transformation of the skills
training system to adapt to the demands of the industrial economy era on workers, has
become an issue urgently considered by all countries.
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This chapter starts with the analysis of the development status at home and abroad to
reveal that the “Metaverse and Training” is a new paradigm of the current training model,
and then by comparing training modes 1.0, 2.0 and 3.0 to illustrate that “Metaverse and
Training” is a new trend of the future training mode. Making the basis for the proposed
Intelligent Manufacturing Training System based on Industrial Metaverse.

1.1 Global Development on IMT

Intelligent Manufacturing Training (IMT) is a practical training and education method
based on intelligent manufacturing technology. The aim is to simulate the real industrial
production environment, train students/workers to master knowledge and skills related
to intelligent manufacturing and enable them to solve practical engineering problems. At
present, the Industrial Metaverse, as a new type of industrial digital space, a novel indus-
trial intelligence interconnected system, and a new carrier for the integrated development
of the digital economy and the real economy [2], is receiving wide-spread attention from
the scientific and technological community in the industrial field. The question of how
to combine the Industrial Metaverse with Intelligent Manufacturing Practice Training
to create a new form of “Intelligence+” training that embodies “virtual-real mapping,
virtual-real interaction, virtual-real integration, enhance reality through virtuality, and
promoting reality through virtuality” is becoming a new trend in the intelligent manufac-
turing training field. Many top technology teams globally have invested a considerable
amount of manpower and funds in the development and research of “Metaverse and
Training”.

Abroad, Dominic Gorecky and others proposed as early as 2017 to introduce vir-
tual training in future factories to meet the constantly changing technology trends [3].
Upadhyay A K and others explored using the Metaverse as a training ecosystem and the
research results indicate that immersive training has great potential [4]. Danylec A and
others crated a driver training framework based on the metaverse, and the effectiveness
of the developed model was confirmed through a case study of loco-motive vehicles [5].
In addition, in 2020, Mercedes-Benz USA reached a digital trans-formation cooperation
agreement with Microsoft and launched the Mercedes-Benz Virtual Remote Support—
the first mixed-reality car maintenance system to remotely support technicians in dealing
with complex maintenance issues.

In China, Chen Guo and others have developed and implemented a coal mine drilling
machine virtual assembly training system from a first-person perspective, providing
trainees with a novel and vivid teaching experience through friendly human-computer
interaction [6]. Xie Gang and others, through the combination of gesture recognition
and VR technology, designed a highly similar and flexible human-computer interaction
virtual simulation assembly training system based on the existing assembly teaching
course, exploring the innovative development model of the new engineering assembly
teaching system [7]. China National Offshore Oil Corporation has built and put into use
the country’s first well control intelligent scenario training system, which uses holo-
graphic projection and 3D modeling technology to simulate different types of drilling
platforms and various emergencies, effectively helping workers in the drilling industry
to undergo efficient training and emergency training to deal with challenging situations.
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Hence, it can be seen that in the field of education and training, the metaverse is
bringing about significant innovation to the education and training industry of the 21st
century through its high interactivity and strong immersion scenario empowerment.

1.2 Comparative Analysis of Training Modes

In the context of the new era, the quick and diversified trends of society have put forward
higher requirements for talent cultivation. As an important link in the construction of a
high-quality talent team, education and training must keep pace with the times to adapt
to the rapidly changing social development. This paper makes a detailed comparison of
Training 1.0, 2.0 and 3.0 (see Fig. 1) [8].

Fig. 1. Comparison of Training 1.0, 2.0 and 3.0.

Training 1.0 normally adopts face-to-face training, written materials, classroom
teaching etc. to conduct training in physical classrooms, which conforms to the learn-
ing habits of most people. Training 2.0 relies on media such as multimedia, online
courses, and social platforms to provide training, which emphasizes the proactivity and
participation of learners.

In recent years, technologies such as digital twins and the metaverse have provided
new possibilities for the future virtualization of education and training, gradually forming
a virtual-real interactive Training 3.0. Training 3.0 can use artificial intelligence, virtual
reality, and other metaverse-related technologies to construct an immersive virtual space
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that maps to the real world, providing learners with diversified practical training and
immersive learning experiences. In addition, this mode of training can not only carry out
a deep analysis of the learner’s learning process and results through learning analysis and
data mining technology, to develop personalized learning content and paths according to
the learner’s learning needs and characteristics; but also break geographical and time zone
restrictions, establish social networks in the virtual world, and allow learners to interact,
collaborate and discuss in real-time with teachers and learners worldwide, promoting
the sharing of education resources and the formation of cross-cultural exchanges.

2 Technical Architecture

According to the mapping between real space and virtual space, this paper proposes
a technical architecture of the IMT based on Industrial Metaverse (see Fig. 2). The
architecture mainly includes the following parts.

Fig. 2. Architecture of the IMT based on Industrial Metaverse

Basic Layer: This layer uses the five elements of scenario, equipment, human, tool,
and knowledge as the primary objects for construction, providing physical space support
for the IMT based on Industrial Metaverse.



32 Y. Zhou et al.

Perception Layer: This layer realizes the simulation and sensory access of the five
elements through five major types of technologies.

Transport Layer: This layer is composed of a communications network and virtual
technology and plays the role of a mediator. Based on the completion of sensory access
to the five elements, on one hand it relies on the communication network to realize
real-time communication and transmission of information; on the other hand, it relies
on VR, AR, and MR technologies to map the virtual space to the real world.

Cloud Computing Layer: The cloud computing layer can pool elements into the
industrial metaverse. Through industrial cloud services and various engine services, it
realizes the virtual-real integration of people, machines, and environment.

Application Layer: This layer mainly includes application scenarios in the intelli-
gent manufacturing training process, such as: course instruction, equipment training,
operation guidance, organization management, and result detection, etc.

Overall, these layers cooperate with each other to jointly construct a complete system
architecture. This allows the IMT system to effectively carry out tasks such as training,
management, and collaboration.

3 Key Technologies

The IMT based on Industrial Metaverse proposed in this article mainly relies on the
combination of eight categories of key technologies: Rapid Modeling for Industrial Dig-
ital Twin, Natural Interaction for Industrial Virtual Reality, Real-time Communication
for Industrial Network, Industrial Blockchain, Avatar/Agent for Industrial Interaction,
Industrial Tool Access, Knowledge Retrieval for Industrial AIGC, and Industrial Infor-
mation Security (see Fig. 3). These technologies work together to achieve intelligent,
interactive, secure, and personalized IMT experiences, providing strong support for talent
cultivation and skill improvement in the industrial field.

Fig. 3. Key Technologies of IMT based on Industrial Metaverse
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3.1 Rapid Modeling Technology for Industrial Equipment and Scenarios Based
on CAD and BIM

Accurate 3D equipment models and realistic industrial scenario models are the basis
for IMT. This paper proposes a rapid modeling technology for industrial equipment
and scenarios based on CAD and BIM. It is an effective means to integrate the design,
construction, operation and maintenance information of industrial equipment, buildings,
infrastructure, and scenarios into digital models, and to convert geometry, material,
texture, and animation data into data that can be recognized and processed by virtual
engines. This technology includes several aspects, such as model generation, model
optimization, and so on.

In terms of model generation, for equipment modeling based on CAD, object dimen-
sional data can first be obtained using accurate measurement tools, and make them
become standardized CAD models. Secondly, to import these equipment models into
the virtual environment, it is necessary to use 3D model conversion tools to convert
them into specific formats. For industrial scenario modeling based on BIM, the mod-
eling process is generally similar to the equipment modeling process based on CAD.
The differences are that in BIM, it usually starts from predefined “objects” with certain
attributes, and these attributes are modified to quickly create and modify designs. In
addition, because BIM models contain “nD information”, it is necessary to validate the
model, such as conflict detection, energy simulation, etc.

In terms of model optimization, whether it’s the models can sometimes be very
detailed, with a high polygon count that can slow down rendering performance. To
solve these problems, this technology can simplify geometry by removing unnecessary
details, merging repetitive elements, reducing the number of faces, and low polygon
model usage. Moreover, optimize performance and increase rendering speed by reducing
texture resolution, using compressed texture formats, and setting material properties
appropriately (Fig. 4).

Fig. 4. Architecture of Rapid modeling architecture of industrial entities and scenarios based on
CAD and BIM
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3.2 Industrial Data Visualization and Somatosensory Interaction Technology
Based on AR/MR

AR technology is an advanced technology that combines virtual information with the
real world, and it is a link between industrial metaverse and intelligent manufacturing
training. In order to provide a more intuitive, richer, and immersive practical training
environment, this paper proposes an industrial data visualization and somatosensory
interaction technology based on AR/MR (Fig. 5).

Fig. 5. Architecture of Industrial Data Visualization and Somatosensory Interaction Technology
Based on AR/MR

In terms of industrial data visualization, this technology use AR/MR development
toolkits (e.g., Unity, ARCore, ARKit, etc.) to build applications for specific educational
objectives. The manufacturing data will be UI, 3D models and other ways to presented to
the users. By wearing AR or MR devices (e.g., Microsoft HoloLens, Magic Leap, etc.),
trainer can make it easier for trainee to understand the intuitive virtual devices which
present in the form of the three-dimensional imaging picture. In addition, with the help
of sensor data acquisition, data transmission and processing, virtual element superim-
position and spatial localization technology, the real-time data and the real environment
can integrate. It allows users to stand in the real industrial scene in different perspectives
to see the real-time data superimposed on the equipment or workstations, also makes it
easier to understand industrial processes [9].

In terms of somatosensory interaction, gesture recognition, voice recognition, motion
capture and other technologies can be utilized to allow trainees to perform practical
operations in a safe virtual scenario. Trainers can perform the corresponding operation
of the virtual equipment, and the trainees can follow the operation at the same time, and
the virtual operation is basically the same as that of the real world, which will help the
trainees to familiarize themselves with the equipment, understand the operation process.
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3.3 The Technology of Real-Time Industrial Data Communication and Sharing
Based on Intranet Penetration

Remote real-time communication is an important guarantee for industrial enterprises to
use IMT equipment efficiently. So this paper proposes a real-time communication and
sharing technology of industrial data based on frp intranet penetration to support remote
communication of IMT equipment.

Frp intranet penetration can be understood as using a server with a publicly acces-
sible IP address as an intermediary to establish a “connection” between the connected
computer or other terminals and the computer currently in operation. As shown in the
technical structure diagram in Fig. 6. Frp intranet penetration uses the client-server
architecture. In the intranet, frp client frpc establishes a connection with frp server frps
and sends requests for intranet services to the server. The server side is responsible for
receiving the request and forwarding it to the service port on the intranet.

Fig. 6. Architecture of Intranet Penetration Technology Structure Diagram

The specific process of realizing intranet penetration is as follows: first, the frpc
client sends information such as the extranet address and port, as well as the address and
port of the intranet service that needs to be mapped, to the frps server. At the same time,
the server assigns a unique token to the client for verifying the client’s identity and for
subsequent communication. Next, the client initiates a tunnel request to the server, in
which the client specifies the address and port number of the intranet service that needs to
be mapped to the public network. After the server receives the tunnel request, it assigns
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the extranet address and port number and sends that address and port number to the
client. The client receives it and informs the service in the intranet about the address and
port number, so that the external network can access the service in the intranet through
this address and port number. When the external network accesses the external address
and port number assigned by the server, the request is forwarded to the client, which
in turn forwards the request to the service in the intranet. Finally, when the service in
the intranet has a response, the client sends the response to the server, which in turn
forwards the response to the external network. By the above way, a communication
tunnel is established between the public network and the intranet, mapping the intranet
services to the public network, so that the external network can access the services in
the intranet.

3.4 Interactive Training Teaching Technology Based on Virtual Humans

According to different technical implementations and functions, virtual humans can be
divided into two types: Virtual Avatars and Virtual Agents. Its technological architecture
is shown in Fig. 7 [10]. Virtual Avatars refer to presenting the digitized image of a
user through virtual reality technology and using intelligent sensors or motion capture
devices to capture the movements and expressions of the user in real time. Virtual
Agents are intelligent agent programs based on natural language processing and artificial
intelligence algorithms. They are mainly used to perform tasks, provide information, and
answer questions according to user requirements and instructions. This paper, relying
on two types of virtual human technologies, puts forward the solutions of interactivity
from the perspectives of the trainer, the trainee, and the intelligent virtual assistant,
respectively.

Fig. 7. Architecture of Virtual Human Technology

In the IMT based on Industrial Metaverse, virtual avatar technology can be used to
construct virtual images of trainers and trainees. From the trainer’s perspective, trainer’s
avatar can overcome time and space constraints to enter the virtual scenario, demon-
strate specific operation details and provide theoretical instruction on debugging and
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troubleshooting for trainees. Meanwhile, these high-quality knowledge and experiences
can be fully preserved in the system and be widely disseminated and shared for the
benefit of a wide range of students, enterprises, and organizations.

From the trainee’s perspective, they can create their own virtual avatars and carry out
operation training in virtual scenarios, deepening their understanding of actual process
flows. Accessing the system in a more realistic virtual avatar form, it’s as if trainee could
face-to-face collaborate with trainees from other regions, making interactions become
more real and intimate.

From the perspective of intelligent virtual assistants, this type of virtual human
usually exists in the form of virtual agents, serving as auxiliary tools for teaching, pro-
viding help and support to users. For example, intelligent virtual assistants can provide
navigation functions to guide trainees to find the required work area, equipment, or
resources quickly and accurately in the virtual scenario. They also can provide 24-h
online detailed explanations of equipment or process flows, introduce relevant knowl-
edge and specific steps of training, answer trainee’ questions. In addition, by collecting
and analyzing student data, intelligent virtual assistants help monitor trainees’ learning
progress in real-time and create personalized learning support according to trainees’
individual differences and learning needs.

3.5 Industrial Tool Perception Access Technology Based on Inertial Motion
Capture

The deployment of industrial tools is an integral component of industrial skills training.
Among the existing IMT, the use of VR handles is the most prevalent. However, the
sense of authenticity is insufficient. To solve the above problems, this paper proposes
an industrial tool perception access technology based on inertial motion capture (its
technological architecture is shown in Fig. 8). It is a technology that transforms real
tools into virtual interactive tools. Through the modeling, tracking, and capturing of real
tools and interaction design, tool appearance information and operation functions are
integrated into the virtual training system, so that users can manipulate the tool model
in the virtual world through the real tools to carry out the practical training operations.

Fig. 8. Architecture of Industrial Tool Perception Access Process
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To augment the realism of operational tools, this technology begins with the uti-
lization of high-precision 3D scanning and measurement technology to acquire detailed
information about the appearance of industrial tools. Subsequently, professional 3D
modeling software and rendering technology can be applied to create realistic models.
Furthermore, utilizing a physics engine to establish the model’s physical characteris-
tics, such as collision detection, gravity, and friction, aids in restoring more detailed
information about the tool.

To ensure real-time data acquisition and analysis, the user’s operation information of
the tool is obtained by rigidly binding the tracker to the real tool, to restore the position and
movement trajectory of the tool. Based on the collected data, non-compliant operations
can be identified, and operational suggestions can be provided to the user simultaneously.

To enhance the interaction between humans and tools, on one hand the interface
provided by the tracker can be developed into a data interaction channel between the
real tool and the virtual tool. On the other hand, in the visual and auditory aspects, the
same animation effects (e.g., tool rotation, telescopic movement) and sound effects can
be added, in terms of haptic experience, a variety of haptic feedback devices such as
vibration motors and temperature controllers are integrated into the tools for the effects
of using different tools.

3.6 Industrial Knowledge Retrieval and Quiz Generation Technology Based
on AIGC

In the IMT, the application scenarios of industrial knowledge retrieval and quiz gener-
ation technology based on AIGC mainly lie in effectively integrating natural language
processing and knowledge graph technology to retrieve issues quickly and accurately in
the industrial field and obtain related information. Furthermore, this technology enhances
user experience through real-time voice interaction, and realizes the automatic question
generation function for text knowledge to meet diverse needs. So this paper proposes
an industrial knowledge retrieval and quiz generation technology based on AIGC. Its
technological architecture is shown in Fig. 9

Fig. 9. Architecture of AIGC-based Industrial Knowledge Retrieval
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.
The main method of AIGC-based knowledge retrieval technology is to use infor-

mation retrieval technology to extract relevant answers in Web documents, they cannot
get more satisfactory results in actual Q&A systems in specific domains such as indus-
try. This is mainly due to the domain-specific answer acquisition process with the help
of more domain-related resources and domain text features. To address this problem,
domain knowledge base can be introduced to automatically annotate the questions and
domain documents, mapping entities or concepts in the text to the knowledge base, so
as to find out more semantic information (image cited here). For example, chatGLM can
automatically segment and vectorize the textual knowledge of a specific domain, and
other operations, to construct the corresponding knowledge base of the domain. For the
IMT, users can provide textual knowledge specialized in the domain, and the system
can generate a knowledge base specific to the domain, thus obtaining more satisfac-
tory results. Moreover, questions can be automatically generated based on the generated
knowledge base to improve teaching efficiency and user learning experience. To real-
ize this technology, a large amount of data can be used as a driver to generate questions
using machine learning or deep learning techniques, in which a question template can be
defined and new questions can be generated by replacing some variables or parameters
in the template to generate questions of different types and difficulty ranges.

4 Prototype Construction

Verifying the effectiveness of Industrial Metaverse based IMT, this paper builds the
“TrAiN” prototype system, a combination of “Treatment”, “AI”, and “Network”. “Treat-
ment” refers to the execution and control processes in the production manufacturing
field, including Industrial Robots, Mechatronics, Industrial Control, Fault Diagnosis
and Maintenance, etc. “AI” refers to industrial intelligence driven by a mix of mod-
els and data, covering technologies such as Big Data and Machine Learning, Industrial
Virtual Reality with AR/VR/MR, and large models like AIGC. “Network” refers to the
cloud-physical-mobile integrated industrial network, involving technologies such as the

Fig. 10. “TrAiN” System Architecture



40 Y. Zhou et al.

Industrial Internet of Things, Industrial Cloud-computing/Edge-computing, and Sensor
Networks and Data Collection (Fig. 10).

Based on the layered technical architecture presented in Sect. 2 and six key technolo-
gies mentioned in Sect. 3, this paper, proposes a simple architecture model as shown
in Fig. 11, and constructs a private Industrial Metaverse based on specific industrial
equipment and fields in certain factory. In this architecture model, the six elements of
intelligent manufacturing training (i.e., scenarios, equipment, human, tools, and knowl-
edge) are abstracted into virtual models (i.e., virtual scenarios, digital twin equipment,
virtual human, virtual tools, and knowledge base) through the Rapid modeling technol-
ogy for industrial equipment and scenarios based on CAD and BIM. Then users can
access the intelligent manufacturing training system based on the industrial metaverse
through Industrial data visualization and somatosensory interaction technology based on
AR/MR. In the industrial metaverse, Interactive training teaching technology based on
Virtual Humans, Industrial tool perception access technology based on Inertial Motion
Capture, and Industrial knowledge retrieval and quiz generation technology based on
AIGC can provide strong support for the organic integration of human, immersive space,
knowledge, and reality. Above all, four types of applications for the private Industrial

Fig. 11. Architecture model built on key technologies
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Metaverse have been empowered. It is worth noting that Real-time industrial data com-
munication and sharing technology based on Intranet Penetration serves as a safeguard
for the realization of virtual-real mapping in the IMT.

Firstly, when the user puts on AR equipment and enters the private Industrial Meta-
verse, a metaverse guide will appear to interact with the user in real time. Relying on
virtual human technology, the metaverse guide will not be a static interface element, but
a dynamic interactive entity. It can provide intelligent guidance for users through voice
interaction technology, answer common questions, and provide practical suggestions to
help users quickly familiarize and adapt to the IMT environment (Fig. 12).

Fig. 12. Metaverse Guide

Secondly, users can explore the IMT scenarios according to freely move and rotate
their perspectives to observe the details of the laboratory environment and equipment
from different angles. Through industrial data visualization and somatosensory interac-
tion technology based on AR/MR, users can also click or hover over the corresponding
physical equipment to obtain its detailed information, such as the name, function, work-
ing principle, and current operating parameters of the equipment, to understand the
specific indicators and operation methods of the equipment (Fig. 13).

Fig. 13. Scenario Exploration
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Moreover, through industrial tool sensing technology, users can use the IMT tools
similar to real industrial tools to enter the metaverse space for safe skill training. This
technology, while retaining the advantages of virtual practical training such as high
safety, low cost, and no spatial constraints, maximally replicates the real feel of using
industrial tools, enhancing the immersion of students in metaverse space training, and
can significantly improve the familiarity with the tools (Fig. 14).

Fig. 14. Training Operation

Lastly, users can enter the metaverse immersive virtual classroom for learning. In
the classroom, the metaverse digital teacher can not only provide an interactive and
diverse teaching experience but also provide real-time feedback on the student’s learning
situation and timely adjust the teaching content to meet the personalized needs of the
students. In addition, by integrating ChatGLM and AIGC, the knowledge base can
provide users with access to a wide range of information and create a highly personalized
learning experience for each learner, helping them to better understand and retain the
information they have learned in the training program (Fig. 15).

Fig. 15. Virtual Classroom

5 Conclusion and Perspectives

As the culmination of digital technology, the intelligent manufacturing training system
based on the industrial metaverse promotes the transformation of education and training
models to some extent. It can not only achieve seamless integration of virtual and reality,
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cross-organizational collaborative work, safety guarantees for training equipment and
personnel, and personalized customization of learning plans, but also achieve real-time
sharing of data knowledge and cost reduction and efficiency improvement of corporate
training.

However, this research only built the intelligent manufacturing training system based
on the industrial metaverse at the experimental stage and has not yet been applied on a
large scale. In addition, this research only provides six types of technical solutions, and
these solutions are only preliminary explorations that still need to be further improved
and verified. Future research will further consider introducing technologies in the fields
of industrial blockchain and industrial information security to further enhance the func-
tion and security of the system and provide more comprehensive support for practical
applications.
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Abstract. Future pedestrian trajectory prediction in first-person videos (egocen-
tric videos) offers great prospects for autonomous vehicles and social robots.
Given a first-person video stream, we aim to predict that person’s location and
depth (distance between the observed person and the camera) in future frames. To
locate the future trajectory of the person, we mainly consider the following three
key factors: a) The image in the video sequence is the mapping of the actual 3D
space scene on the 2D plane. We restore the spatial distribution of pedestrians in
two-dimensional images to three-dimensional space. The distance of the pedes-
trian from the camera, which can be represented by the depth of the image, is
the third dimension of information that is lost. b) First-person videos can utilize
people’s 3D poses to represent intention interactions among people. c) The rules
governing a pedestrian’s historical trajectory are very important for the prediction
of pedestrian’s future trajectory. We incorporate these three factors into a multi-
channel tensor to represent a deployment of the scene in three-dimensional space.
We put this tensor into an end-to-end fully convolutional framework based on
transformer architecture. Experimental results reveal our method to be effective
on public benchmark MOT16.

Keywords: Convolutional Neural Network · Attention · 3D pose · Image depth

1 Introduction

With the development of intelligent autonomous driving technology and intelligent robot
technology, accurate pedestrian trajectory prediction has become an important part of
machine intelligence and also receives more and more attention in the computer vision
community [1–4]. However, most existing social-interaction methods [1, 2, 5, 6] are
only applicable to monitoring systems and are difficult to apply to autonomous vehicles
and social robots which observe the scene in first-person view. Predicting the future
trajectories of pedestrians in the video taken by the camera with first-person view is a
complex task because it needs to deal with the following three factors simultaneously:
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Fig. 1. RGB image frame and its depth confidence map.

Social Spatial Dependencies: When people navigate in public places, they usually
socialize with other pedestrians around them. In practical applications, for the first-
person videos captured by autonomous vehicles and social robots, extracting the relative
spatial positions of the crowd from these two-dimensional image data is a key factor.
As shown in Fig. 1, (b) is the depth confidence map of image (a); the darkness level
of (b) indicates the distance of an object in the graphic from the camera. If the depth
of the image is ignored, the spatial distance of the four pedestrians in the scene is very
small. But in the actual scene, they still have a certain distance between them according
to the depth of the image, which represents the distance of pedestrians relative to the
camera. At the same time, when predicting the future trajectories of pedestrians, we need
to predict not only the positions but also the depth of pedestrians in the image, which is
very important for the visual assistance of autonomous vehicles and social robots.

Social Interaction Dependencies with Neighbors’ Intentions: Every pedestrian in a
social place has his/her own intention, which may be adjusted according to the intentions
of other pedestrians around. Therefore, accurately modelling a pedestrian’s intention is
an important part of pedestrian trajectory prediction modeling.

Social Temporal Dependencies: In crowded scenes, people tend to move at random
speeds and in random directions. Pedestrian movement changes greatly with time, so the
effective mining of pedestrian historical trajectory rules is essential for the prediction of
pedestrian trajectory.

Based on the above three key factors, we propose a multi-task learning model that
predicts not only the future locations but also the future depths in the scene for the subject
pedestrian. During the data modeling, we use the depth of the image and the locations of
all pedestrians in the scene to model the three-dimensional spatial structure of the scene,
and use the postures of all pedestrians to model their intention interactions. The spatial
structure of the scene and pedestrian intentions will be integrated into a three-dimensional
tensor. When constructing the deep neural network model, in order to ensure the spatial
invariance of the input tensor, we propose a fully convolutional transformer (Conv-
Transformer) based on the fully connected transformer (FC-Transformer) to establish
the global dependence of the pedestrians’ historical and future trajectories.
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2 Background

In recent years, data-driven neural network models have proved superior to traditional
mathematical statistical models. LSTM-based series models and GAN models based on
generative adversarial networks are the most representative. Helbing [11] and Pellegriniet
[4] successfully demonstrate the benefits of establishing a social interaction model, but
they require manual rules that cannot be generalized to new scenarios. Alahi [1] uses
a recurrent architecture to consider multiple time steps for pedestrian behavior, but
does not consider the physical cues of the scene. In social-scene methods [5, 12, 13],
scene context supplements social features to improve the accuracy of human trajectory
prediction. These methods assume that people tend to have the same walking pattern in
similar scene layouts. In order to extract scene features, [5, 12] use convolutional neural
networks (CNN) [15, 16] that have also been successfully used in image classification
[14]. However, these methods are not designed to handle first-person videos.

The latest research [3, 17] notes that people usually walk in public places with a
specific intention. Humans can read the body language of others to predict whether they
will cross the road or continue walking along the sidewalk. Kooij [18] modeled the
faces of pedestrians to build an intention model using a dynamic Bayesian network for
driving recorder video to predict whether they would cross the road, but pedestrians’
faces are unavailable in most scenes and will also be affected by image resolution. In [3],
human 2D key point features and convolutional neural networks are used to predict the
future path in first-person videos. However, in [3], the scale of the pedestrian is used to
represent the distance of the pedestrian relative to the camera, which will cause a large
error because the sizes of the various people are different and the camera is not fixed.
The latest research [19] proposes a method for predicting dense depth in the case of a
monocular camera with people in the scene moving freely.

Existing methods [20, 25, 26] also define pedestrian trajectory prediction as a
sequence-to-sequence model, using the encoder-decoder structure to build a network
model. In the encoder-decoder configuration, sequence prediction is based on a complex
RNN or CNN, and the best performing model also needs to connect the encoder and
decoder through an attention mechanism. [9] proposed a new type of simple network
architecture transformer, which is completely based on the attention mechanism and
abandons recurrence and convolution. Although a transformer can also be used to solve
pedestrian space-time sequence prediction problems, the existing model uses a fully
connected transformer (FC-Transformer) that does not consider spatial correlation. In
this article, we propose a new convolutional transformer (Conv-Transformer) network
for pedestrian trajectory prediction in first-person videos.

3 Approach

In practical applications, in order to assist autonomous vehicles and social robots’ naviga-
tion, we propose the task of predicting the pedestrian’s future trajectory in a first-person
video. People usually navigate in space with a specific intention. Effectively capturing
the intention interactions of the subject pedestrian and surrounding persons can greatly
orient the subject pedestrian’s future trajectory. Unlike a video in perspective view, it
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is obviously unreasonable in a first-person video to simply use the relative coordinate
distance of the pedestrian in the two-dimensional image to express interaction between
pedestrians. What we need to consider more is the distance of the pedestrian in terms
of image depth, that is, the distance of the pedestrian from the camera. At the same
time, autonomous vehicles and robots, in order to avoid collisions with pedestrians, not
only need to predict the positions of pedestrians in the image but also need to predict
the distance between pedestrians and themselves. This motivates us to study future path
prediction jointly with depth.

3.1 Network Architecture

Fig. 2. The overview network architecture of our model.

Figure 2 shows the overall network architecture of our model. Given a sequence
of frames containing the person whose trajectory is to be predicted, our data module
utilizes a person pose module and person depth module to model a frame in a spatial and
intention tensor. Our data module uses a novel spatial and intention tensor that takes into
account person-person relations in a 3D space for joint depth (D) and location (X, Y)
prediction. Unlike most existing work that oversimplifies a person as a spatial point, our
data module uses two modules (person pose and depth module) to integrate the intentions
and interaction of all pedestrians in a 3D scene into a 3D tensor. To construct a deep
neural network, we discarded the LSTM structure commonly used in existing methods
and replaced it with a fully convolutional transformer encoder-decoder structure.

3.2 Data Module

As shown in Fig. 3, the data module integrates the intention and spatial distribution
of each person in the scene to a 3D spatial and intention tensor (SIT) base on person
pose module and person depth module. SIT contains three aspects of information: the
behavior of all pedestrians in the scene (the intention of the pedestrians); the location
information of the pedestrian in the two-dimensional image and the distance between
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the pedestrian and the camera (the depth of the image), and the latter two constitute
the pedestrians’ 3D spatial distribution information. Our main purpose is to map the
pedestrian distribution information (behavior, position and depth) in a 2D image into a
3D tensor.

Person Pose Module. This module encodes the visual information about every indi-
vidual in a scene. As opposed to oversimplifying a person as a point in space, we model
the person’s the appearance and body movement. To capture human motion, we base on
the pedestrian 3D pose and shape estimation model MVSPIN [21] and detection model
YOLO [24] to extract pedestrian 3D key point information. As shown in Fig. 3, unlike
most existing methods, our data module not only models the body movement of the
subject pedestrian but first models all visible pedestrians’ movement change at different
times in the scene.

Person Depth Module. The main function of this module is to obtain the depth of
each pedestrian in the image, that is, the distance between the pedestrian and the camera
in the scene, which is expressed in the 3D spatial and intention tensor as the depth of
the channel where the person key-points are located. Unlike [3], which uses the size of
the pedestrian in the image to define the relative distance between the pedestrian and
the camera, we use depth prediction model [19] trained on the Mannequin- Challenge
dataset in a supervised manner, in a supervised manner, i.e., by regressing to the depth
generated by the MVS pipeline to predict dense depth in scenarios where there is both
a monocular camera and people freely moving in the scene.

Fig. 3. Data module structure frame diagram.

With the above two submodules, the data module is able to integrate a person’s
intention and depth into a spatial and intention tensor (Fig. 4).
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Algorithm 1 Generating Spatial and Intention Tensor 
1: Input: 
2: Initial a zero tensor 
3: Given each person 3D pose key point location set , ( ), i=1, …, n , j=1, 

… N; 
4:     Given image depth matrix 
5:     Given subject pedestrian bounding box coordinates ( ) 
6: Output: Spatial and Intention Tensor 
7: for j = 1 : N do
8:   Initial a zero person pose matrix 
9: for i = 1 : n do
10: if ( ) in ( ) then
11: =1 
12: Else 
13: =-1 
14: end for 
15: 
16: = 
17: end for 

Fig. 4.Some samples of spatial and intention tensors generated by our data module.

Fig. 4. Some samples of spatial and intention tensors generated by our data module.

Spatial and Intention Tensor Build Strategy. As shown in Fig. 3, the data module
combines the posture, position, and depth information of all visible pedestrians in the
scene to form a spatial and intention tensor Td@m×n of size d@m × n, where d is the
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channel of Td@m×n and represents the depth of the pedestrian in the image, and m and
n are the height and width of each channel matrix Mm×n, respectively. The Td@m×n
generating algorithm is summarized in Algorithm (1). N is the total number of visible
pedestrians in the scene. Lj is the set of position coordinates for 18 key pose points for
each pedestrian. n Lj is the number of coordinates contained in Lj, because not all 18
3D key points can be detected, for example, when a pedestrian faces away from the
camera, the key points of his face are undetectable, so n Lj ≤ 18. Dm×n is the image
depth matrix generated by the depth module, and the value of each element is within
[0, 1]. In this paper, we define d = 32 in Td@m×n. Therefore, we map the values of
the elements in Dm×n to [1,32]. When obtaining the depth dj of each pedestrian, due to
the inevitable error in the depth module, some of the n Lj key points of the pedestrian
will be at the wrong depth. KMean [22] algorithm is used to discard these abnormal
depths. The subject pedestrian’s bounding box coordinates (x0, y0, w, h) distinguish the
target pedestrian from other pedestrians in the scene. The experimental part uses the
first-person videos with 1080 * 1920 pixels, so we define m = 54, n = 96 in Td@m×n.
Figure 2 shows some samples of the spatial and intention tensors generated by our data
module.

3.3 Encoder and Decoder Stacks

Fig. 5. The structure of a single encoder(a) and decoder(b).

Encoder. As shown in Fig. 2, the encoder is composed of 6 stacks of the same layer. As
shown in Fig. 5(a), the tensor sequence generated by the data module first changes the
size of the input tensor to 32 @ 32 × 32 through a convolution network, then adds the
position information through position encoding to finally generate the tensor as input
for a single encoder. A single encoder layer has two sublayers; the first is a multi-
head convolutional self-attention mechanism, and the second is a simple convolutional
network. We use residual connections around each of the two sublayers and then batch
normalize. That is to say, the output of each sublayer is BatchNorm(x + Sublayer(x)),
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where Sublayer(x) is a function realized by the sublayer itself. To facilitate these residual
connections, all sublayers in the model and the convolutional network layer produce a
tensor output of size 32 @ 32 × 32.

Positional Encoding Tensor. Unlike the LSTM network, the transformer model does
not contain a recurrent structure, so in order to learn the sequence order, we must label
the input information with its relative or absolute position in the sequence. To do this, we
add “position coding” to the input embedded at the bottom of the encoder and decoder
stack. The dimension of the position coding is the same as the dimension inputted into
the encoder, so the two can be added. In this paper, we refer to [9] and use the sine and
cosine functions of different frequencies to construct positional encodings.

PE(pos,2i) = sin(pos/100002i/dmodel ) (1)

PE(pos,2i+1) = cos(pos/100002i/dmodel ) (2)

In formula (1) and (2), where pos is the position and i is the dimension. That is,
each dimension of the positional encoding corresponds to a sinusoid. The wavelengths
form a geometric progression from 2π to 10000•2π. We chose this function because we
hypothesized it would allow the model to easily learn to attend to relative positions, since
for any fixed offset k, PEpos+k can be represented as a linear function of PEpos. dmodel
is the length of the positional encoding; in this paper, the dimension of the positional
encoding is 32@32 × 32, so dmodel = 32 × 32 × 32 = 32768. . Thus, the dimension of
vector PEpos is 32768, and we can then transpose it into a tensor of size 32@32 × 32
as the terminal position encoding tensor.

Decoder. Decoder is composed of 6 stacks of the same layer. As shown in Fig. 5(b),
comparing a single encoder and decoder, it can be seen that in addition to the two sub-
layers in each encoder layer, the decoder also inserts a third sub-layer encoder-decoder
attention layer that performs multi-head attention on the output of the encoder stack.
Similar to the encoder, residual connections are used around each sub-layer, and then
batch normalization is performed. We also modify the convolutional multi-head self-
attention sub-layer in the decoder stack to prevent positions from attending to subsequent
positions. This masking, combined with the fact that the output embeddings are offset
by one position, ensures that the predictions for position i can depend only on the known
outputs at positions before i.

3.4 Convolutional Multi-head Self-attention

As shown in Fig. 6, the input of the convolutional multi-head attention module is a
tensor sequence Xsqe (x1, x2, . . . , xh) with position coding added; h is the length of
Xsqe. Xsqe generates Asqe (a1, a2, . . . , ah) through the convolution kernel Ka; Asqe and
Xsqe are of the same size. Asqe generates the query sequence Qsqe (q1, q2, . . . , qh), keys
sequence Ksqe (k1, k2, . . . , kh), and value sequence Vsqe (v1, v2, . . . , vh) through three
convolution kernels, Kq, Kk , Kv. As for the multi-head attention mechanism, take q1,
k1, v1 as examples: we divide them into header sequences Qhead

1 (q1
1, q2

1, …, qn
1), Khead

1
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(k1
1 , k2

1 , …, kn
1 ), V head

1 (v1
1, v2

1, …, vn
1) in the channel dimension; n is the number of

heads. Qhead
seq (Qhead

1 , Qhead
2 , …, Qhead

h ) is convoluted by kernel Khead
seq (Khead

1 , Khead
2 ,

…, Khead
h ) to get a correlation coefficient sequence αseq (αl

i,1, αl
i,2, …, αl

i,h), which

generates attention scores α
∧

seq (α
∧l

i,1, α
∧l

i,2, …, α
∧l

i,h) by SoftMax. For the production
process of the attention tensor sequence Bsqe (b1, b2, . . . , bh), which consists of the
outputs of the convolutional multi-head self-attention module, taking b1 (b1

1, b2
1, …, bn

1)
as an example, b1

1 = ∑n
m=1α

1
1,j ·vm

1 . Formulas (3) - (9) are the overall calculation process
of the convolutional multi-head attention module from the input tensor sequence Xsqe to
the attention tensor sequence Bsqe, where ‘∗’ denotes the convolution operator and ‘·’
denotes the Hadamard product:

Asqe = Xsqe ∗ Ka (3)

Qsqe = Asqe ∗ Kq (4)

Ksqe = Asqe ∗ Kk (5)

Vsqe = Asqe ∗ Kv (6)

αseq = Ksqe ∗ Vsqe (7)

α
∧

seq = softMax
(
αseq

)
(8)

Bsqe = �α
∧

seq · Vsqe (9)

Fig. 6. The internal structure of the convolutional multi-head self-attention module.

As for the masked convolutional multi-head self-attention layers in the decoder,
which allow each position in the decoder to attend to all positions in the decoder up to
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and including that position, we need to prevent leftward information flow in the decoder
to preserve the auto-regressive property. We refer to [9] to mask out (set to −∞) all
values in the input of the softMax that correspond to illegal connections.

4 Experiments

This work evaluates the proposed method using the public benchmark: Multiple Object
Tracking Benchmark 2016 (MOT16) [10]. Instead of ETH [7] or UCY [8], taken from
a bird’s-eye view, the MOT datasets consist of more practical videos from a first-person
view or tilted camera view. We compare our method with state-of-the-art approaches in
terms of several standard metrics.

4.1 Datasets and Metrics

Datasets. MOT16 contains 14 challenging video sequences in unconstrained environ-
ments filmed with both static and moving cameras. All sequences have been annotated
using the MOT benchmark with high accuracy, strictly following a well-defined proto-
col. Following [1, 2], our method observes 3.2 s (8 frames) for each person and predicts
the next 4.8 s (12 frames) of that person’s trajectory.

The video sequences of MOT16 have two shooting angles: bird’s-eye view and side
view, in this paper, we mainly study the pedestrian trajectory prediction in the first-view
video sequence, so we choose 5 of the first-person view video sequences (MOT16-02,
MOT16-09, MOT16-10, MOT16-11, MOT16-13) as training and test datasets (11324
available pedestrian trajectories). We downsample the videos to 2.5 fps. Since we do not
have a homographic matrix, we adopt the pixel values for the trajectory coordinates, as
in [3].

Metrics. We evaluate our model using the following three metrics:

Average Displacement Error (ADE). The average Euclidean distance between the
ground truth coordinates and the predicted coordinates over all time instants.

ADE =
∑N

i=1
∑Tpred

t=1 ||Ỹ l
t − Y i

t ||2
N ∗ Tpred

(10)

Final Displacement Error (FDE). The Euclidean distance between the predicted points
and the ground truth point at the final predicted time instant Tpred .

FDE =
∑N

i=1||Ỹ l
Tpred

− Y i
Tpred

||
2

N
(11)

Average Depth Error (A-Depth-E). The average Euclidean distance between the ground
truth depths and the predicted depths over all time instants. The depth value is normalized
to [0, 1].

A − Depth − E =
∑N

i=1
∑Tpred

t=1 ||D̃l
t − Di

t ||2
N ∗ Dpred

(12)
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4.2 Implementation Details

Our convolutional transformer (Conv-Transformer) is trained with an Adam optimizer
[23], an extension to stochastic gradient descent, to update network weights during
the training process. The learning rate is 0.001 and the dropout value is 0.2. We adopt a
gradient clipping of 10 and weight decay of 0.0001. The model is trained on a GTX1080Ti
GPU. We refer to [1, 2] to train and test Conv-Transformer and compare it with existing
methods.

Training. We refer to [1, 2] to train and test Conv-Transformer and compare it with
existing methods. The training phase is divided into two stages:

Stage 1. We select four out of five video sequences (MOT16-02, MOT16-09, MOT16-
10, MOT16-11 and MOT16-13) for training and verification. We select 80% of each
video sequence as the training set and 20% as the verification set. The best model
parameters during the training are those that make the ADE of the verification set the
lowest. The remaining, fifth data set is left for use in Stage 2. The above process is
called “leave-one-out.” For the five video sequences, we repeat the above process five
times to train/verify the four videos in Stage 1 and obtain the five sets of model weight
parameters used in Stage 2 for each remaining screen sequence that is not model-learned.
We execute 100 epochs in each training session.

Stage 2. The model parameters trained and validated by Stage 1 are further trained on
the fifth, un-modeled video sequence, and the weight parameters are further updated to
obtain the best performing model. At this stage, 50% of the fifth video sequence is used
to train 10 epochs. We obtain the best model parameters and adopt the remaining 50%
of the data in the fifth video sequence for testing.

Testing. The model is initialized with the final set of weights from Stage 2. The testing
process is repeated at each frame by observing eight frames (3.2 s) and then predicting
the next 12 frames (4.8 s) in a sliding window manner.

Loss Function. For the fully convolutional network, we apply the Smooth-L1 loss
function in (13), where N is the length of the model prediction output sequence, k is the
length of the model input sequence, and YTpred and YT are the predicted and true values
of the time T .

L =

⎧
⎪⎨

⎪⎩

1
N

∑k+N
T=k+1 0.5 ∗ (YTpred − YT )2,

∣
∣YTpred − YT

∣
∣ ≤ 1

1
N

∑k+N
t=k+1

∣
∣YTpred − YT

∣
∣ − 0.5,

∣
∣YTpred − YT

∣
∣ > 1

(13)

4.3 Comparison with State-of-the-Art Methods

We implement the same training and testing procedures for three kinds of state-of-the-
art methods, including social-interaction models (Social-LSTM [1], Social-GAN [2]), a
first-person video prediction model (CNN [3]), and an encoder-decoder model base on
convolutional LSTM (Conv-LSTM)) on MOT16.
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Social-LSTM [1]: We evaluated Social LSTM (one of the latest methods of human
trajectory prediction) and made some minor modifications to better handle first-person
video. We train the Social-LSTM model to directly predict trajectory coordinates instead
of Gaussian parameters. We added the image depth information to the input. The method
of obtaining the depth information is the same as the data module in this article in two
steps, first detecting the 3D key points of the pedestrian, and then using the KMean [22]
algorithm to find the depth of most key points as the depth information of the pedestrian.

SocialGan [2]: SocialGan added adversarial training on Social-LSTM to improve per-
formance. We train the model in the paper base on the released code from SocialGan
(https://github.com/agrimgupta92/sgan/). We also added the image depth information to
the model input as the above Social-LSTM.

CNN [3]: A new method of pedestrian trajectory prediction in first-person video, this
method uses the size of the pedestrian in the image to define the relative distance between
the pedestrian and the camera, and only focus on the posture of the subject pedestrian
and ignores the intentions of other pedestrians in the scene. We train two model variants
(CNN & CNN-D) detailed in the paper. CNN uses the pedestrian size in [3] to represent
the distance between the pedestrian and the camera, and CNN-D uses the image depth
information in our paper to indicate the distance between the pedestrian and the camera.

Conv-LSTM: In this paper, we replace the convolutional multi-head self-attention mod-
ule in Fig. 5 with a convolutional LSTM, and the rest of the structure remains unchanged
to build an end-to-end sequence-to-sequence model. Its purpose is to compare the effec-
tiveness of LSTM and convolutional multi-head self-attention modules in predicting
trajectories.

Quantitative Results. All methods predict human trajectories in 12 frames, using 8
observed frames. Each score describes the ADE and FDE in pixels with respect to
the frame size of 1080 × 1920-pixels. The A-Depth-E is normalized to [0, 1]. The
testing results for each sequence are calculated on the last 50% of the data of each
video sequence. The quantitative results in Table 1 show that our Conv-Transformer
outperforms the other methods with respect to two metrics (ADE and FDE) for all
video sequences. Better ADE and FDE than with other methods are achieved in all
sequences. The results in Table 1 demonstrate that Conv-Transformer is more efficient
in predicting the pedestrian’s final position, because Conv-Transformer successfully
learns their advancement intentions from the 3D key points of their pose. MOT16–02
and MOT16–09 were taken by a fixed first-person view camera, MOT16–10, MOT-11,
and MOT16–13 were taken by a mobile first-person view camera. The results in Table 1
show that Conv-Transformer performs stably in videos with both fixed and mobile first-
person view camera. Since walking speeds and directions of people were quite diverse
and changed dynamically over time, naive baselines like CNN and SocialGan did not
perform well. Moreover, we found that Social-LSTM [1] performed poorly. Compared
with CNN and CNN-D, it is not difficult to find that in the first-person video, the depth
information of the pedestrian (the distance between the pedestrian and the camera) can
slightly improve the prediction performance of the model. When Conv-LSTM and Conv-
Transformer use the same sequence tensors as the training and test sets, the results show

https://github.com/agrimgupta92/sgan/
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Table 1. Quantization results of related methods in 5 different video sequences from MOT16.

Metrics Sequences Social-LSTM Social
Gan

CNN CNN-D Conv-LSTM Our

ADE MOT16-02 105.64 95.36 72.32 69.54 63.32 49.31

MOT16-09 107.39 98.31 70.51 68.33 65.21 38.88

MOT16-10 120.54 99.98 79.36 72.28 69.55 45.21

MOT16-11 124.69 100.31 80.97 77.98 72.91 47.22

MOT16-13 123.47 105.76 89.31 83.57 75.88 43.78

Average 116.35 99.94 78.49 74.34 69.37 44.88

FDE MOT16-02 110.34 100.66 75.39 73.21 70.13 50.65

MOT16-09 111.28 105.87 76.21 75.66 71.47 49.47

MOT16-10 129.47 112.04 85.97 79.95 75.32 51.71

MOT16-11 129.39 111.07 86.38 84.22 77.87 49.97

MOT16-13 134.22 120.64 94.36 88.69 80.14 58.64

Average 122.94 110.06 83.66 80.35 74.99 52.01

A-Depth-E Average – – – – – 0.074

that the convolutional multi-head self-attention module can mine the input data more
effectively than LSTM to reduce the error of trajectory prediction. As for A-Depth-E,
our Conv-Transformer performed well, with a small error.

Qualitative Evaluation. Figure 7 presents several visual examples of how well each
method worked. The red line represents our Conv-Transformer, the green line represents
the ground truth, and the brightness of the line represents the depth of the pedestrian in
the image. Examples (a) and (b) with a fixed first-person view camera show that Conv-
Transformer more accurately predicts the trajectories of pedestrians and successfully
captures their intentions in a simple scene. Examples (c) and (d) with a mobile first-
person view camera show that only Conv-Transformer can decrease prediction error.
Example (e) is a video of a moving bus. In Example (e), our Conv-Transformer accurately
predict that the subject pedestrian crosses the road, as well as their final position. Conv-
Transformer successfully performed in this case because it could capture the depth and
postural changes of the subject pedestrian for prediction.



Convolutional Transformer Network 57

Fig. 7. Visual Examples of Future Person Localization and Depth.

5 Conclusion

This work comprehensively considers the social spatial, temporal, and intention inter-
action factors of pedestrian trajectory prediction in first-person videos. It first uses the
depth of an image to model the relative distance between the subject pedestrian and
the camera and to predict this depth in the future. Then, it considers the 3D key pose
points of all people in the scene to represent the social intention interaction among these
people. Finally, we integrate people’s spatial positions (xyz-coordinates and depths) and
the 3D key pose points into a multi-channel tensor to represent the practical 3D scene
data. As for the deep neural network, we construct an end-to-end fully convolutional
model based on a transformer that solely uses attention mechanisms, dispensing with
recurrence entirely. The experimental results on public benchmark MOT16 demonstrate
that the proposed Conv-Transformer outperforms state-of-the-art methods.
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Abstract. This descriptive study aims to evaluate the Conceive-Design-
Implement-Operate (CDIO) approach in producing wiring projects for the Domes-
tic Electrical Wiring course among students from the Technical with Education
courses at Universiti Teknologi Malaysia. This study is based on four main objec-
tives, which are to evaluate the elements of “conceive, design, implement and
operate” among students completing wiring projects in the Domestic Electrical
Wiring course. The methodology used in this study is a quantitative. A set of ques-
tionnaires was used as a research instrument for data collection by distributing a
Google form to respondents based on the research questions that have been con-
structed. The questionnaire used in this study was divided into five parts, namely
Part A about demographics, Part B about the “conceive” element in electrical
wiring, Part C about the “design” element in electrical wiring, Part D about the
“implement” element in electrical wiring and Part E about the “operate” element
in electrical wiring. The selection of respondents is random. The respondents of
this study consisted of 110 students in the fourth and third year of electric and
electronics, and life skills education programme. The results of the study were
analysed using the Statistical Package for Social Science (SPSS) software version
26.0. Overall, the results of the study showed that students can design their work
process according to the actual CDIO standards. In conclusion, this study is very
important for students to complete their project properly on time, especially for
students at the Institute of Technical and Vocational Education, Engineering and
other related fields, as well as for teaching staff at the institutes related to the
production of a project that is implemented.
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1 Introduction

Technical knowledge and skills comprise a large part of the educational curriculum
that is essential for both graduates and the industry. In particular, new types of gradu-
ates who have skills that go beyond technical mastery (Duderstadt, 2008); (Alessandro
Testa, 2015) in which they possess skill processes such as leadership skills, teamwork,
and communication, are in high demand from industry. Therefore, CDIO which means
“conceive”, “design”, “implement”, and “operate” is one of the initiatives to design the
work process of students in a more systematic way, which is of higher quality (Hanifah
et.al 2019).

This standard has been widely adopted for engineering courses around the world and
can also be used for courses that require processes or working steps in their learning.
This is an innovative educational framework to produce a generation of quality leaders in
the future (Hanifah et.al 2019). Industry will benefit because CDIO produces graduates
with the knowledge, talent and experience it specifically needs. Educators are interested
in this approach because the CDIO syllabus forms the basis for curriculum planning and
outcomes-based assessment that can be universally adapted for all technical schools. In
addition, students will be more enthusiastic because they can meet all needs with various
personal, interpersonal, and system development experiences that allow them to excel
in the real world, and produce new products and systems. This is essential to main-
tain productivity, innovation, and excellence in an environment based on increasingly
complex technological systems. In recent years, conflicts have arisen between technical
education pedagogies, and to resolve this contemporary technical education conflict,
education must have a new concept and a new vision must be developed.

The CDIO initiative envisages education that emphasises the principles set in the
context of practising, planning, implementing and operating product systems (Yuxin et al.
2021). However, in addition to emphasising technical fundamentals, it must prepare
students to play a successful role in developing product systems. The curriculum is
structured according to CDIO standards in a very simple manner. The standards are
mutually supportive and interactive. The programme must be rich in student projects
complemented by experience in industry, and feature active learning groups, experiences
and groups in classrooms and workspaces or modern learning laboratories, connected
to the outside world. It is constantly improved through a comprehensive assessment and
evaluation process.

To improve the pedagogy of the CDIO initiative, it must consider what educators
know about student experiences and their impact on learning (Crawley et al. 2014). To
address these and other learning needs, the CDIO initiative sets improvements in four
basic areas: increased active and hands-on learning, emphasis on problem formulation
and solving, increased emphasis on conceptual learning, and increased learning feedback
mechanisms. Educational research confirms that active learning techniques improve
student learning dramatically. CDIO’s emphasis on active learning encourages students
to take a more active role in themselves while studying. Hands-on and team-based
learning are important examples of active learning, but techniques can be used to increase
student activity even in conventional classroom settings. Problem solving is an important
skill in the technical field. The CDIO initiative supports learning in problem formulation,
estimation, modelling and solution. Related efforts in concept learning serve to ensure
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that students master tools and skills as well as deeper basic concepts. The CDIO initiative
is a new way to get feedback and decisions on the way students learn today.

CDIO which stands for ‘conceive-design-implement-operate’ is one of the educa-
tional frameworks for systems and products in real industry. The CDIO syllabus con-
sists of: technical knowledge and reasoning, personal and professional skills and inter-
personal skills. This framework allows education students to emphasize the basics of
wiring according to the standards in the context of ‘conceive, design, implement and
operate’. The purpose of CDIO at Universiti Teknologi Malaysia (UTM) is to create
projects or learning based on familiar problems. In the application of this approach,
learning and teaching in the field of engineering aims to promote innovative thinking so
as to equip students with problem-solving skills to a high level in a way to build theory
while improving efficiency and practical abilities. Thus, this research was conducted
to identify the implementation of the CDIO in domestic electrical wiring practise for
technical and vocational education students with the appropriated knowledge and skills
in the specified time.

1.1 Research Problem

Electrical education students should have technical knowledge and skills in wiring before
graduated and working into the real world. However, during wiring in class, disorganized
such done their work resulting in less neat wiring and pressure to complete the practice
on time.

In addition, to sketch the wiring diagram and calculating various factors may took
a lot of time and has an impact on completing the wiring. This is because of time
management by students who always delay to start sketching the wiring diagram. Student
should have sufficient knowledge in terms of all aspects such as how to use equipment
and materials, knowledge of safety in the workshop and technical work that requires
certain techniques to prevent unwanted things from happening. The attitude of doing
work at the last minute and also relying too much on workshop assistants is also often
a problem for students in the preparation of materials in the workshop such as vessels,
2 mm cables, 4 mm cables, hand tools and so on. Most of the time when students want
to start practical in the workshop, they have been confused about what needs to be done
first and that will take up their time to complete the project as required.

As a solution to these problems, planning the framework before starting the project
will produce a higher quality product when students take their respective roles during
active learning. Thus, the CDIO approach was implemented during wiring project to
overcome the problem as stated earlier. Furthermore, the use of this approach, learning
and teaching in the field of education aims to promote innovative thinking in order to
equip students with high-level problem-solving skills by building theory while improving
efficiency and practical abilities.

1.2 Research Objective

The objective of this study is to evaluate the elements of; conceive, design, implement
and operate among students while completing wiring projects in the domestic electrical
wiring course that follow the CDIO rule.
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2 Methodology

This quantitative study was carried out and involved a total of 110 students from electric
and electronics and life skills education programme at Universiti Teknologi Malaysia.
The results of data collection were analysed using the Statistical Package for Social
Science (SPSS) software version 26.0 to obtain frequency values, percentages and mean
scores. The research instrument used in this study was a questionnaire, which was dis-
tributed using Google form to collect data. The items in this questionnaire are divided
into five sections, namely Section A regarding the respondent’s demographic data (3
items), Section B regarding the conceive element (8 items), Section C regarding the
design element (7 items), Section D regarding the implement element (7 items) and
Section E regarding the operating elements (7 items). The researcher analysed each ele-
ment of CDIO applied in the learning of the domestic electrical wiring course. Table 1
below shows the constructs of the items presented in the questionnaire for this study.

Table 1. Construct and sub-construct of items in the questionnaire.

Section Main Construct Sub-Construct No. of Items

A Demographic Data Course
Gender
Age

3

B Conceive Element in Electrical Wiring Conceive 8

C Design Element in Electrical Wiring Design 7

D Implement Element in Electrical Wiring Implement 7

E Operate Element in Electrical Wiring Operate 7

The items developed in Part B, C, D and E use a Likert-type scale that contains five
scale options. This scale is also often used and is familiar to respondents, making it easier
for respondents to understand how to answer this questionnaire. The measurement level
for the Likert scale is shown in Table 2.

Table 2. Likert Scale.

Measurement Scale Scale

Strongly Disagree 1

Disagree (D) 2

Not Sure (N) 3

Agree (A) 4

Strongly Agree (SA) 5
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Descriptive statistics is a summary of data obtained from a data processing system
whose results can be seen in the form of information, tables, diagrams or graphs (Mohd
Majid, 1990). The data analysis in this study only takes the mean score value to interpret
the data obtained. The interpretation of the mean score is shown in Table 3 below.

Table 3. Mean Score scale and interpretation.

Mean Score Mean Score Interpretation

1.00 – 2.33 Low

2.34 – 3.66 Medium

3.67 – 5.00 High

3 Findings

The acquisition of data about this CDIO approach involved 110 students of electric and
electronics and life skills education at Universiti Teknologi Malaysia who learned the
domestic electrical wiring course. Table 4 shows the demographic distribution of the
respondents involved in this study.

Table 4. Demographic Distribution of Study Respondents.

Background Information Frequency Percentage

Gender Male
Female

60
50

54.5
45.5

Age 21 – 23 years
24 – 26 years
27 years and above

54
48
8

49.1
43.6
7.3

Course 4SPPR
4SPPH
3SPPR
3SPPH
2SPPR

14
46
22
15
13

6.4
48.9
23.4
2.1

19.1

3.1 Descriptive Findings

The mean scores of all the study constructs involving the elements of conceive, design,
implement and operate are shown in Table 5 below.
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Table 5. Mean Values of Study Constructs.

No Item Construct Mean

1 Conceive Element 4.36

2 Design Element 4.18

3 Implement Element 4.27

4 Operate Element 4.21

3.2 “Conceive” Element

Table 6 shows that each item of the knowledge aspect is at a high level. The highest mean
value is 4.64, for the statement “I can identify the safety elements in the workshop”.
This item has a high mean value in the “conceive” element because students understand
and have been exposed to safety practices since they were in school. This statement
is supported by (Hashim, 2005) where students are made aware and understand about
safety practices during the workshop. Hence, each individual has the value of awareness
and common sense in identifying the elements of safety in the workshop, while the
lowest mean value is 4.17, for the statement “I really understand the theories taught and
can put them into practice in the workshop”. Through the questionnaire items for this
“conceive” section, we can identify where the students’ weaknesses are before doing
the wiring and what causes them to be slow in the learning process.

Table 6. Mean Scores for Conceive Element.

No Item Mean

1 I understand the learning concept taught by the lecturer 4.32

2 I can imagine the steps to take next 4.20

3 I really understand the theories taught and can put them
into practice in the workshop

4.17

4 I can identify the needs of users in domestic electrical
wiring

4.38

5 I can meet the needs of users according to the IEE rules
that have been set

4.26

6 I can learn the hand tools needed in domestic electrical
wiring

4.40

7 I can identify the safety elements in the workshop 4.64

8 I can identify how to use the hand tools in the workshop 4.51

Overall mean score 4.36
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3.3 “Design” Element

Table 7 shows that the highest mean value is 4.45, for the statement “which is in reality
I can arrange safety measures before starting domestic electrical wiring”. Meanwhile,
the lowest mean value is 3.85, for the statement “I can calculate various factors before
sketching the electrical wiring diagram”. Students understand how to plan wiring projects
and understand all safety measures in the workshop where they follow CDIO standards
for “design” element. These data are supported by (Lee et al. 2018), where design
thinking is a human-centred approach to designing products, processes, systems and
services.

Table 7. Mean Scores for Design Element

No Item Mean

1 I can arrange safety measures before starting domestic
electrical wiring

4.45

2 I can organise the material requirements in electrical
wiring practice

4.36

3 I can strategies before doing the wiring 4.36

4 I can draw a domestic electrical wiring diagram according
to the established IEE regulations

4.09

5 I can calculate various factors before sketching the
electrical wiring diagram

3.85

6 I can identify the compatibility of components before
sketching the wiring diagram

4.02

7 I can identify the load requirements after calculating
various factors

4.15

Overall mean score 4.18

3.4 “Implement” Element

Table 8 shows the mean score values of the CDIO approach for the Implement element.
The highest mean value is 4.43, for the statement “I can test the functionality of electrical
wiring correctly” while the lowest mean value is 4.06, for the statement “I can apply
domestic electrical wiring according to IEE regulations”. The activities and learning
outcomes applied in these two courses have the same objective and follow the CDIO
standards from NALI UTM. In general, most students understand the use and importance
of CDIO in domestic electrical wiring. Students are confident and understand how to
test the functionality of their wiring by implementing existing skills. CDIO challenges
students to be more competitive. This statement is supported by (Batdorj et al. 2018),
where students carry out projects every year and they get the opportunity to use their
knowledge and skills that have been acquired previously while working in teams to
design and develop certain products, systems or processes.
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Table 8. Mean Scores for Implement Element

No Item Mean

1 I can apply domestic electrical wiring according to IEE
regulations

4.06

2 I can identify the needs and suitability of the load required
by the user

4.32

3 I can identify the needs and suitability on the load
required by the user

4.30

4 I can determine the size of MCB and ELCB required
according to user requirements based on IEE requirements

4.32

5 I can test the functionality of the electrical wiring
correctly

4.43

6 I can perform domestic electrical wiring correctly 4.28

7 I can calculate the various factors correctly based on the
IEE table

4.15

Overall mean score 4.27

3.5 “Operate” Element

Table 9 shows the mean score values for the operate element. The highest mean value
is 4.36, for the statement “I refer to the safety procedure guide when doing the testing”,
while the lowest mean value is 4.00, for the statement “I know how to repair the wiring
circuit if the circuit does not work”. Students learn to solve problems and complete

Table 9. Mean Scores for Operate Element

No Item Mean

1 I can identify ways to perform dead circuit testing 4.30

2 I can identify ways to perform live circuit testing 4.32

3 I know how to repair a wiring circuit if the circuit does not
work

4.00

4 I refer to the safety procedure guide when doing the
testing

4.36

5 I can identify all types of electrical tools in the workshop
well

4.34

6 I can make circuit repair steps if it does not work. I can
correctly use all types of electrical wiring testing tools

4.06

7 I know the maintenance required after the wiring is
operational

4.06

Overall mean score 4.21
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projects according to CDIO standards. In this context, lecturers should play a role not only
as teaching staff but also act as facilitators when doing electrical wiring by monitoring and
guiding students where according to (Lan and Vu, 2018), 74 is the basis that students go
through the learning process and the role of lecturers as a facilitator, is to guide students
by presenting some ideas, methods, and tools for teaching.

4 Discussion

Subsequent to improve the teaching and learning of technology students, as well as
electric and electronics and life skills education at UTM, CDIO aims to make four
important improvements in which the programme must increase active and practical
learning, emphasise formulation and problem solving, and explore carefully the basic
concepts of tools or components and wiring techniques, and finally collect feedback in an
innovative way to interest students. This improvement aims to fully engage educational
students in all stages of life productivity. In addition, another importance of the CDIO
approach in wiring is that CDIO promotes project-based and purposeful goal-oriented
learning. Learning outcomes also need to be clearly stated to students before they do any
wiring work or before instructions are given. It also has prompted curriculum reform
that includes design and construction projects to coordinate and link other subjects in
electrical wiring. This statement is supported by (Batdorj et al., 2018) where students
implement a project every year and they get the opportunity to use their knowledge and
skills that have been acquired previously while working in a team to design and develop
a specific product, system or process.

Also, because of the innovative teaching style, initiative is needed in the alternative
assessment process. It is important to continue making comprehensive assessments of
the students and the programme itself. CDIO is open and available to all programs in
the University in adapting themselves to specific needs especially in electrical education
and life skills education courses at UTM.

The difference between the current approach and the CDIO approach is that the
current approach is heavy on learning outcomes where lecturers only know what they
think students are capable of doing. But it is slightly different from using the CDIO
approach where the learning outcomes are determined by what graduates expect in
the future world of work such as competence in work. According to (Piironen and
Padley, 2018), students learn to solve problems and complete projects according to
CDIO standards. In this context, the lecturer should play a role not only as an instructor
but also as a facilitator when doing electrical wiring by monitoring and guiding students;
according to (Lan and Vu, 2018), it is fundamental that students go through the learning
process, and the role of the lecturer as a facilitator, is to guide students by presenting some
ideas, methods, and tools for teaching. Therefore, students will be more competitive in
doing their electrical wiring.

5 Conclusion

To improve the teaching and learning of technology students, as well as electric and elec-
tronics and life skills education at UTM, CDIO aims to make four important improve-
ments in which the programme must increase active and practical learning, emphasise
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formulation and problem solving, and explore carefully the basic concepts of tools or
components and wiring techniques, and finally collect feedback in an innovative way
to interest students. This improvement aims to fully engage educational students in
all stages of life productivity. In addition, another importance of the CDIO approach
in wiring is that CDIO promotes project-based and purposeful goal-oriented learn-
ing. Learning outcomes also need to be clearly stated to students before they do any
wiring work or before instructions are given. It has also prompted curriculum reform
that includes design and construction projects to coordinate and link other subjects in
electrical wiring. This aspires to create a challenging experience where students design,
build and operate electrical wiring. Also, because of the innovative teaching style, ini-
tiative is needed in the alternative assessment process. CDIO is open and available to
all programmes in the University in adapting themselves to specific needs especially in
electric and electronics and life skills education courses at UTM. The difference between
the current approach and the CDIO approach is that the current approach is heavy on
learning outcomes where lecturers only know what they think students are capable of.
But it is slightly different from using the CDIO approach where the learning outcomes
are determined by what graduates expect in the future world of work such as competence
in work. Using the CDIO approach, CDIO elements can be evaluated mainly on the use
of knowledge such as processes, rubrics and others.
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Abstract. Students often encounter challenges in developing their digital tech-
nology skills, primarily due to a lack of proficiency in using computer applications,
internet-based apps, and similar tools. The failure of graduates in mastering the
digital technology has a negative effect on their ability to get a job related to
Industrial Revolution 4.0 (IR4.0). Thus, the objective of this study is to identify
students’ digital readiness for IR4.0 in the aspects of attitude, knowledge and
technical skills at one of Vocational College in the Southern Zone in Malaysia.
A total of 306 respondents were selected using the stratified random sampling.
This study is quantitative method and the research instrument consists of a set of
questionnaires containing 28 question items divided into Sections A, B, C and
D. All the data collected through the questionnaires were analysed descriptively,
using the Statistical Package for Social Science Version 20.0 (SPSS), to obtain
frequency values, percentages, means and standard deviations. The results of the
study reveal that the level of the students’ digital readiness for IR4.0 from the
aspects of attitude, knowledge and technical skills is at a satisfactory level. The
mean average value obtained for all the research questions is 3.34, and it is at a
moderate score level. Therefore, vocational colleges need to pay more attention
to students’ digital readiness for IR4.0 from the aspect of attitude, knowledge and
technical skills, so that the graduates can meet the needs of the industry now, and
propel the nation towards IR4.0.

Keywords: Digital Skills · Knowledge · Attitude · Technical Skills

1 Introduction

In the current era of globalisation, skills are important for the country to continue devel-
oping and preparing for the 21st century. The marketability of a technical graduate after
completing Technical and Vocational Education and Training (TVET), especially in
preparation for Industrial Revolution 4.0, should have strong digital skills. Technical
graduates should be aware of this revolutionary change, and they need to master the
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digital skills related to the subjects they are studying, which can then be used in the
world of work later. According to Zubaidah (2018), the country needs to focus on train-
ing of skilled workers who are creative, highly proficient, and knowledgeable, in line
with the present era of globalisation. Therefore, the government has taken an approach
by empowering schools with digital technology, including Technical and Vocational
Education Institutions providing courses related to technical skills, so that Malaysia can
produce highly skilled youth, especially in digital competence, which will blend in well
with the country’s transformation towards the digital economy.

In this era of Industrial Revolution 4.0, digital information is essential, particularly
in the industrial sector. Industrial Revolution 4.0 was introduced in 2016; it is the third
version of upgrading advanced automation in the traditional industrial sector that uses
modern technology. Digital 4.0 is a big change, especially in the industrial sector which
applies a combination of cyber technology and automation. In Digital 4.0, industrial
technology has entered the latest automation that entails data exchange. These changes
greatly affect people’s lifestyles, especially in the sectors of economy, social activi-
ties and way of living. Hence, this Digital 4.0 can be integrated with the human social
sphere so that life activities are easier and faster. The three technological changes intro-
duced are physical technology, digital technology and biological technology through
nine main pillars in the industry, which include these domains: horizontal and vertical
system integration; cybersecurity; Internet of Things (IoT); public computing; simula-
tion and virtual reality; power data analysis; supply chain; robot automation; and additive
manufacturing.

In the 21st century, digital skills for IR4.0 are crucial for graduates so that they
can apply these skills confidently after entering the working world, especially in the
industrial sector. In facing the challenges of this Industry 4.0, Technical and Vocational
Education plays a role in training these technical graduates to master the digital tech-
nology skills of IR4.0 before they venture into the industrial sector. According to Nur
Fatin (2006), Vocational Education is an organisation’s effort to produce students who
are highly skilled in the technical field and prepare them to be a competent workforce
in the industrial sector one day. A Technical and Vocational Education institution is one
that provides specific training courses according to technical fields; for example, Electri-
cal and Electronic Technology Courses, Mechanical Technology, Building Construction
Technology and others.

2 Problem Statement

The purpose of this study is to identify the level of students’ digital readiness for IR4.0
among Vocational College students in Melaka for future industry needs. Provision of
digital skills in accordance to IR4.0 needs to be emphasised, especially in relation to
technical and vocational students. In education, the core of a Technical and Vocational
Education institution is providing solid technical skills to attain the goal of developing
highly competent students in a particular field. The courses offered by the Ministry at
various Vocational Colleges have all been recognised with the award of Malaysian Skills
Certificate (SKM) at level 3, and the Malaysian Vocational Diploma (DVM) at level 4.
Vocational College students are able to obtain these certificates if they complete all tasks
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given to them according to those levels. In addition, Vocational College students also
need to take academic subjects such as Malay, Mathematics, Science, English, Islamic
Education, Morals and History in order to obtain the Malaysian Vocational Certificate
(SVM), which is in line with the requirement of the Malaysian Certificate of Education
(SPM). It is at this stage that students are exposed to digital-based technical skills, which
are in line with the industrial demand in today’s revolutionary era.

It is necessary to brief students on the revolutionary changes to today’s industriali-
sation, so that Vocational College students do not fall behind, and face difficulties in the
industrialized world in the future. In this Industrial Revolution 4.0, digital skills ought
to be widely disseminated to improve the existing skills and even acquire new skills
by Vocational College students. This will enable the country to produce highly skilled
individuals in technical and vocational fields for the future industry needs.

In Malaysia, employers’ feedback shows that graduates fail to meet the industry’s
requirements, and many of them face the difficulties of getting a job (Seetha, 2014).
Although Malaysia is now developing rapidly, inevitable issues crop up alongside the
latest technological advances. Graduates are the youth who will be the country’s future
administrators and leaders. According to Ismail (2011), unemployment is a known issue
among graduates, which has become the talk of the town. The community perceives that
the country’s higher education system has failed in producing employable graduates.
According to a report by the Department of Statistics Malaysia (2013), 31.4 percent of
the community aged 15–64 years comprise retirees, housewives, students and so on.

3 Objectives

The objectives of this study are as follows:

i. Identify the level of Vocational College students’ digital readiness for IR4.0 from
the attitude aspect.

ii. Identify the level of Vocational College students’ digital readiness for IR4.0 from
the knowledge aspect.

iii. Identify the level of Vocational College students’ digital readiness for IR4.0 from
the technical skills aspect.

4 Methodology

For the purpose of this study, a non-experimental approach was used to identify the level
of Vocational College students’ digital readiness for IR4.0 from the attitude, knowledge
and technical skills aspects. The quantitative data survey method was conducted using
a 4-point Likert scale questionnaire to collect respondents’ data among the students.
The online survey was undertaken using Google Forms specifically for the students of
this vocational college, which focused on 306 students from year 1 to year 4, who were
selected from these courses: Electrical & Electronic Technology, Building Construction
Technology, and Mechanical Technology. The first pilot test was carried out among 30
students randomly selected from the business management course to answer the ques-
tionnaire. The number of pilot studies is sufficient to analyse validity and reliability
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before conducting the actual study. According to Johanson and Brooks (2010), the mini-
mum number of respondents for pilot study is thirty. According to Cooper and Schindler
(2011), the appropriate number for a pilot study is between 25 and 100 respondents.
These students were chosen because they were not related to the actual respondents.
Cronbach’s Alpha reliability values were then calculated. The results obtained from the
SPSS software show that the overall Cronbach’s Alpha value is 0.71, indicating that the
instrument has a high level of reliability.

5 Findings

The quantitative survey method using a 4-point Likert scale questionnaire was used in
this study. The table below shows the mean values calculated using SPSS20.0 to identify
the items most agreed and least agreed with by the students. The results and findings of
this study are described in the sub-sections as follows;

5.1 Part B Analysis: Vocational College Students’ Digital Readiness for Ir4.0
From the Attitude Aspect

Table 1 shows the results of the descriptive analysis of the items in Part B.

Table 1. Mean scores from the attitude aspect

Item Statement F SDA DA AG SA Mean Standard Deviation

1 I am interested in learning
computer software as a
subject at school

F − 24 163 119 3.31 0.61

% 7.8 53.3 38.9

2 Learning computer
software in the subject
helps me to complete the
assignments given

F − 14 136 156 3.47 0.58

% 4.4 44.4 51.1

3 I like learning computer
software because it
encourages me to think

F − 55 153 98 3.14 0.70

% 17.8 50.0 32.2

4 I easily learn computer
software with the help of
a teacher

F − 27 126 153 3.41 0.65

% 8.9 41.1 50.0

5 Learning computer
software has a positive
impact on my life

F − 48 146 112 3.21 0.69

% 15.6 47.8 36.7

6 Learning computer
software stimulates my
interest to learn more

F − 58 136 112 3.18 0.73

% 18.9 44.4 36.7

(continued)
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Table 1. (continued)

Item Statement F SDA DA AG SA Mean Standard Deviation

7 I agree with the use of
simulation methods using
appropriate computer
software in engineering
subjects

F − 34 122 150 3.30 0.68

% 11.1 40 48.9

8 I agree that learning of
computer software can be
applied in everyday life

F − 40 133 133 3.30 0.70

% 13.3 43.3 43.3

Overall Average 3.40 0.59

Based on the findings of the study, the overall mean value for the attitude aspect is
3.40, indicating that the level of student readiness from the attitude aspect is at a moderate
level 156 respondents (51.1%) strongly agreed that ‘learning computer software in the
subject helps me to complete the assignments given’, which achieved the highest overall
mean value of 3.47 in the attitude item. Meanwhile, Item 3 shows the lowest mean value
of 3.14. A total of 98 respondents (32.2%) strongly agreed with Item 3; a total of 153
respondents (50.0%) agreed with Item 3, a total of 55 respondents (17.8%) disagreed
with ‘learning computer software because it encourages me to think’.

5.2 Part C Analysis: Vocational College Students’ Digital Readiness for Ir4.0
From The Knowledge Aspect

Table 2 shows the results of the descriptive analysis of the items in Part C.

Table 2. Mean scores from the knowledge aspect

Item Statement F SDA DA AG SA Mean Standard Deviation

1 I know the Internet of
Things (IoT)/ Virtual
reality (VLE FROG)/
Basics of robotics

F 3 55 180 68 3.02 0.67

% 1.1 17.8 58.9 22.2

2 The internet of Things
(IoT) learning improves
mastery of computer
software knowledge in
engineering subjects

F 3 17 204 82 3.19 0.58

% 1.1 5.6 66.7 26.7

(continued)
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Table 2. (continued)

Item Statement F SDA DA AG SA Mean Standard Deviation

3 I know how to use
computer software to
improve knowledge

F − 24 166 116 3.30 0.61

% 7.8 54.4 37.8

4 I can improve my
knowledge through
learning this computer
software

F − 10 170 126 3.38 0.55

% 3.3 55.6 41.1

5 I know how to submit
assignments over the
Internet

F − 10 150 146 3.44 0.56

% 3.3 48.9 47.8

6 I understand computer
software with the help
of a teacher

F − 24 143 139 3.38 0.63

% 7.8 46.7 45.6

7 I know how to access
digital technology
myself to increase
knowledge

F 4 14 163 125 3.34 0.62

% 1.1 4.4 53.3 41.1

8 I know the basic
knowledge related to
computer software from
home

F − 24 166 116 3.30 0.61

% 7.8 54.4 37.8

Overall Average 3.29 0.60

Table 2 shows the findings of the level of students’ digital readiness for IR4.0 among
vocational college students from the knowledge aspect. The overall mean value is 3.29,
which shows that the students’ digital readiness for IR4.0 is at a moderate level. Item 5
records the highest mean value of 3.44, with 146 respondents (47.8%) strongly agreed,
150 respondents (48.9%) agreed, while 10 respondents (3.3%) disagreed with the state-
ment ‘I know how to submit assignments over the Internet’. Meanwhile, Item 1 has the
lowest mean value of 3.02 with 68 respondents (22.2%) strongly agreed, 180 respondents
(58.9%) agreed, 55 respondents (17.8%) disagreed, and 3 respondents (1.1%) strongly
disagreed with the statement ‘I know the Internet of Things (IoT)/ Virtual reality (VLE
FROG)/ Basics of robotics’.

5.3 Part D Analysis: Vocational College Students’ Digital Readiness for Ir4.0
From The Technical Skills Aspect

Table 3 shows the results of the descriptive analysis of the items in Part D.
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Table 3. Mean scores from the technical skills aspect

Item Statement F SDA DA AG SA Mean Standard Deviation

1 I am good at accessing
information using the
Internet

F − 17 149 140 3.40 0.60

% 5.6 48.9 45.9

2 I am good at uploading
pictures on the Internet

F − 31 140 135 3.34 0.66

% 10.0 45.6 44.4

3 I am good at downloading
pictures from the Internet

F − 7 153 146 43.3 0.54

% 2.2 50.0 47.8

4 I am good at uploading
videos on the Internet

F − 24 149 133 3.36 0.62

% 7.8 48.9 43.3

5 I am good at downloading
videos on Ihe internet

F − 17 153 135 3.39 0.59

% 5.6 50.0 44.4

6 I am good at creating
simulations using
applications on the Internet

F − 34 98 174 3.22 0.65

% 11.1 32.2 56.7

7 I am proficient in using
Google Drive to store
information

F − 34 156 116 3.27 0.65

% 11.1 51.1 37.8

8 I am proficient in using
Microsoft Word interactively

F 4 27 153 122 3.29 0.67

% 1.1 8.9 50.0 40.0

9 I am proficient in using
Microsoft PowerPoint
interactively

F − 24 160 122 3.32 0.62

% 7.8 52.2 40.0

10 I am proficient in using
Microsoft Excel interactively

F 4 51 163 88 3.10 0.70

% 1.1 16.7 53.3 28.9

11 I am proficient in using
Google Meet during online
classes

F − 10 143 153 3.47 0.57

% 3.3 46.7 50.0

12 The use of digital in
engineering subjects
improves my technical skills

F − 17 163 126 3.36 0.59

% 5.6 53.3 41.1

Overall Average 3.33 0.62

Table 3 shows the results of the findings about the level of students’ digital readiness
for IR4.0 among Vocational College students from the technical skills aspect. The overall
mean value is 3.33, which shows that the students’ digital readiness for IR4.0 is at a
moderate level. Item 11 records the highest mean value of 3.47, with 153 respondents
(50.0%) strongly agreed, 143 respondents (46.7%) agreed, while 10 respondents (3.3%)
disagreed with the statement ‘I am proficient in using Google Meet during online classes.
Meanwhile, Item 10 has the lowest mean value of 3.10, with 88 respondents (28.9%)
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strongly agreed, 163 respondents (53.3%) agreed, 51 respondents (16.7%) disagreed
and 4 respondents (1.1%) strongly disagreed with the statement ‘I am proficient in using
Microsoft Excel interactively’.

6 Discussion

The results in Table 1 show that the level of students’ digital readiness for IR4.0 from
the attitude aspect is at a moderate level. It is evident that there are still students who
lack interest in digital tools such as the use of computer software in class subjects.
This is attributed to a lack of exposure to the use of digital skills in schools. Therefore,
the Education sector needs to take actions by holding digital awareness programmes
for IR4.0. According to Abd Kadir, Aziz, Hassan, Rahman, & Sidek (2019), there are
suggestions for the Education sector to hold programmes in schools such as conducting
courses, workshops, guidance briefing, and campaigns, as well as providing facilities
and giving exposure in the curriculum related to digital skills for IR4. 0. This matter is
also supported by Lai, Chundra, & Lee (2020) that in this era of Industrial Revolution
4.0, every individual needs to equip himself or herself in the best ability with digital
skills for IR4.0.

The analysis results for Table 2 show that the level of vocational college students’
digital readiness for IR4.0 from the knowledge aspect is at a moderate level. This means
that the level of preparedness in terms of vocational college students’ knowledge of
digital skills for IR4.0 is low, and does not meet the requirements set by the Education
sector, which aspires to make digitalisation technology changes among students. (Zul-
naidi and Majid, 2020). Azmi, et al. (2018) said that knowledge related to digital skills
for IR4.0 among students is still at a low level even though the Industrial Revolution is
rapidly expanding. Exposure to the use of digital skills needs to be emphasised because
it can increase knowledge related to new technological information such as the Internet
of Things (IoT)/Virtual Reality (VLE FROG)/ Basic Robotics among vocational college
students.

The analysis results for Table 3 show that the level of vocational college students’
digital readiness for IR4.0 from the technical skills aspects is at a moderate level. This
research question shows the student’s capability level in the digital 4.0 usage, where skills
are abilities and techniques acquired through specific training or experience involving
body parts (Reader’s Digest Universal Dictionary). From the aspect of technical skills,
actions are performed by the different body parts to implement digital skills for IR4.0.
These technical skills are important to students, because with the skills, it is easier for
the students to carry out tasks given by the teacher such as accessing information using
the Internet.

7 Conclusion

This study has proven that the overall level of students’ digital readiness for IR4.0 is only
at a moderate level. It requires a lot of improvement and initiative from the responsible
parties to think about the actions that will be taken to upgrade the knowledge and technical
skills of vocational college students in the use of digital skills. The ultimate goal is to
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produce graduates who are competent in digital skills for IR4.0 in order to move towards
IR 4.0, which is a common feature in the global market. Further research in this area
should be done so that improvements can be implemented from time to time, and various
parties, especially the education sector, need to play their role well to deal with the current
issues. Similar studies can help the top management take immediate action. Therefore,
students’ digital readiness for IR4.0 needs to be emphasised to achieve IR 4.0.
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Abstract. In the evolving academic landscape, the integrity of educational cer-
tificates is paramount. These documents serve as formal attestations of one’s
educational attainment, however, the increasing prevalence of document fraud
undermines their credibility. To combat this, we introduce a robust, web-based
certificate validation system Universiti Teknologi Malaysia’s Blockchain-Based
Accreditation and Verification System (UTM-BADVES). Built upon the transpar-
ent and immutable infrastructure of Blockchain technology, complemented with a
diverse array of advanced technologies, UTM-BADVES offers a secure, efficient,
and intuitive solution for real-time validation of academic credentials. The system
focuses on data privacy, enabling transcript verification, selective data dissemi-
nation, and efficient credential revocation. By doing so, it significantly reduces
the potential for academic credential fraud. Consequently, UTM-BADVES safe-
guards the integrity of educational qualifications, while simultaneously providing
immense benefits for educational institutions, employers, and society as a whole.
This paper delves into the design and application of UTM-BADVES, elucidating
the crucial role it plays in maintaining the sanctity of academic certifications in
the digital age.

Keywords: Blockchain · Blockchain-based Verification · Decentralized
Applications

1 Introduction

Education in Malaysia receives significant government expenditure, accounting for
16.8% of the total budget in 2020 [1]. This allocation reflects the importance of educa-
tion as a fundamental pillar of society, enabling social mobility, economic advancement,
and political stability. However, the value attached to education also makes it vulnerable
to manipulation and corruption. Transparency International’s study in 2013 highlighted
various forms of corruption in the education sector, including falsified credentials, ghost
schools, bribery, and misuse of funds [2]. Falsified academic credentials, in particular,
pose significant harm by devaluing the credibility of higher education systems, discour-
aging genuine investment in education, and leading to workplace incompetence and
potential dangers in certain fields.
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In traditional practices, the verification of academic credentials has been marred by
costly procedures, excessive time consumption, and bureaucratic red tape. To rectify
these prevailing challenges, our project introduces a comprehensive solution steeped
in the revolutionary capabilities of Blockchain technology. By harnessing the inherent
transparency and immutability of Blockchain, we aspire to establish a resilient, future-
proof verification system that effectively eradicates risks related to credential falsifica-
tion. This avant-garde approach greatly simplifies the verification process while con-
currently preserving the integrity of educational qualifications. Consequently, it authen-
ticates the legitimacy of individual accomplishments and safeguards workplaces from
potential damages resulting from inadequately skilled personnel. The revolutionary,
decentralised nature of blockchain technology is what makes digital currencies like Bit-
coin possible, but its ramifications go well beyond financial ones. A blockchain may be
thought of as a digital ledger that records transactions across a network of computers
in a decentralised and secure manner [3]. The blockchain network functions without a
trusted third party thanks to a consensus process that ensures all users accept the legit-
imacy of all transactions. Each block of transactions includes a link to the prior block,
forming an unbreakable chain of data. Using cryptography, the data is protected from
prying eyes and cannot be altered in any way. All blockchain transactions are publicly
viewable by all nodes in the network, which increases transparency and promotes trust
and accountability [3].

Academic credential fraud is driven by individuals seeking quick success and
employment without the necessary qualifications. It involves intentionally mis-
representing academic achievements, posing risks to other parties [4]. Falsifying or
enhancing credentials has become prevalent due to the pressure to outperform peers
in competitive job markets [5]. This practice not only compromises ethics but also
poses significant risks, such as appointing individuals with fake degrees to important
positions, potentially hindering a country’s educational development. Furthermore, the
traditional paper-based format of academic credentials is vulnerable to forgery, loss,
and inefficiencies, leading to costly and time-consuming verification processes [5]. To
address these challenges, a web-based certificate system utilizing Blockchain technol-
ogy, UTM-BADVES, is proposed. It provides a secure database accessible by issu-
ing institutions, degree holders, and third-party verifiers, enabling quick and reliable
verification of students’ credentials. The paper will focus on:

• To design and develop the proposed UTM Blockchain-Based Accreditation and
Degree Verification System (UTM-BADVES).

• To test and evaluate the developed UTM-BADVES for reliability, data immutability
and privacy, integrity, and the credential revocation mechanism.

2 Literature Review

A Blockchain is fundamentally a decentralized ledger, documenting transactions within
a peer-to-peer network [6, 7]. Conceptualized as a chain of blocks, each housing data
and references to preceding blocks, a Blockchain manifests itself in three primary archi-
tectures: public, private, and consortium. Public Blockchains, typified by Bitcoin and
Ethereum, permit universal participation and data accessibility to anyone with inter-
net connectivity [8]. In contrast, private Blockchains necessitate explicit invitations and



Implementing Blockchain Technology for Accreditation 83

are governed by particular authorities or organizations [9]. Consortium Blockchains are
collaborative, encompassing nodes from multiple institutions.

The structural bedrock of Blockchain architecture rests on several key com-ponents:
blocks, nodes, transactions, chains, miners, and a consensus mechanism [10]. Upon the
initiation of a new transaction, a fresh block is generated and appended to the Blockchain.
Each block incorporates data and alludes to its antecedent block, thus preserving the
continuity and integrity of the chain. Block verification is realized through a consensus
mechanism amongst the network’s nodes.

Blockchain technology ushers in a multitude of advantages, such as cost efficiency,
as the nodes eliminate the necessity for physical servers, thereby functioning as a dis-
tributed database [11]. The Blockchain acts akin to a global archive or library, facilitating
instantaneous, worldwide access to transaction verification. The incorporation of hash-
ing in Blockchain amplifies data integrity and security, albeit with potential implications
for performance speed [12]. On the whole, Blockchain establishes a resilient and secure
framework for transaction processing and data management.

In terms of degree verification systems, UTM has an existing system in place to
ensure the authenticity of degrees issued by the university, although the specific details
and name of the system were not disclosed for safety reasons. However, it can be inferred
that UTM does not currently utilize a QR code or web-based verification service. On the
other hand, LuxTag’s e-Scroll initiative, developed in collaboration with a consortium
of Malaysian public universities including UTM, offers a verification feature through
scanning a unique QR code on the received degree [13]. This system utilizes the Catapult
NEM Blockchain to authenticate the degrees and verify the legitimacy of the registrar’s
department signature and co-signer. LuxTag has successfully secured the certifications
of thousands of graduates from multiple countries [14]. Another notable Blockchain-
based certif-icate ecosystem is Blockcerts, a collaboration between MIT Media Lab and
Learning Machine. Blockcerts enables the creation, issuance, inspection, and validation
of certificates on the Bitcoin Blockchain, adhering to open-source standards such as IMS
Open Badges and W3C linked data signatures [15]. It supports certificate revocation and
addresses scalability through batch issuance using Merkle trees, although it requires
recipients and verifiers to maintain crypto-graphic credentials for participation in the
ecosystem and verification service [16].

Table 1 shows provides a summary of the existing systems discussed earlier, high-
lighting their constraints and properties. LuxTag’s e-Scroll is labeled as “not document-
ed” for the issuance feature, as it relies on the university to issue academic credentials
to graduates [17]. The current issuance and verification systems of UTM and LuxTag’s
e-Scroll are not documented. Blockcerts has a documented revocation feature, but it is
labeled as “partially” because the revocation listings are centralized and susceptible to
potential hacking [18]. None of the systems have the feature of selective data disclosure,
where graduates can share specific data items without revealing all the original infor-
mation. Additionally, UTM and LuxTag’s e-Scroll do not require graduates to maintain
cryptographic credentials, unlike Blockcerts.

To address these constraints, this project introduces UTM-BADVES. UTM-
BADVES offers scalability through batch issuance and can serve as a solution at the
university, consortium, or national level. It implements smart contracts and on-chain
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and multi-party schemes for a more robust revocation mechanism. UTM-BADVES
prioritizes data protection and gives students the option to selectively disclose veri-
fication information based on their needs. It offers enhanced usability by using QR
codes for verification, eliminating the need for users to manage digital identities or
cryptographic credentials. QR codes can be included on resumes or publicly published,
enabling verification without the physical certificate.

Table 1. Summary comparison of existing systems

Features UTM (Current) e-Scroll Blockcerts UTM-BADVES

Issuance Yes Not documented Yes Yes

Verification Yes Yes Yes Yes

Revocation Not documented Not documented Partially Yes

Selective Disclosure Not documented No No Yes

No Cryptographic Keys Yes Yes No Yes

3 System Development Methodology

For this project, the Rapid Application Development (RAD) methodology was chosen
as the preferred approach. RAD is a subset of agile methodology known for its quick
response to requirements and delivery of high-quality results [19, 20]. Unlike the Water-
fall methodology that focuses on design, RAD emphasizes on processes and iterative
development.

The development of our system relies on a range of technologies tailored for vari-
ous tasks in the project. To construct the fundamental structure of the web-site, HTML
(HyperText Markup Language) is utilized, a standard language for designing web pages.
Complementing HTML, CSS (Cascading Style Sheets) is employed to stylize the web-
site, enhancing its aesthetics and user-interface by controlling the layout of multiple web
pages simultaneously.

For scripting purposes, TypeScript, a strongly typed superset of JavaScript, is adopted
to ensure enhanced scalability and maintainability of the web application. Additionally,
we employ React, a renowned JavaScript framework, to optimize the process of web
development by providing reusable UI components.

On the Blockchain front, the Algorand network is integrated into our system. Algo-
rand is a scalable and secure Blockchain network designed to speed up transactions
and enhance security. To interact seamlessly with the Algorand Blockchain network, the
Algo Software Development Kit (SDK) is utilized, thereby simplifying the development
and execution of Blockchain-based applications.

Microsoft Visual Studio Code serves as the primary source code editor, thanks to
its comprehensive suite of powerful features, including support for debugging, embed-
ded Git control, and extensive functionality extensions. As a runtime environment for
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executing JavaScript, NodeJS is implemented to build the server-side of the application.
Lastly, for database needs, we make use of Firebase, a Google-backed platform, offering
a NoSQL cloud database for storing and synchronizing data in real-time, contributing
to a robust and responsive application. PyTeal: PyTeal is a Python language binding for
Algorand Smart Contracts (ASC) that provides a higher-level, more pythonic interface
for creating smart contracts for the Algorand blockchain. In the UTM-BADVES sys-
tem, PyTeal is utilized to develop smart contracts, forming the backbone of the certificate
validation process.

4 Requirement Analysis and Design

This section introduces the design phase of the UTM-BADVES system. The chapter
highlights the importance of carefully implementing this phase to meet user specifica-
tions. It outlines the key aspects of the design, including the modules, entity relationships,
system workflow, and the database structure. UML techniques, such as use case diagrams
and sequence diagrams, will be used to explain the processes involved. Additionally, the
chapter mentions that the requirement analysis phase is essential for identifying user
expectations. It identifies four main actors involved in the system: UTM, the graduates,
and the Blockchain users.

4.1 Use Case Diagram

Figure 1 presents a Use Case diagram, a visual representation using Unified Modelling
Language (UML), which illustrates the actors involved in the UTM-BADVES system
and their corresponding user stories. The use cases depicted in the diagram represent the
various interactions and functionalities that the system pro-vides to fulfil the require-
ments of the actors. The diagram serves as a visual tool to understand the roles and
responsibilities of each actor and their involvement in the system’s processes.

The UTM-BADVES system offers an innovative solution for managing academic
credentials, with three principal user types: Admin, Blockchain Users, and Graduates.
Each user type has distinct abilities and responsibilities within the system.

Admin holds the highest level of control in the system, responsible for connecting
to and disconnecting from the wallet for secure blockchain transactions, verifying the
validity of certificates, creating and revoking academic credentials as required.

Graduates are the recipients of the certificates, capable of interacting with their
blockchain wallet, checking the validity of their digital certificates, viewing and sharing
their academic information securely, and logging in or out of their accounts as needed.

Blockchain users, interested in verifying the authenticity of the credentials is-sued,
can interact with their blockchain wallet, verify the validity of the certificates, and view
the academic credentials of a graduate with necessary permissions.

These use cases underscore the broad functionality of the UTM-BADVES sys-
tem, showcasing its ability to provide a secure, transparent, and efficient platform for
managing and verifying academic credentials.
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Fig. 1. Use case of the system

4.2 System Architecture

Figure 2 presents a clear visualization of the system architecture for the certificate veri-
fication program, providing a roadmap for the life cycle of certificates, right from their
inception to their validation. Occupying the apex of the architecture is the Algorand
Blockchain Network, a decentralized, open-source, public blockchain platform employ-
ing a pure proof-of-stake (PPoS) consensus mechanism. This network, overseen by the
University, plays a dual role. Firstly, it acts as a secure digital vault, storing the digitally
issued certificates. Secondly, it serves as a reference point for the web application, aiding
in the validation of these certificates.

The next layer of the architecture houses Firebase, a flexible, scalable cloud-based
database. Firebase is responsible for storing user-specific data within the web application.
Users are a diverse set of stakeholders encompassing university staff, registrars, and
students. Each user group interacts with the system differently; thus their data handling
and storage needs vary, and Firebase caters to these specific requirements with its flexible
data structure and robust security.

Subsequently, there’s the Blockchain Users entity. Their principal responsibility lies
in verifying the authenticity of the certificates. They interact with the blockchain network,
querying and validating the certificates’ data to ensure that they have not been tampered
with, maintaining the system’s credibility.

Lastly, at the base level are the Graduates, who are the primary beneficiaries of the
system. Graduates request and subsequently receive verifiable digital certificates from
the university. These digital certificates bear a distinct advantage over traditional paper-
based certificates, in that they are difficult to forge and can be instantly validated. The
University entity wields a significant role, per-forming key operations such as managing
the Algorand Blockchain network and creating digital certificates for graduates. By doing
so, the university not only modernizes its certificate issuance process but also imparts
an additional layer of trust and credibility to its graduates’ credentials.
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Fig. 2. System Architecture for UTM-BADVES

4.3 User Interface Design

This subsection delves into the crucial aspect of User Interface (UI) design in the UTM-
BADVES system. A well-designed user interface is fundamental to any software appli-
cation’s success, shaping how users interact with the system and, in turn, their overall
experience. The quality of the user interface directly impacts user satisfaction, system
usability, and the efficiency of performing tasks.

In the context of the UTM-BADVES system, the interface design was crafted with
special attention to ease of use, intuitiveness, and the specific requirements of the various
users: the Admin, Graduates, and Blockchain Users. The design had to accommodate the
diverse set of functions these users needed to perform, from connecting to blockchain
wallets to verifying academic credentials.

This subsection will walk you through the design considerations and choices that led
to the final UI design, offering a comprehensive insight into the layout, navigation, color
schemes, button placements, and more. Additionally, it will highlight the design strate-
gies employed to maintain consistency throughout the system and ensure that users have
a smooth, seamless, and engaging experience. Figure 3 presents a selectively focused
view of the ‘Home’ page of our web application, providing a detailed snapshot of key
system information. This figure offers an insight into the initial user experience, captur-
ing the design elements and the crucial introductory information presented to the user
upon their first interaction with the UTM-BADVES system.

Fig. 3. ‘Home’ page of the web application

Figure 4 demonstrates the process for Blockchain users to validate certificate authen-
ticity, underscoring the system’s user-friendly nature. It illustrates the easy two-step
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verification procedure: first, users securely connect to their MyAlgo wallet, and then,
by selecting the ‘Verify Certificate’ tab, they can confirm the certificate’s validity. This
figure showcases the seamless integration of blockchain technology within the interface,
enabling users to perform complex operations with just a few clicks.

Fig. 4. Verify certificate page

Figure 5 provides an illustrative representation of the pages accessible to Admins,
specifically for managing academic certificates. This includes the ‘Submit Certificate’
page, specifically designed for administrators, showcasing the interface that facilitates
the seamless submission and management of digital certificates.

Fig. 5. Submit Certificate Page for Admins

Figure 6 shows a pop-up of a MyAlgo Connect window after a user clicks the
‘Connect Wallet’ button. In this example, the address of ‘PSM2_First Account’ acts as
the normal blockchain user that wants to perform a certificate verification.
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Fig. 6. A pop-up window of ‘My Algo Connect’

5 Results, Testing, and Discussion

This chapter delves into the intricacies of the project’s implementation and testing stages.
It lays out an overview of the system’s development process, illuminating the vital code
snippets, the testing procedures followed, and the significance of the system’s core
functionalities. To ascertain the reliability and robustness of the system, a variety of
testing methodologies were employed, including white box testing, black box testing,
and user testing, providing a comprehensive analysis of the system’s performance under
diverse conditions.

Figure 7 specifically illustrates the operation of the ‘check_cert’ function. This func-
tion plays a pivotal role in verifying the authenticity of an academic certificate by com-
paring its hash value with the one stored on the blockchain. It confirms the compliance
of group transaction conditions, including payment verification, and retrieves the corre-
sponding value from the global state. Depending on whether the required value is iden-
tified, the transaction either receives approval or faces rejection. Developed in PyTeal,
this ‘check_cert’ function operates as a dedicated handler for the certificate verification
process, underscoring the intricate interplay of blockchain technology in assuring the
validity of academic credentials in the UTM-BADVES system.

Fig. 7. ‘Check_cert’ function
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Figure 8 spotlight the implementation of the checkCert function. Integral to the sys-
tem, this function is responsible for ascertaining the authenticity of a certificate recorded
on the Algorand Blockchain network. It meticulously constructs a group transaction,
encompassing an application call and a payment transaction, which are subsequently
endorsed and dispatched to the network.

The function patiently awaits confirmation of the group transaction. Once confirma-
tion is received, it logs a conclusive message, signaling the successful completion of the
transaction. By executing these steps, the checkCert function guarantees the rigorous
validation of a certificate on the Algorand Blockchain. In doing so, it helps fortify the
trustworthiness and reliability of academic credentials, enhancing their recognition and
acceptance across various platforms.

Fig. 8. First Half of ‘checkcert’ function

5.1 Algorand Blockchain and Network Implementation

Our system employs the Algorand Blockchain, a decentralized and secure platform sup-
porting the creation and deployment of smart contracts and applications. It leverages a
proof-of-stake consensus algorithm to efficiently validate transactions and create blocks.
Custom functions integrated into the system, such as ‘optIn’, ‘addCert’, and ‘checkCert’,
facilitate interaction with a smart contract on the Algorand Blockchain. The ‘optIn’ func-
tion empowers users to grant explicit permissions to the smart contract for accessing their
account and executing specific operations. The ‘addCert’ function embeds a certificate
on the Blockchain, thereby bolstering its immutability and transparency. Conversely,
the ‘checkCert’ function corroborates a certificate’s authenticity by consulting the smart
contract. The strategic implementation of the Algorand Blockchain and these specific
functions enable secure storage and validation of certificates, thus heightening trust and
reliability in the system.

Furthermore, the system integrates Firebase Firestore, a cloud-based NoSQL
database, offering a flexible and scalable solution for data storage and synchronization
across various platforms. It employs a document-oriented model to structure data into
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collections and documents. Our system incorporates Firestore SDK functions like ‘col-
lection’, ‘doc’, ‘getDocs’, and ‘setDoc’, which equip developers with the tools to inter-
act with collections, documents, and the Firestore database. Specifically, the ‘getDocs’
function fetches data from one or multiple documents in a collection based on defined
conditions or retrieves all documents. Concurrently, the ‘setDoc’ function allows data
writing or updating in a document, superseding its content if it preexists, or generating
a new document otherwise. In sum, Firebase Firestore provides sophisticated querying
capabilities, real-time updates, and offline support, thereby solidifying its position as a
potent instrument for data storage in our system.

5.2 Security Implementation

While the aforementioned implementations enhance code security and privacy, it is
important to note that establishing comprehensive system security requires a robust strat-
egy. This strategy must incorporate several considerations such as secure Firebase service
configurations, adherence to secure coding practices, routine security evaluations, and
compliance with recognized security guidelines and standards.

Within our system, hashing, a cryptographic technique, is used to generate a distinct,
fixed-length string of characters from any given input data. As illustrated in Figure 5.47,
the system utilizes the ‘sha3_256’ function from the ‘js-sha3’ library to compute the
hash of file contents. The computed hash functions as a unique identifier symbolizing
the file content and can be stored for future verification. The use of hashing safeguards
data integrity since any minor alteration in the file will yield a drastically different hash
value. Consequently, by comparing the newly calculated hash with the stored hash, any
instance of file tampering can be swiftly detected.

For secure certificate storage, our system incorporates Firebase Storage. Access
to the uploaded certificate files is narrowly confined to authorized users possessing
valid addresses and administrative privileges, a restriction enforced through the ‘Route’
element. This selective access aids in preserving the confidentiality and integrity of
the files. Firebase provides a suite of security tools and access controls, inclusive of
authentication and Firebase Security Rules, ensuring that only authenticated and duly
authorized users can access the stored files. By integrating these access controls, the
system significantly curbs the risk of unauthorized exposure or alteration of the certificate
files, thereby bolstering their security and reliability.

5.3 Testing

Testing constitutes a critical pillar in the realm of software development and imple-
mentation, playing a significant role in affirming the quality, reliability, and robustness
of a system. It meticulously scrutinizes the system or its components in a systematic
manner, unearthing any flaws, faults, or discrepancies from anticipated behavior. This
rigorous inspection process aids in pinpointing any latent errors or vulnerabilities that
could potentially undermine the system’s performance.

Diverse testing methods, including black-box, white-box, and user acceptability test-
ing, equip developers and stakeholders with invaluable insights into the system’s func-
tionality. This facilitates a robust understanding of the system’s alignment with the set
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requirements, helping identify potential challenges or bottlenecks before deployment.
This rigorous testing protocol is instrumental in delivering software solutions of superior
quality and dependability.

By enhancing the overall user experience, mitigating associated risks, and boosting
system stability, testing paves the way for a more seamless and secure interaction with
the software. It is through such dedicated testing efforts that we ensure the system’s
optimal performance and reliability, offering the best possible experience to the end
users.

The results demonstrate the successful development and implementation of the sys-
tem, which capably provides users with verification services and comprehensive informa-
tion regarding graduates from their certifications. As the Fig. 9 illustrate, upon successful
verification, the system generates a detailed table presenting the graduate’s information.
This structured, post-verification display of graduate data is a testament to the system’s
effectiveness and its utility for end-users.

Fig. 9. The graduate’s information table shown after verification successful.

The users who seek to verify certificates are equipped with a QR code and an explorer
link, facilitating seamless access to the transaction information stored on the Blockchain
ledger. As depicted in Fig. 10, both the QR code and the explorer link serve as direct
gateways to the Blockchain explorer, enabling users to review comprehensive transaction
details.

Moreover, Fig. 11 provides an insightful look into the transaction specifics, revealing
important elements such as the sender’s details (corresponding to the admin wallet that
initiated the certificate submission into the Blockchain), the timestamp of the transac-
tion, the unique transaction ID, and most critically, the information pertaining to the
certificate owner. This detailed transaction summary not only substantiates the system’s
transparency but also contributes to its reliability and credibility. In terms of security,
once the information is deployed to the Blockchain, it cannot be changed and tampered.
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Fig. 10. Verified Graduate Information with the Blockchain ledger link information.

Fig. 11. The explorer which confirms the details verified and cannot be tampered.

6 Conclusion

This paper can be concluded as serves a comprehensive overview of the project, crit-
ically assessing its success in realizing its outlined objectives. It simultaneously casts
a forward-looking eye towards potential enhancements, with due consideration given
to the system’s long-term functionality and the requisite modifications for its future
deployment.

A pivotal recommendation for advancing the UTM-BADVES system would be the
incorporation of an accreditation module. This could significantly augment the system’s
capabilities by enabling validation of the accreditation status of educational institutions
or programs. Further, to address considerations of scalability and performance, it is
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advisable to refine the system’s architecture and harness the power of distributed ledger
technology for optimal performance and growth capability.

The user experience, an indispensable aspect of any system, could be substantially
enhanced by integrating user feedback into the development process. By conducting
rigorous usability testing and simplifying the user interface, the sys-tem can be made
more intuitive and user-friendly. Additionally, the automation of the certificate submis-
sion process could streamline operations and expedite certificate issuance and validation,
resulting in significant time savings for users.

In the ever-evolving landscape of technology, continuous improvement and diligent
maintenance are critical to preserve the system’s effectiveness and usability. These prac-
tices will ensure that the UTM-BADVES system continues to provide significant value
and utility to the University of Technology Malaysia, reinforcing its position as a pioneer
in leveraging Blockchain technology for academic credential verification.
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Abstract. Digital skills are crucial technical competencies for students in higher
education institutions. Weaknesses among students in utilizing digital technology
can lead to moderate levels of learning achievement, consequently impacting the
future graduates’ marketability in the job sector. Hence, the purpose of this study
is to identify the factors influencing the acquisition of digital skills among Tech-
nology with Education (TE) students at Universiti Teknologi Malaysia (UTM).
This quantitative survey involved a total of 87 final-year TE students from four
programmes: Bachelor of Technology with Education; Electric and Electronics,
Mechanical Engineering, Building Construction and Living Skills at UTM. The
study utilized a questionnaire with 21 items, encompassing three key factors: facil-
ities, quality of teaching by lecturers, and study environment. Data analysis was
conducted using Statistical Package for the Social Sciences (SPSS) software ver-
sion 26.0. The findings revealed that the mean scores for all three factors were at a
moderate level. Consequently, enhancing TE students’ digital learning experiences
should concentrate on these three factors to augment their academic achievements
in today’s digital era.

Keywords: Digital Skills · Factors · Technical Education

1 Introduction

Digital technology skills are essential for students in the 21st century. Anealka Aziz
(2018) emphasises that in the new vision of 21st-century learning environment, students
can identify the source of learning skills and knowledge. The new education ecosystem
requires Gen Z and Alpha students to undergo smarter and more integrated education
through technological literacy in addition to data and human literacy (Syamsul, 2018).
Therefore, digital learning is very important in line with the current aspirations of the
government and Industrial Revolution 4.0 (IR4.0). Almost all levels of learning, from ele-
mentary to higher education, digital learning media are used in the knowledge acquisition
process. This coincides with the concept of digital learning, which is the transformation
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of the Malaysian education system in positioning the nation as a global education hub
(Sintian et al., 2021).

2 Problem Background.

The usage level of information technology (IT) is influenced by the level of facilities
available in an institution. This means that if a location has very good IT facilities, then the
use of IT will also be high (Halim and Manis, 2021). This is supported by Abdul Rahman
(2017) who states that there are several challenges in ensuring that school IT facilities are
in good condition, such as inefficient maintenance of school computers, and difficulties
in obtaining technical assistance to repair damaged computers. Although students have
interest and willingness to use IT in their studies, a lack of resources and difficult access
to the Internet may be the main reason for not using IT in school. The findings of Hong’s
(2014) study clearly show that adequate information technology facilities are crucial to
carrying out digital learning smoothly and effectively.

Fadzil (2015) states that a small number of lecturers have low skills in teaching
digital drawing, colouring, and animation. This is because some lecturers do not have
specific qualifications such as computer or information technology degrees. Nowadays,
traditional learning has become irrelevant to students because almost everyone in the
entire society uses technology in their daily lives. Therefore, teachers and lecturers play
an important role in mastering the use of software-related digital skills, which can have
a good impact on the students’ learning appetite (Siti Hajar et al., 2019). In addition,
the environmental or climate factors of a school are equally important in influencing
students’ achievement. Rahman et al. (2021) believes that the physical environment
of the place of learning is an important factor to improve the teaching and learning
outcomes. The physical aspects of a learning site include the physical atmosphere of the
learning site and the surrounding area.

According to the study of Halim and Manis (2021) on the integration of students
with digital technology, students who believe that subjects using digital skills can provide
constructive knowledge, see technology as a learning tool. It helps them to discover new
perspectives of learning to solve problems and further develop the students’ conceptual
understanding of a subject. Therefore, this study aims to identify the factors that influence
TE students’ digital learning.

3 Objectives

I. Identify the facilities factor in influencing the digital skills of TE students.
II. Identify the lecturer’s teaching factor in influencing the digital skills of TE students.

III. Identify the environmental factors in influencing the digital skills of TE students

4 Methodology

The research method is quantitative, i.e., a questionnaire was used as the research instru-
ment. The respondents are final year students of UTM’s Technology with Education
programme. The population for this study is 116 students from four programmes. Based
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on the Krejci and Morgan’s (1970) sample size determination table, the required study
sample size is in the range of 86 to 92 respondents. Therefore, the researcher used a
stratified random sampling method; each of the respondents was given a questionnaire
administered through Google Forms. Eighty-seven respondents who returned the ques-
tionnaire were analysed using Statistical Package for Social Science (SPSS) software
version 26.0 and the data was analysed to obtain the percentage, average mean and stan-
dard deviation. In addition, a pilot study was conducted randomly among 25 students
from programs related to Technology with Education. The resulting data from this pre-
liminary study was also analysed using SPSS software version 26.0, aiming to ascertain
the questionnaire’s reliability. The overall Cronbach’s Alpha value obtained was 0.81,
indicating a favourable level of reliability. This value underscores that the questionnaire
is sufficiently reliable for use in the research.

5 Data Analysis

According to the research data analyses as contained in Tables 1, 2 and 3, the average
mean scores for all three factors are at a moderate level: facilities factor, 3.40; lecturers’
teaching, 3.49; and study environment factor, 3.52.

Referring to Table 1, question 5 exhibits the highest average mean of 3.57. A consid-
erable 53 students (60.9%) strongly agreed, while 31 students (35.6%) agreed that the
university’s lecture halls are equipped with projectors and LCD monitors. The second-
highest average mean is attributed to question 7, with mean 3.49. A notable 47 students
(54%) strongly agreed that the institution provides students with free software applica-
tions. However, a minor faction of 4 students (4.6%) expressed strongly disagreed with
this statement. Moving on, question 3 secured the third highest average mean at 3.40.
While 43 students (49.4%) were in strongly agreed about the institution’s provision of
digital learning facilities, 8 students (9.2%) held an opposing view.

Among the questions, three items yielded the lowest mean values, all nearly identical:
question 2, question 6, and question 1, with mean 3.39, 3.38, and 3.34, respectively.
For question 2, a considerable 43 students (49.4%) acknowledged that the equipment
and practical requirements at the institution functioned well, whereas only 5 students
(5.7%) were strongly opposed to the statement. Concerning question 6, a significant 44
students (50.6%) strongly agreed that the laboratory provided a conducive environment
with digital facilities, whereas 5 students (5.7%) held an opposing view. In the case of
question 1, 1 student (1.1%) and 11 students (12.6%) disagreed that the institution’s
equipment and practical provisions were sufficient.

Question 4 garnered the lowest mean value, with a total of 3 students (3.4%) and
11 students (12.6%) expressing disagreed about the institution’s internet access being
fast and reliable. Ultimately, the mean value for the overall facility convenience factor
settled at 3.40, signifying a moderate level.

Table 2 presents the findings of the conducted study and analysis regarding the impact
of lecturers’ teaching on the digital skills of TE students. The highest mean value, at
3.57, is attributed to question 1. A substantial 55 individuals (63.2%) strongly agreed
with the assertion that lecturers conduct online classes, while 1.1% and 3.4% of students
respectively expressed disagreed and strongly disagreed with the statement. Moving
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Table 1. Mean Scores for Facilities Factor

No Item Frequency/Percentage Mean Standard
DeviationSDA DA AG SA

1 Equipment and
practical needs at
the institution are
sufficient

1
(1.2)

11 (12.6) 32 (36.8) 43 (49.4) 3.34 0.744

2 The equipment
and practical
needs at the
institution are
working well

− 5
(5.7)

43 (49.4) 39 (44.8) 3.39 0.598

3 The institution
provides
facilities in
digital learning

− 8
(9.2)

36 (41.4) 43 (49.4) 3.40 0.655

4 Internet access in
the institution is
fast

3
(3.4)

11 (12.6) 36 (41.4) 37 (42.5) 3.23 0.803

5 The lecture hall
is equipped with
a projector and
LCD

− 3
(3.5)

31 (35.6) 53 (60.9) 3.57 0.563

6 The laboratory
provided is
conducive and
equipped with
digital facilities

− 5
(5.7)

44 (50.6) 38 (43.7) 3.38 0.595

7 The institution
provides free
software
applications to
students

− 4
(4.6)

36 (41.4) 47 (54.0) 3.49 0.588

Overall Average 3.40 0.649

forward, both question 4 and question 6 yielded the second highest mean value, both at
3.55. For question 4, a total of 52 students (59.8%) strongly agreed that their lecturers
offer online tests and quizzes, while for question 6, 51 students (58.6%) strongly agreed
that their lecturers exhibit proficiency in utilizing digital tools relevant to the course
topic.

The third highest mean value, 3.49, pertains to question 2, where 46 students (52.9%)
strongly agreed that lecturers incorporate digital resources in their teaching methods,
while 3 students (3.4%) held a differing viewpoint. Moving on to question 5 and question
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Table 2. Mean Scores for Lecturers’ Factor

No Item Frequency/Percentage Mean Standard
DeviationSDA DA AG SA

1 Lecturer
conducts online
classes

1
(1.2)

3
(3.4)

28 (32.2) 55 (63.2) 3.57 0.622

2 Lecturer’s
teaching uses a
lot of digital
facilities

− 3
(3.4)

38 (43.7) 46 (52.9) 3.49 0.568

3 Lecturer
masters the use
of software well

− 4
(4.6)

45 (51.7) 38 (43.7) 3.39 0.578

4 Lecturer
provides online
tests and
quizzes

− 4
(4.6)

31 (35.6) 52 (59.8) 3.55 0.586

5 Lecturer
explains the
guidelines for
the computer
applications
used

− 3
(3.5)

41 (47.1) 43 (49.4) 3.46 0.567

6 Lecturer
masters the
digital use
related to a
topic well

− 3
(3.4)

33 (37.9) 51 (58.6) 3.55 0.566

7 Lecturer
masters the use
of digital tools
well

− 3
(3.4)

42 (48.3) 42 (48.3) 3.45 0.566

Overall Average 3.49 0.579

7, their mean values stand at 3.46 and 3.45, respectively. Concerning question 5, 43 stu-
dents (49.4%) strongly agreed that lecturers elucidate guidelines for utilizing computer
applications, while 3 students (3.4%) held an opposing perspective. As for question 7,
42 students (48.3%) agreed that lecturers possess adeptness in using digital tools.

Furthermore, question 3 received the lowest mean value of 3.39, with 4 students
(4.6%) expressing disagreed regarding lecturers’ mastery of software usage, while 45
students (51.7%) endorsed the statement. Ultimately, the overall mean value for the
lecturer’s teaching factor stands at 3.51, signifying a moderate level of influence.
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Table 3. Mean Scores for Study Environment Factor

No Item Frequency/Percentage Mean Standard
DeviationSDA DA AG SA

1 Computer layout in the
AutoCAD laboratory is
neat and orderly

− 4
(4.6)

32 (36.8) 51 (58.6) 3.54 0.587

2 Computer usage
guidelines are provided

1
(1.1)

2
(2.3)

38 (43.7) 46 (52.9) 3.48 0.607

3 The table in the
AutoCAD lab is
arranged facing the
projector and LCD

2
(2.3)

3
(3.4)

34 (39.1) 48 (55.2) 3.47 0.679

4 The laboratory is
equipped with digital
facilities

− 2
(2.3)

41 (47.1) 44 (50.6) 3.48 0.547

5 There is air conditioning
in the laboratory for the
comfort of students
conducting simulations

− 2
(2.3)

32 (36.8) 53 (60.9) 3.59 0.540

6 The lighting in the
workshop/lab while
doing the simulation is
good

− 3
(3.4)

35 (40.2) 49 (56.3) 3.53 0.567

7 The layout of the
workshop/laboratory
facilitates student
movement during the
simulation

− 3
(3.4)

31 (35.6) 53 (60.9) 3.57 0.653

Overall Average 3.52 0.584

Referring to Table 3, question 5 acquired the highest mean value of 3.59. A notable 53
students (60.9%) and 32 students (36.8%) concurred that the laboratory is equipped
with air conditioning to ensure the comfort of students engaged in simulations. A mere
2 individuals (2.3%) expressed disagreed with this statement. Moving on, the second-
highest mean value, at 3.57, corresponds to question 7. A significant 53 students (60.9%)
strongly agreed that the workshop/laboratory layout promotes smooth student movement
during simulations, whereas 3 students (3.4%) held an opposing view.

The third-highest mean value, 3.54, is attributed to question 1. Among them, 51
students (58.6%) perceived the computer layout in the AutoCAD laboratory to be well-
organized and tidy, while 4 students (4.6%) held differing opinions on this matter.

Turning to question 2 and question 4, they both garnered an identical mean value
of 3.48. For question 2, 46 students (52.9%) confirmed the availability of computer
usage guidelines, and for question 4, 44 students (50.6%) agreed that the laboratory is
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furnished with digital facilities. The lowest mean value recorded, 3.47, corresponds to
question 3. In this context, 3 students (3.4%) and 2 students (2.3%) noted that the tables
in the AutoCAD laboratory were not positioned facing the projector and LCD. However,
a more substantial 48 students (55.2%) and 34 students (39.1%) strongly agreed that the
laboratory tables are indeed arranged to face the projector and LCD. Ultimately, the
overall mean value attained for the environmental factor is 3.52, indicating a moderate
level.

6 Discussion

The results of the convenience factor study reveal that the information technology facili-
ties provided in workshops and laboratories for TE students are at a moderate level. This
is primarily due to the need for improved internet access in these spaces, which makes
digital learning challenging for students. Additionally, the availability of computer or
laptop units in the workshops or laboratories is limited; only specific laboratories and
workshops are equipped with such devices for teaching and learning certain subjects.
Awang (2007) pointed out that the utilization of information technology is influenced
by the availability of facilities in educational institutions. Consequently, to ensure a con-
tinued learning experience with digital technology, colleges must guarantee that their
information technology facilities and infrastructure are sufficient to meet teaching and
learning needs.

Regarding the lecturer’s teaching factor, the obtained results also fall within the mod-
erate range. The majority of respondents agree that lecturers should possess competent
digital skills in order to enhance student achievement by implementing diverse teach-
ing strategies and methods involving digital technology. In accordance with the latest
advancements in digital technology, learning should be more electronically oriented.
For instance, when designing formal assessments like quizzes, tests, and exams, lectur-
ers should opt for digital formats. Lecturers need to embrace digital tools and online
software to improve students’ proficiency in utilizing such resources.The findings also
demonstrate that the lecturer’s competence in terms of digital skills related to a spe-
cific topic impacts students’ digital skill. Based on the data analysis, a total of seven
respondents disagreed with the notion that lecturers are well-versed in software or digi-
tal technology. This could be attributed to various factors, including the lack of suitable
lecturers for particular subjects. Consequently, due to the allocation of subjects to less
qualified lecturers by institutional management, these lecturers encounter challenges in
effectively conveying learning objectives to students (Rahman et al., 2021).

Although the study environment factor may not significantly influence TE students’
digital skills, it does affect their overall learning. This is because a conducive environ-
ment for knowledge development and practical training facilitates skill acquisition. The
results underscore the role of a favourable environment in promoting better subject com-
prehension. According to Zakaria et al. (2008), the learning environment plays a vital
role in holistic and integrated individual development. In this study, the environment
encompasses the learning atmosphere and ambiance within laboratories and workshops,
with a focus on the layout of digital technology facilities provided by the management.
Factors such as appropriate lighting and ventilation during simulation work or practice
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should also be considered, as they contribute to an environment that supports effective
teaching and learning sessions.

7 Conclusion

In conclusion, according to the findings, the impact of the three factors influencing the
digital skills of TE students is at a moderate level. Hence, all stakeholders, including
students, lecturers, and institutions, must fulfil their respective responsibilities in enhanc-
ing the digital learning ecosystem. The overarching goal is to bolster the employability
of graduates, particularly those in technical fields, thereby facilitating their access to
favourable job opportunities and fostering a promising career path for their future.

Acknowledgment. The authors would like to acknowledge the financial support from Univer-
siti Teknologi Malaysia for the funding under UTM Encouragement Research (UTMER) with
vote number Q. J130000.3853.20J05. And the Ministry of Higher Education under Fundamental
Research Grant Scheme (FRGS) with vote number, FRGS/1/2020/SS0/UTM/02/6.

References

Ahmad, A., Jinggan, N.: Pengaruh kompetensi kemahiran guru dalam pengajaran terhadap pen-
capaian akademik pelajar dalam mata pelajaran Sejarah. Jurnal Kurikulum & Pengajaran Asia
Pasifik, Bil 3(2), 1–11 (2015)

Hussin, A.A.: Education 4.0 made simple: Ideas for teaching. International Journal of Educ.
Literacy Stud. 6(3), 92–98 (2018).

Ujai, D.S., Ruzanna, W.M., Mohamad, W.: Pengaruh Faktor Sosial Dalam Pembelajaran Bahasa
Melayu Dalam Kalangan Murid Iban (Social Factors Influence in Malay Language Teaching
among Iban Students). Malay Lang. Educ. J. – MyLEJ 7(1), 74–84 (2017). http://journalar
ticle.ukm.my/10415/1/135-260-1-SM.pdf

Fadzil, A.: Penggunaan Aplikasi Multimedia Interaktif Dalam Kemahiran Melukis. Mewarna dan
Menganimasi Secara Digital oleh Azman bin Fadzil Tesis Yang Diserahkan Untuk Memenuhi
Keperluan bagi Ijazah Doktor Falsafah FEBRUARI 2015, vol. 30 (2015)

Halim, F. A., Manis, A.A.: Faktor-Faktor yang Mempengaruhi Penerimaan Pembelajaran Berban-
tukan Permainan Digital Pelajar Kolej Vokasional Factors That Influenced the Acceptance of
Digital Game Based Learning among Vocational College’s Students. Online J. TE Practitioners
6(2), 123–133 (2021). https://doi.org/10.30880/ojtp.2021.06.02.013

Husin, M. R., et al.: Perspektif Guru Terhadap Pembelajaran Pelajar Remaja. J. Human. Soc. Sci.
3(1), 40–49 (2021). https://doi.org/10.36079/lamintang.jhass-0301.211

Nur Ali Ramadhanm, M.: Kesediaan Pelajar Memiliki Kemahiran Teknikal Tambahan: Satu Kajian
Di Uthm X, pp. 1–21 (2013)

Putrawangsa, S., Hasanah, U.: Integrasi Teknologi Digital Dalam Pembelajaran di Era Industri
4.0. Jurnal Tatsqif 16(1), 42–54 (2018). https://doi.org/10.20414/jtq.v16i1.203

Rahman, A.F.A., Taat, M.S., Hongkong, J.: Hubungan Faktor Guru dan Persekitaran dengan
Pembelajaran Pendidikan Jasmani : Satu Tinjauan di Sekolah Menengah Pendalaman Sabah.
Malaysian J. Soc. Sci. Human. (MJSSH), 6(9), 143–153 (2021). https://doi.org/10.47405/
mjssh.v6i9.984

http://journalarticle.ukm.my/10415/1/135-260-1-SM.pdf
https://doi.org/10.30880/ojtp.2021.06.02.013
https://doi.org/10.36079/lamintang.jhass-0301.211
https://doi.org/10.20414/jtq.v16i1.203
https://doi.org/10.47405/mjssh.v6i9.984


104 M. F. H. M. Hussin et al.

Rahman, A., Sukri, M.: No - Pembangunan Instrumen Karakter Kreatif Pelajar Pendidikan
Teknikal Dan Latihan Vokasional (TE). Anp J. Soc. Sci. Human. 2(2), 112–122 (2021). https://
doi.org/10.53797/anp.jssh.v2i2.16.2021

Nik, R.A.: Penggunaan teknologi maklumat dan komunikasi (ICT) di kalangan guru pelatih UTM
semasa latihan mengajar. Universiti Teknologi Malaysia (2007)

Sintian, M., Kiting, R., Wilson.: Sikap Murid Terhadap Kemahiran Literasi Digital Dalam Pem-
belajaran Bahasa Kadazandusun Di Sekolah Menengah Sabah, Malaysia [Students Attitude
Towards Digital Literacy Skill in Learning Kadazandusun Language At Secondary School,
Sabah, Malaysia]. Muallim J. Soc. Sci. Human. 5(1), 19–27 (2021). https://doi.org/10.33306/
mjssh/108

Taib, S.H., Ismail, M.A., Lubis, M.A.L.A.: Inovasi kesepaduan dan strategi pengajaran dan
pembelajaran di era Revolusi Industri 4.0. ASEAN Comp. Educ. Res. J. Islam Civiliz. 3(2),
38–54 (2019)

Arifin, S.: Innovation learning in industry 4.0 era. Diakses daripada (2018). http://www.kopertis3.
or.id/v6/wp-content/uploads/2019/05/M2-Inovation-PembelajaranIdustri-420-12-2018.pdf

Baki, I.A.: Panduan pelaksanaan pendidikan abad ke-21. In: Baki.Dan, V., Khas, P. (eds.)
Nilai: Institut Aminuddin (2012). Falsafah Pendidikan Kebangsaan Memperkasakan Peranan
Pendidikan Teknik Vokasional Dan Pendidikan Khas (2017)

Zakaria, H., Arifin, K., Ahmad, S., Aiyub, K.: Pengurusan Fasiliti Dalam Penyelenggaraan
Bangunan : Amalan Kualiti , Keselamatan dan Kesihatan Universiti Kebangsaan Malaysia. J.
Techno-Soc. 2015, 23–36 (2008)

https://doi.org/10.53797/anp.jssh.v2i2.16.2021
https://doi.org/10.33306/mjssh/108
http://www.kopertis3.or.id/v6/wp-content/uploads/2019/05/M2-Inovation-PembelajaranIdustri-420-12-2018.pdf


Ballet Gesture Recognition and Evaluation
System (Posé Ballet): System Thinking, Design
Thinking, and Dynamic Improvement in Three

Versions from Laboratory to Art Gallery

Apirath Limmanee(B) and Peeraphon Sayyot(B)

King Mongkut’s Institute of Technology Ladkrabang, Bangkok 10520, Thailand
apirath.li@kmitl.ac.th, Peeraphonza2143@gmail.com

Abstract. This paper elaborates the design and implementation of “Posé Ballet,”
the ballet gesture recognition and evaluation system using MS Kinect camera.
“Posé Ballet” has gone through continual development which can be divided into
three phases according to requirements from three different user groups. These
three groups are ballet students, ballet teachers and dancers, as well as beginners
and laypersons. After the technical side of the system is explained, we describe
our “design thinking” concepts. With these concepts, our new and improved third-
version software as well as GUI are developed to serve the visitors at Bangkok Art
and Culture Centre (BACC). At the end, some results and feedback are collected.
These give us insight on how to improve our system further toward the goal of
being standardized or commercialized.

Keywords: MS Kinect · human computer interaction · gesture recognition ·
ballet · education technology · serious games

1 Introduction, Motivation, and Previous Work

Have you ever heard a piece of music and simply could not get it out of your head?
Inside their heads are where ballet students sometimes play the music and perform the
associated dance moves. Maybe they are doing homework, trying to sleep, or brushing
their teeth, but their minds and feet keep drifting back and rehearsing their performances.
That is the sign that their ballet teachers have leaped out of the studios and into students’
hearts. These are teachers who connect with their students and lingers in their mind even
after the classes’ final curtsies. This is possible for effective real-life teachers, but how
can we craft this kind of effectiveness for virtual classes using information technology?

At the start of our research project, we employed Kinect sensors for implementing
two versions of ballet gesture recognition and evaluation system. They are designed to
suit the perception and requirements of two specific user groups. One of them is ballet
students preparing for ballet exams. Another group represents professional dancers and
ballet teachers. Indeed, one author of this paper has been studying ballet for more than
10 years and certified by passing some RAD (Royal Academy of Dance) exams. That
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is why the first version of our software is focused on practicing and evaluating dance
moves used in the exam. Then, the second version is developed to satisfy the quest for
beauty and perfection as required by professional dancers and ballet teachers.

However, in order to expand our research work, we constantly look for ballet teaching
experts whom we can learn from such that our system can be improved. We are grateful
to find two great ballet teachers. Vararom Pachimsawat, an artistic director who taught
ballet at Dance Centre School of Performing Arts in Bangkok, Thailand, for more than
30 years. Another one is Nutnaree Pipit-Suksun, a ballerina who was the youngest person
to win a gold medal at the Adeline Genée International Competition in 2001 [10]. We
deeply appreciate her for being our model in this research project, in which her photos
are displayed in our software GUI, so that users can imitate her six ballet poses. She
choreographed these poses herself, giving a sense of beauty and continuity from one
pose to another.

Fig. 1. “Posé Ballet” on Display at BACC.

One main contribution of this paper is to discuss three different versions of our
software, as tailor made to three specific user groups. The emphasis is on the most recent
version designed for beginners and laypersons. This version was displayed publicly
in The International Dance Festival, organized by Friends-of-the-Arts Foundation at
Bangkok Art and Culture Centre (BACC). The three software versions are developed
according to the requirements discussed in Sect. 3. Prior to that, we review related
research work in Sect. 2.

Although we still have not really sold our “Posé Ballet,” we want it to be sellable,
so this paper will discuss sellable ideas. This requires the “design thinking” part, as
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discussed in Sect. 5, in addition to the “system thinking” part, as discussed earlier in
Sect. 4. The “design thinking” strategies discussed in Sect. 5 apply primarily to our third-
version software, which was on display at BACC, serving the user group of beginners
and laypersons. However, they can also later be applied to dynamically improve the first
and second versions serving other two user groups consisting of ballet students, as well
as dance teachers and professional dancers.

Note that, technically, the “design thinking” part deals primarily with the interaction
between human users and the system. Therefore, the main discussion in Section V will
be about the GUI and use cases, whereas the discussion in Sect. 4 focuses on the common
fundamental components in hardware, software, as well as the recognition and evaluation
framework.

2 State of the Arts

A significant portion of IT research in the context of ballet heavily relies on the utilization
of Kinect cameras. These cameras are frequently referred to as sensors due to their capa-
bility to instantaneously convert captured images into numerical representations of body
joint positions in three-dimensional Cartesian coordinates. This facilitates researchers in
the manipulation of these values for many purposes, including dance recording, learning,
practice, and the evaluation of ballet performances.

Like this paper, several research endeavors use Kinect cameras to design ballet learn-
ing and training systems. Illustrative examples encompass [1–9]. These works exhibit
divergent focuses and techniques. The implemented dance environments also span a
spectrum, ranging from an intelligent mirror (referred to as “Super Mirror” [7]) to entirely
immersive virtual reality (VR) setups like the CAVE [2, 3]. Within this domain, [5] con-
centrates on aspects related to remote learning and the feedback provided to students.
Several papers delve into the incorporation of artificial intelligence (AI) to analyze ballet
performances and furnish feedback to users. Some rely on conventional rules for dance
evaluation, involving calculations of parameters such as torso misalignment and pelvis
displacement based on joint coordinates captured by the Kinect. Notably, [2, 3] propose
sophisticated gesture recognition algorithms that yield highly precise outcomes.

Our work can be considered in a larger context of serious games as applied to
dance teaching. Examples include [13], where games are used to teach dance in primary
schools, and [14], where folklore dance is considered.

Alternatively, this work can also be included in the context of exergames since it can
be considered as a computer game which combines entertainment and body movement.
Gao et al. [17] shows that dance games can improve self-efficacy, social support, and
physical activity level in fourth-grade and fifth-grade students. Research in exergaming
also include older population. For example, Liao shows in [18] that a Kinect-based
exergame helps improve cognitive function in frail older adults. Note, however, that the
aforementioned works focus on psychological, physical, and cognitive benefits, while
our work focuses more on the aesthetic aspects of dance.

In this work, feedback from users is collected by means of questionnaires. The
questions are separated into four groups of questions. The four groups have specific
aims of measuring four psychologically related concepts, which are situational interest,
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competition anxiety, exercise health belief, and dance health belief. These concepts are
frequently discussed, not only in exergame research, but also in other related fields, such
as physical education or sport psychology. We review some interesting works that study
these concepts as follows.

Situational interest refers to an influence exerted by contextual stimuli related to the
external environment [11]. In this case, the stimuli would be the lesson learned from
“Posé Ballet.” Situational interest can be elicited from the learners in a short period of
time by changing their affect and cognition in a certain context, combined with emotional
experiences or the external physical environment [12]. It is shown in [19] that situational
interest in exergames increase the levels of physical activity metrics.

Competition is a common learning strategy. Through the experience of competing
with oneself or others, learners are motivated to improve their performance and gain
social recognition [15]. According to a study in sport psychology, competitions with
rewards can facilitate performance and increased effort [20]. However, it is prudent to
keep the level of competition anxiety in check. A study shows that if the level of anxiety
is too high that the learners feel threatened, it can lead to a lower self-esteem [16].

3 Stakeholders’ Requirements

In a dance studio, the teacher plays the music, shows students how to perform dance
moves, explain the best way to execute each move, and correct students’ missteps.
We would like to develop a system for ballet students that best replicates this dancing
environment. The first version of our software is thus designed to serve requirements of
ballet students.

Fig. 2. Software Components

Through conversations held with various stakeholders, it becomes apparent that
distinct individuals perceive ballet dance in varying ways. To develop our system with
an approach centered on perception, we undertake an examination of user needs rooted
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in three distinct categories of ballet dance perception. These categories encompass the
viewpoint of ballet students preparing for examinations, the perspective of professional
dancers and dance instructors, and the outlook of novices and non-experts. The diverse
perceptual categories consequently impact the configuration of the ballet learning and
training system, influencing both the emphasized system components and the graphical
user interface (GUI) design.

Illustrated in Fig. 2 are the three constituents comprising our software: dance training,
dance recording, and dance evaluation. The interplay between user perception and these
components is explicated in Tables 1 through 3.

Table 1. Software Requirements for Ballet Students Preparing for Examinations

Software Components Requirements

Dance Recording Dance and Songs Used in Exams (Audio-Visual and Images)

Dance Training Mimicking Dance Moves on the Screen or Dance from Students’ Own
Memory with Music

Dance Evaluation Verbal, Graphical, Audio, or Numerical

Table 2. Software Requirements for Professional Dancers and Dance Teachers

Software Components Requirements

Dance Recording Focus on Accuracy of Recorded Images

Dance Training Not Needed

Dance Evaluation Technical and Objective Feedbacks, e.g., Angles Made by Joint
Coordinates

Table 3. Software Requirements for Beginners and Laypersons

Software Components Requirements

Dance Recording Simple and Fun Dance Moves (Audio-Visual)

Dance Training Mimicking Dance Moves on the Screen with Music

Dance Evaluation Short and Appealing Feedback: Verbal (“Perfect,” “Very Good,”
“Good”) or Graphical (Emoji, Stars, etc.)

4 System-Thinking: Hardware, Software, and Gesture Recognition
and Evaluation Framework

This section describes three aspects of our system, which are hardware, software, as well
as gesture recognition and evaluation framework.
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4.1 Hardware Prototype

A hardware prototype has been meticulously designed, developed, and positioned within
the dance studio of the “Dance Centre School of Performing Arts” situated in Bangkok,
Thailand. The Kinect camera’s elevation and the monitor’s positioning are adaptable to
accommodate users’ heights. Users can install our software onto their laptop computers
and seamlessly connect it to the hardware setup using a plug-and-play approach. Safety
measures such as batteries, circuits, and an integrated loudspeaker are situated at the
base, along with wheels beneath, rendering it effortlessly mobile. The visual depiction
of the prototype can be observed in Fig. 3. To ensure convenient portability, only the
upper portion of the prototype is transported for display at the BACC, as illustrated in
Fig. 1.

Fig. 3. Hardware Prototype
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4.2 Software Structure

All versions of our software contain three main components, which are dance recording,
dance training, and dance evaluation.

In general, the database and the three components of both programs can be described
through block diagrams depicted in Figs. 4, 5, 6 and 7. The ways in which the three
software versions are implemented certainly vary based on the specifications outlined
in the preceding section (Tables 1, 2 and 3). To illustrate, the assessment algorithms
for baller students are notably more intricate, given that the program needs to identify a
greater number of dance flaws and compute comprehensive scores. In contrast, proficient
dancers only require raw angle data generated from joint coordinates and the divergence
from the desired angles. A comprehensive breakdown of the evaluation approach will
be provided in Subsect. 4.3.

Fig. 4. Database Components

Fig. 5. Dance Recording Part

Fig. 6. Dance Training Part
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Fig. 7. Dance Evaluation Part

4.3 Gesture Recognition and Evaluation Framework

To facilitate dance recognition and assessment, the Kinect captures the user’s skeletal
joint coordinates during dance sequences at various time points, denoted as “t”. These
recorded coordinate instances are subsequently compared with predefined coordinates
acquired from accomplished dancers. In this section, we introduce our mathematical
structure that is universally applicable to all three versions of computer programs tailored
for the distinct user cohorts. Of course, prior to evaluation, the specific dance movements
or positions must be accurately identified. We will delve into the discussions regarding
dance recognition and evaluation in two distinct sub-sections.

Recognition of Dance Moves and Positions. In general, the identification of dance
motions and stances at a given moment “t” can be characterized using a functional
vector

Rt = f
(
�p,i,�t

)
(1)

where Rt = {
rt,1, rt,2, . . . , rt,n

}
and rt,i is 1 if the ith dance move or position is rec-

ognized at time t. Otherwise, rt,i is 0. �p,i = {
θp,i,1, θp,i,2, . . . , θp,i,m

}
and �t ={

θt,1, θt,2, . . . , θt,m
}

represent m-dimensional vectors of angles made by skeletal joints.
�t is the vector recorded at the time t by the user. �p,i is the one pre-recorded by
exemplary dancers performing the ith dance move or position. Each of �p,i is a part of
the matrix consisting of q exemplar dance moves and positions.

T =

⎡

⎢⎢⎢
⎣

�p,1

�p,2
...

�p,q

⎤

⎥⎥⎥
⎦

(2)

The function f
(
�p,i,�t

)
in (1) can be designed according to the developer’s stan-

dard. One possible standard in our design is that, for a specific move or position to
be recognized at time t, the difference between each angle pair θp,i,j and θt,j of the
prerecorded ones and the ones recorded at time t must not exceed δj, i.e.,

∣∣θp,i,j − θt,j
∣∣ ≤ δj (3)

for all available value of j. By counting all possible independent angles from the skeletal
joints in Fig. 8, we know that 1 ≤ j ≤ 19 in our case. When all j are considered together,
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Fig. 8. Body Parts Made By Connecting Skeletal Joints

we can derive elements in Rt = {
rt,1, rt,2, . . . , rt,n

}
based on our recognition standard

as

rt,i =
19∏

j=1

u
(
δj − ∣∣θp,i,j − θ t,j

∣∣) (4)

where

u(x) =
{

1, x ≥ 0
0, otherwise.

(5)

Evaluation of Dance Moves and Positions. Regarding the assessment of dance maneu-
vers and postures, it is imperative to incorporate the angles formed by the skeletal joints
as input. Differing from the dance recognition phase, the outcome of the evaluation
process should indicate the quality of a recognized dance move or position, rather than
merely confirming its recognition status. Furthermore, these results should elicit con-
structive feedback for the user’s benefit. Each feedback instance is generated through
a comparison of the input skeletal joint data against a pre-established criterion. In this
context, we will outline the evaluation framework before subsequently implementing it
within our computer programs.

The framework consists of the vector of m skeletal joint angles at time tr , �i,tr ={
θi,tr ,1, θi,tr ,2, . . . , θi,tr ,m

}
. We denote time by tr with r as subscript to emphasize that

only the vectors recognized as a dance move or position i from the previous step are
considered as input. This input will be processed by hi criterion functions ci,k , k =
1, 2, . . . , hi, resulting in a feedback vector

Bi,tr = {
bi,tr ,1, bi,tr ,2, . . . , bi,tr ,hi

} = {
ci,1

(
�i,tr

)
, ci,2

(
�i,tr

)
, . . . , ci,hi

(
�i,tr

)}
(6)
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Then, the overall score vector S = {s1, s2, . . . , su} consisting of scores in different
u aspects is computed by function gl, l = 1, 2, . . . , u. All joint angles recognized as
dance move or position i at time tr , which is �i,tr , and all resulting feedbacks Bi,tr serve
as inputs of the function, i.e.,

sl = gl
(
�i,tr , Bi,tr |∀i, tr

)
, (7)

for all recognized dance moves and positions i at times tr .

5 Design-Thinking: “Posé Ballet” on Exhibition in the International
Dance Festival at BACC

Apart from a good “system-thinking” design, one needs “design-thinking” because,
before the attendees use our system, they have to find it attractive, funny, and easy to
play with. In this section, we focus on design-thinking ideas that make products sellable
and apply them to “Posé Ballet.”

We start from a high-concept idea of “Posé Ballet” that can be pitched in one sentence.
After all those system components are rigorously developed in the previous section, we
still need one-sentence description to get the crowd’s attention at BACC. We came up
with a short sentence: “Let’s discover a ballerina in you” as our high concept idea. We
put the sentence (in Thai translation) on our flyer, as shown in Fig. 9. It turns out that lots
of attendees are interested and play with “Posé Ballet” in order to “discover a ballerina
in them.”

Art gallery observers are, by definition, good at observing art. They would like to
play an active role in discovering artistic concepts. Therefore, we will show, in this
section, how we design the GUI to engage audience and give them the joy of discovery
they look for.

One of the key differences between Posé Ballet and other paintings at the art gallery
is that the paintings show almost everything the audience needs to know. Though the
audience might create something in their imagination while watching paintings, they still
physically play a more passive role. As for our system, however, the audience cannot
just passively watch. We also would not tell them beforehand what kind of dance moves
they will be asked to perform. Otherwise, it would have taken a lot of fun out of it. We
certainly want to show the correct way of specific dance moves by displaying our model
on the screen. At the same time, we also want to subtly tell the audience to imitate the
dance moves without verbally doing so. This is done by a series of interactions between
the system and the audience, as depicted in the Use Case Text in Fig. 10.

Based on the use case, the software and GUI is designed based on the features and
conceptual ingredients discussed in Subsects. 5.1 and 5.2.
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Fig. 9. Flyer of “Posé Ballet” on Display at BACC

5.1 Features

The special features of “Posé Ballet” is summarized as follows.

1) The default recorded ballet steps provide continuity from one steps to another.
2) There is a time limit to perform each step.
3) A user can record new dance positions easily without the help of another user. (See

Fig. 11)
4) All positional coordinates of all users’ skeletal joints are recorded
5) All angles of users’ skeletal joints are calculated from three viewpoints: front-view,

side-view, and top-view. These are used for recognition and evaluation algorithms.

5.2 Conceptual Ingredients for Designing GUI

In this subsection, we will break down high-concept ideas regarding GUI design into
essential ingredients. We will also relate each ingredient to the GUI of our Posé Ballet.

The Hook or Aspirational Elements. The “Hook” is a great analogy derived from
fishing where one needs a shiny lure as bait to attract the fish. In our case, the bait we
used is the moving skeletal image shown on the right of the invitation screen, as depicted
in in Fig. 12. This image adds the coolness factor, when combining with an invitation
sentence, makes even the complete strangers, with no knowledge of dance whatsoever,
stop and play with Posé Ballet. From our experience, there were times when the system
did not work properly. However, if the moving skeletal image still works, passer-by
always stops and plays with it.
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Use Case Text: Playing

1. System shows an invitation screen.

2. User gestures to starts playing.

3. System plays the song.

4. System shows the next dance screen (Ex-
planation, model picture, skeleton).

5. User mimics the dance position

6. User gets feedback (stars, compliments, 
scores).

7. The system records the joint coordinates of 
user.

8. If there is the next dance position, return to
step 4. otherwise, go to step 9. 

9. System shows the summary page. 

Fig. 10. Use Case Text: Playing “Posé Ballet”

The Larger-than-Life Elements. We know ballet is interesting, but ballet training
systems using information technology do not always give best dance lessons. In dance
studio, we sometimes meet great dance teachers whose dance moves leave us in awe
and hence motivate us subtly. Thus, a ballet training system should be an exaggeration
of real dance studios in order to compensate for the lack of personal encounter. In our
case, a real-life ballet teacher is substituted by pictures of our model teacher and famous
ballerina, Nutnaree Pipit-Suksun, as shown in Fig. 13. Also, the reflective mirror in the
studio is replaced by the screen capable of showing users’ skeletons. Thus, users will
find the perception of their bodies is enhanced and can vividly compare their poses to
one of the best ballet models on the screen.

The Fish-Out-Of-Water Elements. Although Posé Ballet is aimed at regular art gallery
visitors who might never try ballet before, that does not mean we will make it too easy for
them, otherwise, it would be boring. Simply being challenged by our GUI environment
is automatically engaging and interesting. The time limit imposed by each ballet step
ensures that users need to focus.

Theme and Lesson Elements. These elements offer some lessons that users can learn
after they finish playing with our system. This does not mean that the lessons must be
didactic or boring. It simply means that our system has to say or communicate something
to the audience. In our case, we simply want to communicate that ballet can be fun and
everyone can learn it. We therefore do not impose too strict criteria for passing each
dance moves. After each dance move, the user will get funny feedback, either in the
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1. System shows the main menu. 

2.  User clicks “save.”

3. System shows a recording screen.

4. User fills in description of the recorded 
position.

5. User presses “Capture.” 

6. System shows timer counting until time is 
up, while the model (user) is posing. 

7. System saves joint coordinates and angles. 
(At the same time, photographer takes model’s 
picture.)

8. If “OK”, proceed to 9. if “Cancel”, go back 
to 3.

9. If there is the next position, return to 3. 
Otherwise, system shows “Goodbye.”

Fig. 11. Use Case Text: Recording Dance Position in “Posé Ballet”

Fig. 12. Invitation Screen with the User’s Skeletal Image

form of a smiling dog if they pass, or a tiring dog if they fail, as shown in Figs. 14 (a)
and (b).
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Fig. 13. Playing Screen Showing both the Model Ballerina and the User’s Skeletal Image

(a)                                                                     (b)

Fig. 14. Screen Showing (a) A Happy Dog as Positive Feedback (b) A Tiring Dog as Negative
Feedback

6 Experiments, Preliminary Results, Feedback, and Conclusion

In this section, we give some preliminary results in Subsect. 6.3 obtained from the
experiment described in 6.2, using the recognition and evaluation function in 6.1. We
also show feedback received from users filling out our questionnaire in 6.4 – 6.6. The
conclusion is given in 6.7.

6.1 Recognition and Evaluation Function Used in the Experiment

From the framework in Subsect. 4.3, we can see that the accuracy of dance move recog-
nition and evaluation depends on how we design the functions f

(
�p,i,�t

)
, ci,j

(
�i,tr

)
,

and gl
(
�i,tr , Bi,tr |∀i, tr

)
. These functions are integrated into our software and can be

customized by users. We are not going to derive the optimal functions in this paper.
Rather, we design some reasonable ones and show preliminary results.

In the recognition step, we use the function described by Eqs. (1) – (4) for both
computer programs. The margin δj in (4) is tunable according to the level of difficulty
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needed. As for the evaluation step, we design 12 criteria ci,j
(
�i,tr

)
, j = 1, 2, . . . , 12

that return the feedbacks bi,tr ,j as numerical scores. After that, the overall score sl for a
complete dance song is computed as the feedbacks bi,tr ,j weighted by wi,j for all dance
moves and positions i recognized at times tr , i.e.,

sl =
∑

∀i,tr

12∑

j=1

wi,jbi,tr ,j. (8)

Observe that the weights assigned to distinct dance motions and positions vary. For
instance, Plié places greater emphasis on feedback from knee joints, whereas Battement
Tendu prioritizes feedback from foot joints.

6.2 Experimental Steps

We propose a potential experiment involving an expert, an experimenter, and a group of
participants. The experiment can be conducted using the following steps:

(1) The expert utilizes heuristic guidelines to select weights in Eq. (8).
(2) Participants choose songs and execute dance moves. Simultaneously, a computer

program captures and stores photographs of their performances. The program also
evaluates the recognized dance moves and positions.

(3) The expert reviews the photographs from step 2. They identify and rate the accurate
dance moves and positions.

(4) The experimenter contrasts the set of photos chosen by the expert in step 3 with the
set recognized by the computer program in step 2. Subsequently, the experimenter
generates experimental outcomes by calculating numerical values that quantify the
extent of disparity between the two sets.

(5) Additionally, the expert’s ratings are juxtaposed with the overall scores generated
by the program. A positive outcome would involve dance moves and positions that
receive higher expert ratings also obtaining elevated overall scores.

6.3 Preliminary Results

To ensure the reliability of our experimental findings, it is imperative that the participant
pool is sufficiently large and encompasses varying levels of expertise. Incorporating
multiple experts could also serve the purpose of triangulation. Alternatively, the integra-
tion of artificial intelligence (AI) might facilitate the adaptation of the weight in Eq. (8).
These potential avenues represent directions for future exploration within our research.

Presently, our efforts are concentrated on executing the procedures outlined in
Sect. 6.2. We engage one expert and enlist two ballet beginners, each representing a
different gender, as participants. The preliminary outcomes are promising, as the com-
puter program accurately identifies dance moves such as Bras Bas, Plié, and Relevé,
including instances with first-position and second-position foot placements. Notably,
for the first-position feet configuration, the images rated highest by the expert align with
those receiving the highest overall scores from the computer program. Concerning the
second-position feet arrangement, disparities exist between the expert’s preferences and
the program’s selections, although their visual resemblance is striking. A comprehensive
summary of these findings can be found in Table 4.
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Table 4. Preliminary Gesture Recognition and Evaluation Results with Different Dance Moves
and Positions.

Dance Moves & Positions Gesture Recognition Comparison of Best-Score Picture with
Expert’s Top-Rate Picture

Bras Bas, 1st Feet Correct Same Picture

Plié, 1st Feet Correct Same Picture

Relevé, 1st Feet Correct Same Picture

Bras Bas, 1st Feet Correct Very Similar Picture

Plié, 1st Feet Correct Very Similar Picture

Relevé, 1st Feet Correct Very Similar Picture

Table 5. Average Score from the Questionnaire Measuring the Situational Interest of Users.

Question Average Score

Did you find the activity enjoyable? 4.31

Did you feel a sense of challenge during the activity? 4.04

Did you feel a sense of accomplishment during the activity? 4.00

Did you feel engaged and focused on the activity? 4.23

Did you feel a sense of flow during the activity? 4.15

Did you feel a sense of excitement or anticipation during the activity? 4.27

6.4 Feedback Measuring Users’ Situational Interest

We show feedback received from users filling out our questionnaire. The questions aim
at measuring the level of situational interest in users. The participants of this study are
26 first-year bachelor-of-technology students at Faculty of Industrial Education, King
Mongkut’s Institute of Technology Ladkrabang (KMITL). A 5-point Likert scale is
applied to measure the degree of agreement. 1 stands for strongly disagree and 5 stands
for strongly agree (Table 5).

6.5 Feedback Measuring Users’ Competition Anxiety

Competition is a common learning strategy. Through the experience of competing with
oneself or others, learners are motivated to improve their performance and gain social
recognition [15]. This is somehow related to the “fish-out-of-water” element discussed
in the previous section. There should be a sense of uneasiness or competition to get the
learners motivated. According to a study in sport psychology, competitions with rewards
can facilitate performance and increased effort [18]. However, it is prudent to keep the
level of competition anxiety in check. A study shows that if the level of anxiety is too high
that the learners feel threatened, it can lead to a lower self-esteem [16]. From Table 6,
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we can see that the response is moderate, i.e., in the range from 2.5 to 3.5. In the future
work, we may try to vary the level of difficulty and study the relationship between the
competition anxiety and the situational interest.

Table 6. Average Score from the Questionnaire Measuring the Competition Anxiety of Users.

Question Average Score

How anxious do you feel when you are about to use and really use Posé
Ballet?

3.46

How stressed do you feel when you are about to use and really use Posé
Ballet?

2.96

How much pressure you feel to perform well when you are about to use and
really use Posé Ballet?

2.96

How much do you worry about making mistakes when using Posé Ballet? 3.15

How much do you feel like you are being judged by others when using Posé
Ballet?

3.35

How much do you compare yourself to others when using Posé Ballet? 3.08

6.6 Feedback Measuring Users’ Exercise Health Belief and Dance Health Belief

As “Posé Ballet” can be considered an exergame which mixes physical exercising and
game entertainment, we also ask questions to measure the level of “Exercise Health
Belief” as well as “Dance Health Belief,” in order to assess participants’ belief regarding
relationships between health and exercising or dancing, as shown in Tables 7 and 8. In
the future, when more results are collected from several groups, we can study how the
exercise/dance health belief of each group relates to their situational interest of “Posé
Ballet.”

Table 7. Average Score from the Questionnaire Measuring the Exercise Health Belief of Users.

Question Average Score

How much do you believe that exercising regularly can improve your
physical health?

4.76

How much do you believe that exercising regularly can improve your
mental health?

4.59

How much do you believe that exercising regularly can improve your
overall well-being?

4.82

(continued)
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Table 7. (continued)

Question Average Score

Do you think that exercise can help you manage stress? 4.32

How much do you believe that exercising regularly is an effective way to
prevent or manage health conditions?

4.32

Do you believe that exercise can reduce the risk of chronic diseases? 4.15

Do you believe that exercise can help you maintain a healthy weight? 4.35

How much do you feel that exercising regularly is important to you? 3.88

Do you regularly engage in exercising activity? 2.85

How likely you are to engage in regular exercise in the future? 3.85

Table 8. Average Score from the Questionnaire Measuring the Dance Health Belief of Users.

Question Average Score

How much do you believe that dancing regularly can improve your physical
health?

3.97

How much do you believe that dancing regularly can improve your mental
health?

4.14

How much do you believe that dancing regularly can improve your overall
well-being?

4.05

Do you think that dancing can help you manage stress? 3.68

How much do you believe that dancing regularly is an effective way to prevent
or manage health conditions?

3.5

Do you believe that dancing can reduce the risk of chronic diseases? 3.35

Do you believe that dancing can help you maintain a healthy weight? 3.65

How much do you feel that dancing regularly is important to you? 2.62

Do you regularly engage in dancing activity? 1.76

How likely you are to engage in regular dancing in the future? 3.85

6.7 Discussion and Conclusion

The limitation from preliminary results in 6.3 is that the number of samples (positional
coordinates of users’ skeletons) are very limited. At present, we still keep collecting
more samples from university students who give us permission to do so. We expect
more quantitatively accurate results in future work.

Situational interest refers to an influence exerted by contextual stimuli related to the
external environment [11]. In 6.3, the stimuli would be the lesson learned from “Posé
Ballet.” Situational interest can be elicited from the learners in a short period of time
by changing their affect and cognition in a certain context, combined with emotional
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experiences or the external physical environment [12]. Situational interest From the
obtained score, we can conclude that the users have high situational interest scores, as
the average is more than 4 in every question.

Regarding competition anxiety from Table 6, we can see that the response is moder-
ate, i.e., in the range from 2.5 to 3.5. In the future work, we may try to vary the level of
difficulty and study the relationship between the competition anxiety and the situational
interest.

It can be seen from Table 7 that the first seven questions receive average score of
more than 4, so, in general, the participants believe that exercising can help preventing
diseases and maintaining physical fitness. However, when the last three questions are
directed toward the participants’ regular exercising behavior, the average scores are
significantly lowered. We can conclude that, while most participants believe exercise is
good for health, some of them find it difficult to exercise regularly.

As can be seen in Table 8, when we replace the word “exercise” from Table 7 with
“dancing,” the score is significantly reduced. We can infer that some participants do not
consider dancing an exercise. When comparing “dancing” with “exercise,” they believe
the latter provides better health benefit.

However, we can observe that one pattern in Table 7 is also shown in Table 8. The
last three questions receive significantly lower score than the first seven questions. We
reach the similar conclusion that, while most participants believe dancing is good for
health, some, if not most, of them find it difficult to dance regularly.

In conclusion, even when most participants do not regularly dance and do not consider
dancing as healthy as other forms of exercise, they still find “Posé Ballet” interesting and
enjoyable. Perhaps, during a short while they play with “Posé Ballet,” they can discover
ballerinas inside themselves.
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Abstract. A structured learning approach through the constructivism approach
is a method that helps students build understanding in phases, from easy to dif-
ficult. The use of drone simulators in the subject of drone handling is a practical
way to build understanding for students in phases. Good student understanding
gives them the confidence to operate drones from virtual simulators to real through
real drone operators. The study wants to see the relationship between the use of
drone simulators and students’ confidence in operating real drones. A question-
naire served as the main research instrument. 35 students participated as purposive
samples. This investigation can be divided into three sections; initial knowledge
data before entering class, drone simulator data as simulator data, and real flight
data collected afterward as final data - using both descriptive analyses such as
mean, frequency analysis as well as inferential paired-sample T-Test to find rela-
tionships among them all. The findings of the study show that there is a significant
difference between the students’ confidence before and after participating in the
class on the actual handling of drones. This shows that the handling of dangerous
drones in terms of safety needs to start with structured drone simulators to ensure
that students can master the knowledge, technical and practical aspects of drones.
It is hoped that this structured and phased teaching and management process can
be done and developed for other courses as well. The findings of the study indicate
that using structured drone simulators positively impacts students’ confidence in
operating real drones. The results highlight the importance of starting with simu-
lators to ensure that students can master the necessary knowledge, technical skills,
and practical aspects of drone handling. This approach is seen as a safer way to
introduce students to handling potentially dangerous drones while building their
competence and self-assurance.
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1 Introduction

Drone simulation in education has gained widespread acclaim as an effective and engag-
ing means for teaching various topics. According to [1], drone simulators allow students
to gain hands-on experience without risky physical equipment or risks associated with
flying real drones, offering real world advantages at no additional expense or risks to
themselves or to society in general. In education, drone simulators have a very quick
application to make students more educated and realize in adopt the technology in
learning.

Drone simulators have quickly become an indispensable way for teaching STEM
concepts [2, 3] like science, technology, engineering, and math (STEM). Students can
study aerodynamics, physics, and geometry by playing virtual reality drone games;
playing with drones allows students to witness first-hand how different factors influence
flight. While in teaching programming and coding, drones typically require programming
skills for autonomous operation. Simulation environments offer students a safe place to
explore programming languages like Python and JavaScript in an autonomous drone
control setting - giving them time to study these programming languages safely before
creating programs, programming them and then testing their programs against their
virtual drone [4].

In specific courses such as in Geographic Information Systems (GIS), drones
equipped with sensors and cameras are increasingly being utilized as platforms for
creating GIS apps, and simulations may assist students in comprehending how drones
take aerial photographs to gather data for analysis and mapping purposes [5, 6]. Fur-
thermore, students can test their knowledge with GIS software by processing drone data
to create 3D maps or models of these. In extend of it, drone simulations offer students
a great way to learn mission planning and navigation techniques. Students can create
flight strategies, identify waypoints, and even simulate complex missions such as res-
cue/search missions/environmental monitors with these simulators, which also allows for
evaluations to evaluate effectiveness as well as adjustments depending on requirements.

There also many research in education, stated that drone simulators as a virtual
laboratory can be an offer tools for hosting online challenges and contests that foster
collaboration, problem-solving and the creative thinking skills in students [7]. Such
events could involve race simulations, obstacle courses or tasks which call upon pilot-
ing skills with strategic planning abilities - something many drone simulators facilitate
through virtual reality technologies such as VR.

Drone simulations in the classroom are an effective tool for education particularly in
fields such as engineering computers, aviation, computer science, geography, and envi-
ronmental science [8]. By using drone simulator, they will offer an interactive learning
experience that is usually more enjoyable and effective than conventional lectures-based
learning [4]. Simulations allow students to pilot drones in a range of situations and con-
ditions without the risk of the real-world flight. In the other part, drone simulators are
ideal for practicing and improve student’s drone piloting skills prior to applying for an
official drone pilot’s licence [9]. This practicing by using drone simulator will reduce
the risk because of learning to operate a drone could be a risk especially for novices.
Drones are costly and could cause injuries or damage in the event of a fall. Simulators
offer a safe and secure environment where students can learn to control drones without
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the dangers [10, 11]. Using the drone simulator also can be seen as cost effective. Even
though purchasing a drone simulator as well as the needed hardware could result in an
initial cost, it is more affordable over the long term compared to the cost of fixing or
replacing damaged drones during training.

Utilizing a drone simulator in students’ training can have huge impact on the perfor-
mance of students and this is apparent in comparing the performance of students prior to
and following when the drone simulator was introduced [9]. When first learning about
the simulator for drone, students might have difficulty grasping the basic concepts of
drone operations [1]. Once they have experienced the simulator these abstract concepts
will be more tangible and lead to more understanding and better application [11].

2 Drone Technology Subject

Drone technology is a subject that offered through Universiti Teknologi Malaysia’s Insti-
tute for Life-Ready Graduate (UTM-Ileague). This course forms part of the University’s
general program designed to recognize student participation in extracurricular activi-
ties and understand how their participation enhances learning processes. The ultimate
objective is for participants to comprehend the advantages offered by extracurricular
involvement for academic performance and development. Utilizing experiential learning
reflection, self-reflection, and case studies as tools for students’ knowledge acquisition.

As we navigate towards an innovative technological revolution 4.0 and its associated
new challenges, this course strives to give UTM students an in-depth knowledge and
understanding of drone technology and how best to apply it in various scenarios. Students
will develop an overall knowledge of drones as well as their applications. The main
goals for this class include improving cooperation and leadership capabilities as well as
adaptability skills that promote ethical conduct.

Learnings skills are acquired via assignments included within a course as well as
assignments completed outside it. Skills of leadership, teamwork and academic perfor-
mance can be tested using simulators as well as realistic flight simulator tasks. Students
design and construct drones which operate properly and perform as promised, in con-
junction with using drone simulator software as well as commercially available models
which have proven extremely helpful for open spaces. This course allows students the
chance to gain knowledge by serving others. Students who are enrolled in courses that
improve their knowledge through service learning should share their experiences with
the rest of society in compliance with regulations and ethical guidelines when using
drones to instruct others and to ensure that both are secure.

This 14-week class consists of four major parts. These are: theoretical concepts,
using drone simulators, real fly on commercial drones; explanation of service-learning
principles and its implementation; as well as demonstration. As part of their theory
portion, students will gain exposure to aviation fundamentals including knowledge from
International Civil Aviation Organization (ICAO), unmanned aerial system regulations
imposed by Civil Aviation Authority of Malaysia (CAAM), as well as drone fundamental
operations. Students in this course will use DJI Flight Simulator as the official simulator
to teach participants to operate drones safely and responsibly. The lecturer will use
DJI Flight Simulator during class time for instruction purposes. Drone simulators help
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students use the correct control panel during deployment to ensure a seamless process
and improve confidence levels in students using drones. Drone simulation can give an
in-depth knowledge of operations while building confidence among users.

Next step in teaching drone classes will involve piloting real drones outdoors using
commercial models. They will only gain confidence enough to fly the drone freely
once reaching certain thresholds in terms of confidence in using simulator. As they
fly commercial drones with confidence. Drone flights take place in open areas at low,
medium, or high task order. Finally, this course emphasizes explaining the service of
learning to students as a service to society - sharing concepts covered during class about
drone research with everyone involved in class.

3 Constructivism Learning Approach

Constructivist learning entails a series of steps designed to foster understanding and
knowledge creation [12, 13], although its exact order depends on circumstances or topics
specific to an individual learner. Together these steps constitute an overall framework
to implement constructionist learning methods successfully. This approach will start by
tapping into existing knowledge. This style to activate students’ prior experiences and
knowledge related to an issue, whether through discussions, brainstorming sessions, or
activities prior to assessments, tapping into existing knowledge can establish an essential
basis from which new concepts may emerge. There also will create an engaging learning
experience through challenging or provocative issues or problems by providing questions
or challenges which spur curiosity and require analysis, investigation and problem-
solving capabilities - this forms the cornerstone for inquiry-based and active learning
methods.

By using this approach, the student will have an opportunity to explore and inves-
tigate. This method will encourage students to conduct independent or group research
of any topic of their choosing by giving them sources such as videos, books, articles, or
online material that allows them to collect data from multiple angles and form opinions
on various issues [14, 15]. Encourage experiments as well as engaging them in hands-on
activities which build knowledge or any studies which expand upon it [16]. Engaging
in discussion and collaboration toward this learning style will encourage students to
pose inquiries that spark further research of a subject area. Establish an environment
conducive to inquiry-driven culture by supporting and rewarding your student inquiries,
helping refine questions while cultivating worthwhile investigations, while inspiring crit-
ical thinking skills through open-ended questioning or suggestions. It also will engage
students in discussions and collaborative activities by inspiring their participation, com-
municating their views and experiences to other students in a safe learning environment
that welcomes and respects all views - regardless of origin - while creating welcoming
spaces where students can exchange views about experiences shared between classes;
challenge assumptions held by others, find meaning through these experiences, or find
themselves.

The main purpose of this approach in teaching technology is for the student will have
conceptualizing concepts and synthesizing them the knowledge by connecting new data
with previous information as well as establishing it into their existing understanding
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[17]. Provide assistance when organizing ideas; assist with drawing concept maps or
using visual representations to explain what students think about Providing students
with opportunities to use what they have learned in real-world settings, either to solve
real world issues or create connections across disciplines. Make sure they grasp both its
significance and value for learning. Continuous improvement is the key to succeeding
in the constructivism approach. Encouraging the students to further their education by
reviewing knowledge, reflecting upon feedback, and refining thought processes is vital in
creating lasting knowledge gains for our society and economy. Teaching should always
remain ongoing, so students never stop growing through experience.

4 Methodology

This research employed quantitative methods. A questionnaire served as the main
research instrument. 35 students participated as purposive samples because this inves-
tigation focused on those taking Drone Technology courses for semester 2 2022/2023.
This investigation can be divided into three sections; initial knowledge data before enter-
ing class, drone simulator data as simulator data, and real flight data collected afterward
as final data - using both descriptive analyses such as mean, frequency analysis as well
as inferential paired-sample T-Test to find relationships among them all.

5 Result

Based on the findings of the study, the researcher detailed the findings through 3 levels,
namely before, during and after the class was conducted throughout the 14 weeks.

5.1 Preliminary Data Before Entering the Course

To gather these preliminary data, the researcher needs to collect demographic information
about students as well as other information to examine the students’ initial knowledge
of whether they’ve flown a drone before, the utilization of a drone simulator and their
level of confidence they have to fly a drone.

Table 1. below shows the gender of students.

Gender Frequency Percentage (%)

Male 21 60

Female 14 40

Total 35 100
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Table 2. shows the frequency and percentage of experience piloting real drone before entering
the course.

Do you have any experience piloting real drones? Frequency Percentage (%)

Yes 15 42.9

No 20 57.1

Total 35 100

Table 3. shows the frequency and percentage of e overall knowledge about drone before entering
the course.

How would you rate your overall knowledge about drone? 1
to 10 (1 - less, 10 most knowledgeable) before entering this
course

Frequency Percentage (%)

1 11 31.4

2 9 25.7

3 4 11.4

4 4 11.4

5 6 17.1

6 1 2.9

7 0 0.0

8 0 0.0

9 0 0.0

10 0 0.0

Total 35 100

Table 4. shows the frequency and percentage of level of confidence in flying drone before entering
this course.

Level of confidence in flying drone before entering this
course? 1 to 10 (1 - less, 10 most confident)

Frequency Percentage (%)

1 15 42.9

2 20 57.1

Total 35 100
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5.2 Drone Simulator Data

Information gathered for step two includes details regarding drone simulator usage as
it relates to control panel usage, such as level of difficulty operating drone simulator
and importance it plays when beginning flights; proficiency gained while using drone
simulator can then allow one to fly their drone independently after mastery has been
obtained through continuous practice using it.

Table 5. below shows the results of understanding the simulator control for drone simulator in
class.

How easy was it to understand the simulator controls? Frequency Percentage (%)

Easy 20 57.1

Moderate 15 42.9

Hard 0 0.0

Total 35 100

Table 6. below shows the results of drone simulator accurately represent the physical sensations
and controls of a real drone.

Does the drone simulator accurately represent the physical
sensations and controls of a real drone?

Frequency Percentage (%)

Strongly Agree 13 37.1

Agree 19 54.3

Disagree 3 8.6

Strongly Disagree 0 0

Total 35 100

Table 7. below shows the results of does simulator improved your understanding of drone piloting.

Has using the simulator improved your understanding of
drone piloting?

Frequency Percentage (%)

Strongly Agree 15 42.9

Agree 20 57.1

Disagree 0 0.0

Strongly Disagree 0 0.0

Total 35 100
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5.3 Real Flight Data

Researchers obtain this final data as part of their analysis to analyze its relevance for actual
flights using simulators; such data includes remote control panel operation difficulties
and pilot confidence when flying an actual drone.

Table 8. below shows the results the student enjoys piloting real drone.

Are you enjoying piloting real drone? Frequency Percentage (%)

Yes 35 100.0

No 0 0.0

Total 35 100

Table 9. below shows the results of does simulator make your real flying easier.

Does the drone simulator make your real flying easier? Frequency Percentage (%)

Strongly Agree 18 51.4

Agree 17 48.6

Disagree 0 0.0

Strongly Disagree 0 0.0

Total 35 100

Table 10. shows the frequency and percentage of level of confidence in flying drone after entering
this course.

Level of confidence in flying drone after entering this
course? 1 to 10 (1 - less, 10 most confident)

Frequency Percentage (%)

7 2 5.7

8 5 14.3

9 11 31.4

10 17 48.6

Total 35 100

Based on the findings of the study, it shows that there is a change in confidence in
drone flight before and after the teaching session. This is indicated by the significant
value indicating values below 0.05. This finding also shows that after going through a
teaching session that includes a drone simulation session, students are seen to be able to
master and be confident to fly a real drone.
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Table 11. shows the comparison level of confidence in flying drone before and after entering this
course.

Paired Samples Statistics

Mean N Std. Deviation Std Error Mean

Pair
1

confident_pre 15.71 35 5.021 0.849

confident_post 92.29 35 9.103 1.539

Paired Samples Correlations

N Correlation Sig

Pair 1 confident_pre
&
confident_post

35 0.800 0.000

Paired Samples Test

Mean Std.
Devi-
ation

Std
Error
Mean

95% Confidence
Interval of the
Difference

t df Sig.
(2-tailed)

Lower Upper

Pair 1 confident_pre -
confident_post

-76.571 5.913 0.999 -
78.602

-74.54 -76.617 34 0.000

6 Discussion

Based on the findings of the study, the researcher detailed the findings through 3 levels,
namely before, during and after the class was conducted throughout the 14 weeks.

6.1 Before Entering the Course

Based on the findings of the study, it clearly shows that most students have never flown
a drone. Although there are students who have flown a drone before the class, most of
them show that they are in the low of drone knowledge. This is also seen in line with
their low enough confidence to fly a real drone before the class starts.

Unstructured knowledge through unguided experimentation, only through trial and
error, unguided self-reading makes them only know but not knowledgeable. It is in line
with the findings [9] which shows that the initial knowledge is not focused and structured,
making students only know randomly without the main guidance.

6.2 During the Course

The structured class approach, starting with low level, medium level, and high-level
aspects of the use of real drone simulation makes the students more directed and guided.
Based on the findings, the use of drone control in a simulator is seen to be easy to
use, helping to provide an understanding of drone flight as well as increasing students’
confidence in understanding the knowledge and skills in operating a real drone through
simulation. The study, in line with data from [1], that stated the use of drone simulators
not only provides students with real situations without using real equipment, but also
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reduces the risk of accidents and costs involved. It not only has a positive impact on
students and society in general.

Most students show satisfaction, and they think that the use of simulation in drone
teaching improves their understanding well. A structured approach through hands-on
teaching based on the theory of constructivism gives students the advantage to learn in
a more structured way.

6.3 Real Flight Data

The real flight process is a new moment for students. Armed with the knowledge of
using a drone simulator, they experience more challenging real flights. After several
flight sessions using real drones, the students were seen having a lot of fun and were
seen to be confident in their handling. This is clearly obtained through the findings that
show they are quite confident and explain that the use of the drone simulator before the
actual flight is quite helpful to them. Their real confidence level increased quite well,
through real flight which started with the input of knowledge and skills using the drone
simulator. Utilizing a drone simulator in students’ training can have huge impact on the
performance of students and this is apparent in comparing the performance of students
prior to and following when the drone simulator was introduced [9].

Based on the findings of the study, it clearly shows that the confidence level of
students increases well before and after the drone class takes place. The approach during
the class with a drone simulator and ending with an actual flight makes students more
prepared and confident. It clearly shows that the structured drone teaching approach
through the constructivist teaching approach successfully achieves the real objective of
the class. The basic concept of drones needs to be well understood by students at the
beginning of the class, it is very important to ensure that students can interact well when
operating a real drone [1]. Abstract concepts that are difficult to understand will be easily
acquired if basic knowledge can be understood well. Practical along with theoretical and
technical understanding is quite important in ensuring students can fly a real drone [11].

By using drone simulator, they will offer an interactive learning experience that
is usually more enjoyable and effective than conventional lectures-based learning [4].
Simulations allow students to pilot drones in a range of situations and conditions without
the risk of a real-world flight. In the other part, drone simulators are ideal for practicing
and improving student’s drone piloting skills prior to applying for an official drone pilot’s
license [9]. Practicing by using drone simulator will reduce the risk because learning to
operate a drone could be a risk especially for novices. Drones are costly and could cause
injuries or damage in the event of a fall. Simulators offer a safe and secure environment
where students can learn to control drones without the dangers [10, 11]. Using the drone
simulator also can be seen as cost effective. Even though purchasing a drone simulator as
well as the needed hardware could result in an initial cost, it is more affordable over the
long term compared to the cost of fixing or replacing damaged drones during training.
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7 Conclusion

Increasing the level of student learning needs to be emphasized. The beginning of a basic
level to a higher level needs to be well structured. The use of simulators for the subject
of drones has enough impact on students’ ability in terms of knowledge, techniques,
and skills in operating the actual drones’ flight. Therefore, the structured approach for
this subject which started with drone simulator learning is good enough and should be
continued. The students’ confidence can be improved, especially towards the handling
of drones which requires a high level of concentration and safety.
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Abstract. Unmanned aerial vehicles (UAVs) are used in a variety of industries
for a wide range of purposes. The UAV industry in Malaysia is experiencing
an increase in demand for qualified workers, which has prompted Technical and
Vocational Education and Training (TVET) institutions to introduce certification
programs. These programs often rely on actual UAVs for training, which can
be costly, restrict possibilities for hands-on practice, and present safety issues.
Therefore, drone simulators have emerged as a learning tool to address the issue,
recreating real-world operational environments for virtual pilot training and inter-
action. In order to comprehend participants’ understanding with learning through
drone simulators, a qualitative research approach was adopted in this study. The
researchers used an Unmanned Aerial Vehicle Technology Laboratory course as a
pilot study to evaluate how students developed their understanding of flying prin-
ciples while using UAV simulators. Semi-structured interviews were selected. A
purposive sampling strategy was used to identify individuals who had completed
the drone simulator sessions. Individual interviews were carried out to delve deeper
into the experiences of the individuals. The findings of the study reveal three main
categories: self-awareness, contextual understanding, and evaluating the effec-
tiveness of practice. Self-awareness refers to students’ ability to reflect on their
learning process and recognize how their theoretical understanding informs their
practical application. Contextual understanding relates to students’ capacity to
apply theoretical concepts within specific contexts. Evaluating the effectiveness
of practice involves students critically assessing their own practice and identifying
areas for improvement.
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1 Introduction

Drones, also known as unmanned aerial vehicles (UAVs), have quickly developed into
adaptable platforms with uses in a wide range of industries, including surveillance,
aerial photography, package delivery, agriculture, and disaster management [1, 2]. In
Malaysia, the field of UAVs or drones has witnessed significant growth [3], leading
to an increasing need for skilled professionals in this sector. To address this demand,
several TVET institutions in Malaysia offer certification programs focused on UAV
technology. Traditionally, TVET institutions have employed a combination of theoretical
instruction and practical hands-on training to impart UAV-related knowledge and skills.
This includes classroom lectures, practical exercises, and field training to familiarize
students with UAV operations, flight dynamics, maintenance, and safety protocols. While
these approaches are valuable, they often rely on costly physical UAVs for training
purposes, limiting the availability of hands-on practice opportunities and potentially
posing safety concerns.

To address the limitations of traditional teaching practices in TVET institutions,
the integration of simulation-based learning for drone training emerges as a promising
solution. Simulation-based learning is a valuable learning experience and learning tool
for bridging the gap between theoretical concepts and practical skills [4]. Various types
of scaffolding can support simulation-based learning at various stages of knowledge
and skill development [5]. A drone simulator replicates the real-world operational envi-
ronment and allows students to virtually pilot and interact with a drone using realistic
flight controls. This software-based platform emulates the flight dynamics, controls, and
ambient conditions that a UAV would experience in a virtual environment. Drone sim-
ulators provide a secure, economical, and effective way to educate operators and test
UAV systems without the need for actual hardware by utilising realistic physics engines,
accurate 3D models, and simulated scenarios.

It is evident the usage of drone simulators to translate theoretical understanding
into real-world UAV system implementations. Several studies have found that drone
simulators can help improve training and operational capabilities in UAV systems [6, 7]
for example, conducted simulator-based training and discovered that simulators provided
a safe and cost-effective environment for beginner pilots to learn critical skills and
confidence in flying UAVs. Similarly [8], used a simulator and found that as the number of
trials increased, participants became accustomed to the cognitive load of visual/auditory
tasks, and the number of repetitions lowered stress and anxiety levels, increased attention,
and enhanced game performance. According to [9] a study on multimodal augmented
reality applications for training aviation traffic operations, the study shows that the
augmented reality has the potential to complement conventional flight instruction by
bridging the gap between theory and practice.

2 Simulation-Based Learning

Teaching with virtual simulators has shown significant contributions to the development
of students’ skills compared to traditional video-based training methods [10]. The use of
virtual simulators provides a more immersive and realistic learning experience, allow-
ing students to interact with the simulated environment and practice their skills in a
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controlled setting. This interactive approach enhances the students’ ability to apply the-
oretical knowledge to real-life scenarios and make real-time decisions in the context of
UAV operations [11]. By replicating the feeling of operating a real aircraft, the simulator
enhances the trainees’ capabilities and improves their decision-making skills in com-
plex flying environments. While simulation-based experiential learning offers significant
safety and risk-reduction benefits, it is important to consider the practical implications
and outcomes of integrating such learning methods [12]. It is crucial to recognize that
positive outcomes in terms of learning efficiency and cost-effectiveness are not always
guaranteed. Therefore, a comprehensive assessment of the benefits and limitations of
simulation-based learning is necessary to ensure its effectiveness and suitability in the
specific context of UAV skill development.

Despite the potential challenges, simulation-based learning offer an active learning
environment that supports the transfer of skills from training to real work settings,
particularly for controllers and operators [13]. This approach promotes adaptation to
changing training content and fosters an innovative approach to flight safety. By engaging
in simulated scenarios, trainees can practice critical tasks, develop situational awareness,
and acquire the necessary skills to effectively respond to challenging situations in real-
world UAV operations. This article aims to provide a knowledge of understanding of
drone simulators in bridging the gap between theoretical of flight principles in UAV
system and real-world applications. A pilot study has been conducted to examine the
students understanding on the four key principles: i) lift, thrust, drag, and weight forces.
The utilization of drone simulators allows students to apply and observe these principles
in a virtual environment, facilitating the transfer of theoretical knowledge into practical
skills.

3 Research Methodology and Pilot Study

To fully grasp the understanding with their learning process with drone simulators, a qual-
itative research methodology has been employed. A course entitled Unmanned Aerial
Vehicle Technology Laboratory were selected as a pilot study. This study main goal was
to investigate the abilities students developed their understanding on the principles of
flight while operating UAV simulators. The selection of semi-structured interviews as
the primary data collection method was based on the flexibility it offers. Semi-structured
interviews gave researchers the chance to collect in-depth, complex, and nuanced infor-
mation by letting participants express their ideas, experiences, and insights in their own
words [14, 15].

A purposive sampling technique was utilized to select the participants who had com-
pleted the drone simulator sessions. The number of participants (seven) for pilot study
was considered sufficient to gather a range of perspectives and experiences while allow-
ing for in-depth analysis of the data. The semi-structured interviews were performed
individually. The interviewer used an interview protocol (the research instrument) that
allowed for probing and follow-up questions to probe further into the participants’ expe-
riences during the interview process. The data from the interviews were analysed using
thematic analysis, which concentrated on identifying common themes, patterns, and
insights that appeared in the participants’ narratives. Through iterative approach, the
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participants’ experiences were thoroughly examined, and similarities and differences
between their responses were found (Table 1).

Table 1. Teaching approaches versus learning activities

Duration (week) Approach Learning activities

1 – 6 Theoretical Theoretical lessons on UAV technology, principles of flight,
aerodynamics, sensor technology and its application in various
industries

7 Simulation Controlling flight:
i) Student manipulate the flight controls and observe the

drone’s behaviour
ii) Execute staged-tasks such as flying in a straight line,

flying in multiple altitudes, and performing turns
iii) Performing combinations of controls; pitch, roll and yaw,

create a unique drone’s movements

8 – 9 Flying and manoeuvres:
i) Execute flying challenges thru time limit

ii) Performing tasks in various obstacle course and indoor
areas. It requires to perform specific manoeuvres e.g.
flipping, coordinated flight and vertical ascents or descents

10 – 14 Practical Complete flight training course in stages
Students are require to perform flying in open area or
dedicated areas with specific flight paths and tasks

Unmanned Aerial Vehicle Technology Laboratory is a comprehensive course to
facilitate undergraduate students in TVET for theoretical knowledge and practical under-
standing of UAV technology. This course is chosen and signed as case for a pilot study.
The course duration spans 14 weeks, offering a well-structured and progressive learning
experience for undergraduate TVET students. Throughout the course, students engage
with specific modules designed to foster a deeper understanding of drone technology.
Central to the course structure is the incorporation of the simulator as a key teaching tool.
The simulator facilitates the translation of theoretical concepts, such as the principles of
flight, into hands-on practice, enabling students to grasp the practical aspects of UAV
operations.

4 Research Findings

Thematic analysis of qualitative data in Table 2 reveals three categories that characterize
the process of bridging theory into practice: self-awareness, contextual understanding,
and evaluating effectiveness. Self-awareness has been identified through a careful analy-
sis of primary codes and their related sub-codes, it suggest students’ capacity for reflec-
tion and their ability to apply theoretical knowledge to real-world situations. Contextual
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Table 2. Finding of thematic analysis

Themes Category (Primary Codes) Key words (Sub-codes)
Self-aware-
ness

B
ridging theory into practice

Change Perception a) Importance of learning 
through simulator

b) Skill set 
Knowing the 
knowledge gaps

a) Identify specific misunder-
standing

b) Recognise the unclear con-
cepts

c) Identify challenging aspects
Developing under-
standing

a) Able to explain 
b) Apply theory into simulation

Contextual un-
derstanding

Application of 
flight principles in 
different scenarios

a) Demonstrate of skills in dif-
ferent aerial manoeuvres

b) Demonstrate of skills in emer-
gency conditions

Connecting theory 
to real-life situa-
tions

a) Apply safety measures
b) Identify the similarity be-

tween simulation and actual 
flight

Evaluating the 
effectiveness 
of practice

Self-assessment to 
improve

a) Identify the strengths and 
weaknesses

b) Monitor performance
c) Utilise feedback

Comparing practice 
thru simulator and 
traditional learning

a) Effectiveness of hands-on ex-
perience

b) Peer teaching (Role as co-pi-
lot)

c) Skill retention

understanding encapsulates a pivotal aspect of students’ engagement with drone sim-
ulators, explaining their adeptness at situating theoretical constructs within real-world
contexts. Evaluating effectiveness entails reflecting on outcomes to refine practices.

4.1 Self-awareness

Within the theme of “Self-awareness,” several salient primary codes have emerged, each
shedding light on distinct dimensions of students’ reflective capabilities. The first primary
code, “Change Perception,” encapsulates sub-codes that unveil how students perceive and
evaluate their learning experiences through the lens of simulator-based instruction. Sub-
code (a), “Importance of learning through simulator,” delves into students’ recognition
of the unique advantages offered by simulator-driven learning, while sub-code (b), “Skill
set,” delves into the perceptible development of skills fostered by their interactions with
the simulator environment.
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The second primary code, “Knowing the knowledge gaps,” delves deeper into the
self-awareness of students by uncovering their aptitude for identifying gaps in their com-
prehension. This code is expounded through sub-codes (a), (b), and (c), which respec-
tively explore their ability to pinpoint specific misunderstandings, recognize unclear
concepts, and acknowledge challenging aspects that require further exploration. Lastly,
the third primary code, “Developing understanding,” encapsulates sub-codes that elu-
cidate the transformative nature of students’ learning journeys. Sub-code (a), “Able to
explain,” delves into their articulation of acquired knowledge,

Excerpt 1 (Student 4):

“When I combined the remote controls, the pitch, roll, and yaw. It created smooth
flight manoeuvres.”

Student 4 displays ability to explain the relationship between various control inputs
(pitch, roll, and yaw) and the combined impacts on the drone’s flight manoeuvres. The
student’s description of performing a coordinated turn while maintaining altitude by
applying forward pitch and rolling to the right demonstrates their awareness of their
own actions as well as their comprehension of how those actions effect the drone’s
behaviour. While sub-code (b), “Apply theory into simulation,” delves into their adept-
ness at translating theoretical constructs into practical scenarios facilitated by the simu-
lator platform. Student 1 and student 7 demonstrates ability to apply theoretical of pitch
control adjustment and the impact on the drone’s height (application in simulator).

Excerpt 2 (Student 1):

“I adjust the remote control to the left and right. It moves the drone roll clockwise
and anti-clockwise”

Excerpt 3 (Student 7):

“I adjusted the pitch control up and down and observe the drone. The drone tilted,
nose up and down causing drone fly up and down. When I push harder the pitch,
the drone flying upward, and when I pull the pitch, the drone flying downward”

4.2 Contextual Understanding

This theme is rooted in a comprehensive scrutiny of primary codes and its corresponding
sub-codes, which collectively unveil the interplay between theoretical comprehension
and its practical application. The first primary code, “Application of flight principles
in different scenarios,” elucidates their capability to extend their grasp of flight theory
beyond mere theory, culminating in the execution of intricate aerial manoeuvres. Sub-
code (a), “Demonstration of skills in different aerial manoeuvres,” highlights on the
student adeptness at translating theoretical knowledge into aerial performances, thereby
accentuating their practical skill.

Excerpt 1 (Student 3):

“I need to know how gives the input on the remote control so my drone can
accomplish specific tasks and flight paths. I need to control the yaw, so I could
spin my drone without changing its altitude.”
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Student 3 exhibits contextual understanding by explaining the implications of yaw
control, which entails rotating the drone vertically. The student’s understanding of the
precise function and application of yaw control in adjusting the drone’s orientation
during flight is demonstrated by their recognition that yaw input allows them to change
the drone’s heading without causing altitude or tilting. Sub-code (b), “Demonstration
of skills in emergency conditions,” delves deeper into their capacity to wield theoretical
underpinnings to navigate basic flight scenarios.

The second primary code, “Connecting theory to real-life situations,” explores the
subtle ways in which students bridge the gap between abstract theoretical ideas and
concrete real-world contexts. They systematically follow safety procedures and security
measures, as detailed in Sub-Code (a), “Apply safety measures,” putting theory into
practise with great care to guarantee safe aircraft operations. Their ability to recog-
nise similarities between simulated scenarios and real-world flying conditions is high-
lighted by Sub-code (b), “Identify the Similarity between Simulation and Actual Flight,”
demonstrating their discernment and acute contextual awareness.

Excerpt 2 (Student 6):

“I could see that by adjusting the roll control, which requires tilting the drone left
or right, has an impact on the tilting behaviour of the drone. When I rolled the
drone to the right, it leaned gently in that direction, making it easier to manage
turns. Rolling to the left produced a tilting motion.”

Student 6 demonstrates certain of understanding the similarity of flight control in sim-
ulation and actual flight by explaining how roll control significantly affects the drone’s
tilting behaviour. Students’ grasp of the function of roll control in guiding the drone past
obstacles is demonstrated by their observation of how rolling the drone to the right or
left causes the same tilting motions.

4.3 Evaluating the Effectiveness of Practice

The comprehensive study of the gathered data produced a clear thematic pattern that has
been named “Contextual Understanding.” This overarching theme elaborates on a crucial
aspect of students’ interaction with drone simulators, illuminating their skill in placing
theoretical knowledge within practical contexts. Several primary codes have emerged
within the theme of “Contextual Understanding,” each providing unique insights into
how students learn to situate theoretical ideas within actual contexts. The first primary
code, “Self-assessment to improve,” explores students’ tendency for self-reflection,
and sub-codes (a), (b), and (c) highlight how well-versed they are in recognising
their strengths and weaknesses, methodically monitoring their progress, and effectively
utilising useful feedback to improve their flight skills.

The ability of students to analyse the effectiveness of their application of theory and to
critically evaluate their own practise is relevant to this theme. Students who evaluate the
effectiveness of their practise take the time to consider their own strengths, weaknesses,
and difficulties.
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Excerpt 1 (Student 5):

“I found that the impact of abrupt control inputs was an interesting flight char-
acteristic. Pitch, roll, and yaw alterations that I made abruptly and aggressively
caused the drone to move more quickly and exaggeratedly. In order to achieve
stable flight and prevent abrupt or unpredictable behaviour, I need to give smooth
and progressive inputs. Learning this made me think about how skilful and precise
drone piloting is.”

Excerpt 2 (Student 7):

“I could make a precise turn while retaining altitude by simultaneously applying
forward pitch and rolling to the right. As I coordinated the drone’s movements to
achieve particular flight patterns or follow a specified flight path.”

Student 5 evaluates the effectiveness of their practise by considering how abrupt
control inputs affect the drone’s behaviour. The student’s understanding that abrupt or
aggressive adjustments to the controls cause quick and rapid movements; become evi-
dence of their evaluation that smooth, progressive inputs are necessary for obtaining
steady flight. Understanding the value of accuracy and dexterity when operating a drone
shows that they have evaluated their own methods. The student 7’s description of control-
ling the drone’s motions to produce particular flight patterns or follow a specified flight
path indicates their assessment of the effectiveness of their practice and the satisfaction
they gain from doing so.

The following primary code, “Comparing practise through simulator and tradi-
tional learning,” delves into the subtle region of students’ comparative discernment
of simulator-based learning against traditional educational techniques. Sub-code (a),
“Effectiveness of hands-on experience,” dives into the students’ assessment of the effi-
cacy gained from hands-on engagement in experiential learning. Meanwhile, sub-code
(b), “Peer teaching (Role as co-pilot),” captures the distinct component of collabora-
tive learning in which students serve as co-pilots in each other’s learning experiences,
therefore improving their practical understanding of flight principles. Furthermore, sub-
code (d), “Skill retention,” chronicles their observations into the long-term sustainabil-
ity of acquired skills, distinguishing the different pathways of knowledge assimilation
facilitated by the two diverse educational approaches.

5 Conclusion

These findings provide understanding on the use of drone flight simulator as a learning
tool to bridge theory into practice and identify areas for development in students’ appli-
cation of theory in real-world scenarios. It is evidence that simulation-based learning
activities i) flight control manipulation and ii) stability and manoeuvrability exploration
were able to accommodate students understanding on the principle of flight; i.e. lift,
thrust, drag, and weight forces. Educators or teachers can facilitate students in effec-
tively applying theoretical knowledge to actual settings (during simulation-based learn-
ing activities) by increasing the student’s self-awareness, contextual understanding, and
evaluating their effectiveness of practice.
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Abstract. As a result of rising load demand (particularly reactive load) and a
lack of available generation sources, the power system is being operated close
to its voltage instability point which may lead to voltage collapse. Therefore, to
prevent voltage collapse, it is imperative to constantly monitor the power system’s
voltage stability. This study uses Flexible AC Transmission System (FACTS)
controllers to improve voltage stability in power systems. The goal is to assess
how well voltage stability is improved by FACTS controllers. The MATPOWER
toolbox in MATLAB is used to conduct load flow analysis on the IEEE 30 bus
test system as a case study. Two voltage stability indices, the Fast Voltage Sta-
bility Index (FVSI) and the Novel Line Stability Index (NLSI) were used in the
study to evaluate the system’s voltage stability. These indicators offer important
details about the system’s capacity to sustain acceptable voltage levels under var-
ious operating circumstances. The simulation results reveal that the SVC-enabled
shunt compensation method is the most successful at improving voltage stability.
It is followed by shunt-series compensation, which uses the UPFC and exhibits
notable improvements. Comparatively less successful at improving voltage sta-
bility is series correction, as represented by the TCSC. The result of this study
provides insight into how FACTS controllers should be used to improve voltage
stability. According to the findings, shunt compensation-based FACTS controllers
perform better than series compensation-based controllers. This paper highlights
the contribution to improving system stability by using FACTS devices.
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1 Introduction

Voltage stability is a vital component of power system performance and is essential for
providing a consistent and effective supply of electricity [1]. Maintaining voltage stability
gets harder as there is a greater demand for electricity and renewable energy sources
are integrated. Voltage instability initiated the serious stability condition and network
security by causing voltage collapse, voltage swings, and even cascading failures.

The FACTS controllers have emerged as an efficient instrument for improving power
system voltage stability in response to these challenges. The FACTS controllers enable
operators to control voltage levels and improve the system’s stability margins by pro-
viding accurate monitoring and compensation capabilities. SVC, TCSC, and UPFC
have attracted significant attention among the different FACTS controllers due to their
efficiency and flexibility in improving voltage stability. In a real-world power system
situation, this research focuses on examining the potential of SVCs, TCSCs, and UPFCs
to enhance voltage stability. The performance of these FACTS controllers is assessed
using a case study involving the IEEE 30 bus test system, which is frequently used as
a benchmark system in power system research. MATLAB’s MATPOWER toolbox is
used to do load flow simulations as part of the analysis, which accurately simulates the
behaviours of the system under various operating conditions.

Two voltage stability indices are used to assess the reliability of this system, namely:
Fast Voltage Stability Index (FVSI) and Novel Line Stability Index (NLSI). The indices
offer valuable information on the system’s ability to maintain acceptable voltage levels,
as well as identifying critical elements that may have an impact on overall stability.
Furthermore, the accuracy of various FACTS controllers in terms of voltage stability
enhancement can be assessed and compared using these indices. The study aims at
guiding how to select and install FACTS control units for improving voltage stability in
power systems. Valuable information on the optimum use of these controllers to improve
voltage stability can be gained through analysis of simulation results and comparison
between SVCs, TCSCs, and UPFCs.

2 Background

Numerous studies have been carried out to address this problem and improve the stability
of electrical networks. The use of FACTS controllers has emerged as a viable solution as
researchers have investigated numerous methods and techniques to evaluate and enhance
voltage stability over time. The existing research on improving voltage stability with
FACTS controllers is thoroughly reviewed in this section.

2.1 Voltage Stability Assessment

Voltage stability value is known as an indicator of the stability of the system as mentioned
in previous research [5–8]. These indices provide a quantitative assessment of the power
system’s ability to maintain a stable voltage profile under normal and abnormal condi-
tions. Traditional approaches, including load flow analysis and eigenvalue analysis, have
limits in capturing transient and dynamic behaviours, but they offer useful insights into
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system stability. Voltage stability indices, such as the Fast Voltage Stability Index (FVSI)
and the Novel Line Stability Index (NLSI), have been developed recently. These indices
combine dynamic properties and offer a more precise assessment of voltage stability.

2.2 FACTS Controllers for Voltage Stability Enhancement

Recently, FACTS devices have become increasingly appealing for long-distance power
transmission due to the rapid improvement in power electronics. Power systems can
function more flexibly, safely, and economically with the help of FACTS devices. The
main challenge to extending the capacity of the transmission line is the limitation of the
FACTS capacity device itself to operate at the lowest cost while considering the security
of transmission limitation [7, 8]. Widely utilized FACTS components including SVCs,
TCSCs, and UPFCs provide special benefits for controlling voltage levels and enhancing
system stability. Shunt compensation is offered by SVCs, aiding in the regulation of
reactive power and voltage profiles. Series compensation provided by TCSCs enables
better control of power flow and voltage stability. Shunt and series compensation are
combined by UPFCs to provide a thorough improvement in voltage stability.

To assess the effectiveness of SVCs, TCSCs, and UPFCs under various operat-
ing scenarios and system configurations, comparative assessment was carried out. The
benefits of FACTS controllers on voltage stability have been established in simulation
studies utilizing a variety of test systems, including the IEEE 30 bus test system, by
improving voltage profiles, lowering line losses, and boosting system security. Studies
have demonstrated that careful FACTS controller placement and number selection can
greatly increase voltage stability while lowering associated expenses.

3 Methodology

Figure 1 shows a standard IEEE 30 bus test system was used which consists of 5 generator
buses, 24 load buses, and 41 interconnected lines. And used in a per unit system, with a
base 100MVA.

The MATPOWER toolbox in MATLAB is used to perform load flow analysis. This
analysis is intended to determine the stable operating conditions of the IEEE 30 bus test
system that includes bus voltage degrees and angles, line flow characteristics, down-
stream power generation and consumption. Newton-Raphson used to solve the system
of non-linear equations that describe the power balance at each bus in the system. The
results of the power flow analysis will be used to visualize the performance of the system,
such as the voltage and current values at each bus, and the real and reactive power flows
in the transmission lines.

3.1 Voltage Stability Indices

In contemporary power systems, the voltage stability indices can be used to determine
the state of a power system’s voltage stability. The index for each bus in the IEEE 30 bus
test system will be determined using the power flow solution. The buses will be ranked
according to their index values once the values for each bus have been determined. Buses
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Fig. 1. Single line diagram of standard IEEE 30 bus test system.

with higher index values (less stable) were ranked higher, and this ranking will be used
to determine which buses are nearly to collapse. The FVSI and NLSI forms of voltage
stability index will be employed in this study to determine the bus index.

Fast Voltage Stability Index. The author [13] has proposed FVSI to evaluate the sta-
bility value of the system. Based on this formula, the unstable point is if the value is
approaching unity [14]. The stability index is calculated by:

FVSI ij = 4Z2Qj

V 2
i X

(1)

where:
Z: line impedance.
Qj: reactive power flow at the receiving end.
Vi: sending end voltage.
X: reactance of the line connecting the bus i and j.
Equation (1) is based on the idea that the only factor influencing the voltage change

is the variation in reactive power. This equation can be used to identify the bus that is
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most prone to voltage instability. The bus with the greatest FVSI value is seen as being
less reliable and having a greater impact on the system. To obtain a thorough picture of
the voltage stability in the system, this equation should be applied to each line and bus
in the system. It assumes that the system is operating in a steady state condition.

Novel Line Stability Index (NLSI). Yazdanpanah-Goharrizi et al. proposed the NLSI
voltage stability indicator, to evaluate the stability of power transmission lines in the
power systems. The stability index can be calculated using the equation:

NLSI = PjR + QjX

0.25V 2
i

(2)

where:
Pj: real power at receiving end.
Qj: reactive power flow at the receiving end.
Vi: sending end voltage.
R: line resistance.
X: line reactance.
NLSI can be used to verify the results obtained by FVSI and to identify the lines

that are more critical to the system’s stability. Although FVSI and NLSI are two distinct
indices that can be used to gauge a power system’s voltage stability, they offer various
viewpoints and insights. NLSI focuses on the stability of the transmission lines, whereas
FVSI is concerned with the stability of individual buses.

3.2 Voltage Stability Enhancement using FACTS Controllers

FACTS controllers are advanced power electronics-based devices that can control the
flow of power in a power system. By using these controllers, the power system’s voltage
stability can be improved, leading to a more reliable and stable power supply. This is
achieved by controlling the reactive power flow and improving the system’s impedance
characteristics, which in turn helps to prevent voltage collapse.

Modelling of Static Var Compensator (SVC). The SVC model diagram is shown in
Fig. 2. A limited firing angle or susceptance limit can be used to model an SVC as a
varied reactance. The reactive power restriction is considered in the SVC modelling and
acts as a variable susceptance connected in parallel to the network. It may be inductive
or capacitive. The SVC injects Qk , the reactive power it draws, into bus k as follows:

Qk = −V 2
kBSVC (3)

where:
Vk : terminal voltage at bus k.
BSVC : susceptance of SVC.
The reactive power for SVC is set within −100MVAR and 100MVAR, to get the

improvement of system voltage.
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Fig. 2. SVC model

Modelling of Thyristor Controlled Series Compensator (TCSC). The series
impedance of the TCSC, its control strategies, and its interactions with the rest of the
power system are all considered by the TCSC model in Fig. 3. In this study, two models
are utilized to simulate the effects of TCSC for both dynamic and steady-state applica-
tions on the power network. These models are the reactance firing angle model and the
adjustable series reactance model. Utilizing the less complex variable series reactance
model, the transmission line’s impedance is altered by altering its reactance. The power
To limit the power flow across a branch to a certain amount, the TCSC can function in
an inductive or a capacitive zone. The following equation can be used to express the
effective impedance of a transmission line using TCSC:

Xij = Xline + XTCSC (4)

XTCSC = k ∗ Xline (5)

Where:
Xij: effective reactance of the line.
Xline: original reactance of the line.
XTCSC : reactance of TCSC.
k: degree of compensation.
The value of k varies in the range of −0.2 ≤ k ≤ 0.7.

Fig. 3. TCSC model

To prevent overcompensation, the compensation level of the TCSC is changed in this
project between 20% inductive and 70% capacitive. Up until the ideal reactance value
is attained, the original reactance of line for this model varies between −70% and 20%
of the reactance of line.
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Modelling of Unified Power Flow Controller (UPFC). In this project, the SVC and
TCSC models are combined to generate the steady-state model of UPFC, as shown in
Fig. 4. In this work, the limit for UPFC is based on the selection for SVC and TCSC.
The TCSC model is connected in series with the branch between bus i and bus j, making
up the UPFC. The chosen devices are used to regulate the UPFC model.

Fig. 4. UPFC model

4 Results and Analysis

4.1 Analysis for Stability Index Ranked

Tables 1 and 2 presented the bus ranking based on the decreasing order of the reactive
power value for FVSI and NLSI respectively. For FVSI, Bus 27 is the weakest bus due
to the least reactive power value, 0.045MVAR. While for NLSI, branch 3 (bus 27 – 30)
indicated the weakest bus.

Table 1. FVSI Bus ranking (from weakest to strongest) based on maximum load ability

Rank Bus No. FVSI Qmax (VAR)

1 27 1.0030 45000

2 6 1.0047 68000

3 29 0.9937 118000

4 25 0.9910 122000

5 28 0.9920 155000

6 12 0.9946 169000

7 24 0.9912 216000

(continued)
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Table 1. (continued)

Rank Bus No. FVSI Qmax (VAR)

8 2 0.9936 244000

9 15 0.9914 272000

10 10 0.9930 313000

11 23 0.9908 331000

12 4 0.9910 358000

13 14 0.9921 395000

14 9 0.9914 441000

15 8 0.9912 617000

16 1 0.9904 622000

17 16 0.9914 676000

18 22 0.9913 699000

19 18 0.9904 1433000

20 5 0.9903 1694000

21 19 0.9900 4968000

22 3 0.9900 15439000

23 21 0.9900 60028000

24 7 0.0000 100001000

25 11 0.0000 100001000

26 13 0.0000 100001000

27 17 0.0000 100001000

28 20 0.0000 100001000

29 26 0.0000 100001000

30 30 0.0000 100001000

Table 2. NLSI Bus ranking (from weakest to strongest) based on maximum load ability

Rank Branch (From Bus – To Bus) NLSI Qmax (VAR)

1 38 27–30 0.9921 4130

2 12 6–10 0.9919 4430

3 39 29–30 0.9907 5500

4 37 27–29 0.9913 5900

5 36 28–27 0.9904 6190

(continued)
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Table 2. (continued)

Rank Branch (From Bus – To Bus) NLSI Qmax (VAR)

6 34 25–26 0.9910 6520

7 33 24–25 0.9913 7510

8 32 23–24 0.9901 9170

9 17 12–14 0.9902 9520

10 15 4–12 0.9903 9530

11 22 15–18 0.9901 11250

12 11 6–9 0.9904 11790

13 13 9–11 0.9904 11790

14 25 10–20 0.9904 11790

15 35 25–27 0.9904 11790

16 20 14–15 0.9901 12370

17 5 2–5 0.9904 12380

18 19 12–16 0.9904 12380

19 30 15–23 0.9904 12380

20 40 8–28 0.9904 12380

21 2 1–3 0.9902 13030

22 21 16–17 0.9901 13030

23 6 2–6 0.9907 13760

24 31 22–24 0.9907 13760

25 3 2–4 0.9902 14560

26 28 10–22 0.9906 16510

27 16 12–13 0.9901 17680

28 18 12–15 0.9902 19040

29 23 18–19 0.9901 19040

30 8 5–7 0.9902 20630

31 14 9–10 0.9904 22510

32 9 6–7 0.9900 30940

33 26 10–17 0.9900 30940

34 24 19–20 0.9901 35360

35 27 10–21 0.9903 35370

36 1 1–2 0.9901 41260

37 41 6–28 0.9902 41260

38 4 3–4 0.9901 61880

39 7 4–6 0.9901 61880

40 10 6–8 0.9900 61900

41 29 21–22 0.9900 123750
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4.2 Voltage Profile

Figure 5 shows the performance of system voltage due to FACTS installation in the
weakest bus (Bus 27). The SVC was connected in parallel with the weakest bus in the
system.

Fig. 5. Voltage performance based on different FACTS controller

As presented in Table 3, the voltage performance of the system’s bus in general
has greatly improved with FACTS devices installed in the system as compared to the
performance of the system without FACTS devices. Installing the system with the TCSC
controller only slightly improves bus voltage as compared to the voltage performance
under the base scenario. However, when SVC and UPFC controllers are fitted, the bus
voltage significantly improves.

The IEEE 30 bus test system’s bus numbers 27 and 6 are shunt connected to the SVC
model since it was determined that these buses are the optimum places to install SVC
(unstable bus). The reactive power is simulated within the range of −100 MVAR to 100
MVAR. The optimal reactive power for SVC was discovered to be −1 MVAR at bus 27
and −40 MVAR at bus 6, where there is a significant improvement in the overall voltage
profile and a large rise in voltage magnitude.

In contrast, a series controller will have its controller put in series with the lines.
Since the branch was determined to be the most unstable based on computed NLSI,
TCSC was installed on the line that connects buses 27 and 30. Branch 38 has the lowest
line losses and the best overall voltage profile, and its reactance value is −0.1 MVAR of
the line’s initial reactance. Table 3 shows the comparison of SVC correction based on
the voltage magnitude of each bus in the system.

Branch 38 (Bus 27–30) is where the UPFC model is attached. Bus 27, a bus in branch
data, is connected to the UPFC’s shunt portion. Since UPFC is a combination of SVC
and TCSC models, the choice of SVC and TCSC models also affects the operating limit.
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Table 3. Voltage magnitude analysis based on different types of SVC

Bus SVC TCSC UPFC Without FACTS

1 1.000 1.000 1.000 1.000

2 1.000 1.000 1.000 1.000

3 0.993 0.984 0.988 0.983

4 0.992 0.981 0.986 0.980

5 0.992 0.983 0.987 0.982

6 0.991 0.974 0.983 0.973

7 0.982 0.968 0.975 0.967

8 0.979 0.962 0.970 0.961

9 0.989 0.980 0.985 0.981

10 0.988 0.983 0.986 0.984

11 0.989 0.980 0.985 0.981

12 0.989 0.985 0.987 0.985

13 1.000 1.000 1.000 1.000

14 0.98 0.978 0.978 0.977

15 0.983 0.980 0.981 0.980

16 0.981 0.977 0.979 0.977

17 0.981 0.976 0.979 0.977

18 0.971 0.968 0.970 0.968

19 0.969 0.965 0.967 0.965

20 0.973 0.968 0.971 0.969

21 0.994 0.993 0.994 0.993

22 1.000 1.000 1.000 1.000

23 1.000 1.000 1.000 1.000

24 0.989 0.989 0.989 0.989

25 0.990 0.990 0.990 0.990

26 0.972 0.972 0.972 0.972

27 1.000 1.000 1.000 1.000

28 0.991 0.976 0.983 0.975

29 0.980 0.980 0.980 0.980

30 0.968 0.969 0.968 0.968

Reactive power and reactance value were determined to combine best at −10 MVAR
and −0.1 MVAR of the line’s initial reactance. After adding a UPFC device to the test
system, it was discovered that the voltage profile had much improved and that line losses
had decreased noticeably.
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The overall voltage profile of the system has been improved by the addition of
FACTS devices to low-voltage profile systems. Because bus 27’s voltage is already at
its max value of 1.1 p.u. and cannot be increased further without violating the voltage
limitations, the magnitude of the voltage there is unaffected. The presence of FACTS is
influenced and affected by its region, due to the increase in voltage magnitude for other
buses in the system.

SVC and UPFC are found to be the best FACT types for improving voltage profiles
since there is a significant rise in bus voltage magnitudes when compared to TCSC.
By controlling the terminal voltage and supplying reactive power, which effectively
increases the bus voltage magnitudes, the SVC provides reactive shunt compensation.
The voltage stability limits are effectively increased by series capacitive compensation
offered by TCSC, on the other hand. The voltage profile can be improved by controlling
real and reactive power values.

Figures 6 and 7 show the value for real and reactive power line losses. Overall,
real and reactive power line losses are larger without FACTS devices. The power flow
in lines has effectively improved, and power losses in lines have been reduced. SVC
enhances power flows in lines more than UPFC and TCSC do among all the FACTS
devices employed in this project. At some branches, the UPFC also decreased line losses
more effectively than SVC.

Fig. 6. Real power line losses

Figure 8 shows the total real power and reactive power line losses. Since FACTS
devices can successfully be employed to boost the transfer capabilities of the available
lines, the overall line losses are greatly decreased with the installation of FACTS devices.
It has been found that SVC followed by UPFC improves power flow on the lines more
effectively than TCSC because it has lower total line losses for both real power and
reactive power loss. Unlike in Fig. 9, the total real power generation was not significantly
impacted compared to the total reactive power generation because it is more crucial
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Fig. 7. Reactive power line losses

to reduce reactive power generation to obtain high-quality power supplies at reduced
production costs. SVC effectively reduces reactive power flow in line because it can
supply the necessary reactive power readily, therefore its total real and reactive power
generation is the lowest of all the FACTS devices that were used.

Fig. 8. Total real power and reactive power line losses
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Fig. 9. Total real power and reactive power line generation

5 Conclusion and Future Studies

In conclusion, the load flow analysis was carried out perfectly to solve the power flow
equation. As a result, complex voltages, and currents at each bus in the system, as well
as the real and reactive power injections at each bus were obtained and analyzed. Two
voltage stability indices, FVSI and NLSI are used in the study.

The simulation results reveal that the SVC-enabled shunt compensation method is
the most successful at improving voltage stability. It is followed by shunt-series com-
pensation, UPFC which exhibits notable improvements. Comparatively less successful
at improving voltage stability is series correction, TCSC.

The FACTS controllers’ presence and the effect they have on system performance
were considered when recalculating the voltage stability indices. According to simulation
results, the weakest bus and line became the strongest in terms of voltage stability when
FACTS controllers were included.
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Abstract. The modelling of a load shedding scheme in the islanded IEEE 33
bus system utilizing AHP and TOPSIS with voltage stability index and load value
requirement is an important piece of research that attempts to improve the stability
and reliability of power systems. Load shedding is an essential part of the operation
of a power system, as it prevents blackouts and system failures. This research seeks
to investigate and evaluate AHP and TOPSIS, two multi-criteria decision-making
methodologies, for the selection of loads to be shed in a power system. In the
analysis, the voltage stability index and load value requirements are also examined.
The value of this study can be utilized to enhance the stability and dependability
of power systems. This work can also serve as a basis for future research on
power systems and multi-criteria decision-making. This study concludes with a
complete examination of the AHP and TOPSIS methods for load shedding in power
systems, demonstrating the potential for these methods to improve the stability
and dependability of power systems.

Keywords: Load Shedding · Distribution Network · Multi-Criterion Decision
Making method · Analytical Hierarchy Process · Technique for Order of
Preference by Similarity to Ideal Solution · Under Frequency Load Shedding
Scheme

1 Introduction

Load shedding is used in power systems where the overall demand for electrical power is
far higher than the amount of power produced. The generator’s overload breakers would
automatically shut down the entire power plant if load shedding wasn’t done, protecting
the alternators from very serious damage. In addition to being very time-consuming and
expensive, such damage would be difficult to restore. In general, load shedding refers to
the removal of some or all the loads from a power system to maintain the operation of the
system’s remaining capacity. This load decrease is a reaction to system disruption and
potential follow-up disruptions that lead to a generation deficiency condition. This state
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is frequently brought on by faults, loss of generation, switching errors, lighting strikes,
and others. The balance between generations and loads could be upset by a rapid loss
of generation because of exceptional circumstances such as a generator malfunction or
line tripping, which would lead to a fall in system frequency. Frequency stability has
grown to be a top issue for power system operators considering the recent occurrence of
several outages on power systems throughout the world [1].

Frequency is a crucial indicator of how well active power generation and load are
balanced. The frequency will decrease if active power generation in large-scale power
networks or microgrids is insufficient owing to generation loss. System blackouts and
restoration failure may result from significant frequency loss. Systems that integrate
more sporadic renewable energy are more susceptible to frequency distortion. Fre-
quency decline must be stopped to spare power systems from severe consequences.
Under frequency load shedding (UFLS), a crucial approach for recovering frequency in
under-frequency conditions rebalances generation and load by shedding the right num-
ber of loads [2]. Using genetic and particle swarm optimization, a technique for carrying
out optimal load-shedding in contingency situations is presented. The effectiveness of
various algorithms is contrasted after they are introduced. This is a useful and appropri-
ate way for operating and securing power systems to withstand phenomena like voltage
instability and line overload. The objective function of this strategy comprises, subject to
operational and security constraints, minimizing the cost-of-service disruption. Outages
of the line or transformer and the generator are considered contingencies. The Multiple
Criterion Decision Making (MCDM) such as the Analytical Hierarchy Process (AHP)
and Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) were
applied in a way in the proposed method. In these cases, the IEEE 33 bus system is used
to test the proposed method and present the result.

2 Islanding Operation

This section will explain the issue of islanding that will be the subject of study. Islanding
is the condition in which a distributed generation (DG) system continues to generate
electricity after becoming detached from the primary power grid. This may be the result
of a faulty power grid or a deliberate disconnection for repair or other purposes. Islanding
can present DG systems with various technical and safety challenges.

For instance, when a DG system is islanded, an uneven power flow can develop,
resulting in system overload and probable damage. Furthermore, the DG system may
no longer be coordinated with the power grid, resulting in unstable and unpredictable
power output.

Moreover, islanding might pose safety issues for utility workers who may be unaware
that the DG system is still generating electricity, as they may be operating on the grid
under the false impression that it has been de-energized.

Utilities and DG system owners can include anti-islanding protection mechanisms,
such as automated shut-off switches, voltage and frequency monitoring, and other control
systems, to limit the dangers associated with islanding. These methods aid in detecting
islanding conditions and guarantee that the DG system disconnects swiftly and safely.

Islanding is a serious problem for DG systems, and utilities and owners of DG
systems must install anti-islanding measures to maintain the safety and dependability
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of the power grid. Therefore, in this study, the UFLS scheme using AHP and TOPSIS
methods was presented to optimize the result and overcome this issue.

3 MCDM Method

This section explains about MCDM methods and algorithms used in this study which are
AHP and TOPSIS methods. The act of making decisions is a human action in which the
person making the decision may scarcely avoid the influence of various external factors
that will ultimately shape the decision that will be successful. Multicriteria Decision-
Making (MCDM), one of the most significant and rapidly developing subfields in oper-
ations research and management science, aims to make this successful decision [10].
There is various method in MCDM itself such as Elimination and Choice Expressing
Reality (ELECTRE), Preference Ranking Organization Method for Enrichment Eval-
uation (PROMETHEE), Multi-Attribute Utility Theory (MAUT), Technique for Order
of Preference by Similarity to Ideal Solution (TOPSIS), Analytical Hierarchy Process
(AHP), and others. The focus of this study is to compare the result between AHP and
TOPSIS methods in determining the most optimum bus rank to operate the load shedding
scheme.

3.1 AHP Method

The additive notion created by prior approaches like MAUT is the foundation of the
“Analytical Hierarchy Process” (AHP), which was first proposed by Saaty in 1980. The
weights generated by AHP are used to calculate the weights for the alternatives and the
criteria. The “eigenvalue” method, based on pairwise comparisons between criteria and
DM preferences, is used for weight extraction. “Eigen” is German for “particular”. AHP
and other methods use fuzzy logic, although Saaty and most scholars do not support
this practice because AHP is already fuzzy [11]. When a decision maker must weigh
numerous factors, the Analytical Hierarchy Process (AHP) is a method for ranking
decision options and choosing the optimal one. It responds to the query “Which one?”
When using AHP, the decision maker chooses the alternative that best satisfies his or
her choice criteria and creates a numerical score to rank each alternative decision based
on how well each alternative satisfies those requirements [3]. Figure 1 shows the AHP
scheme.

Some researchers recommend comparing the outcomes of an issue handled using
approach A with the same problem solved using procedures B and C. It seems like a
wonderful idea, but it would be challenging because the three methods are likely to
produce diverse outcomes. There is a strong likelihood that the three methods’ results
are “right” if they all agree. However, in this situation, one must exercise caution when
concluding the outcome’s comparison.

The three answers may be consistent if, for example, the same problem is addressed
using AHP, which provides criteria weights, and then those weights are used for other
methods, such as TOPSIS (“hybrid TOPSIS”). However, because the last procedures
use partial values generated from the first, one must be aware that in this instance, the
findings may be deceptive. Additionally, because AHP weights are derived from DM’s
preferences, they are subjective, and the last two approaches pick up on this subjectivity.
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Fig. 1. AHP Scheme level

AHP Algorithms. Firstly, develop a hierarchy structure: Come out with the necessary
criterion that needs to be included in this case, load category (LV) and Stability Indices
(SI) for the upper level. Then, list down the alternative of each criterion which is the
number of buses for the lower level. For example, in Fig. 2. Equation (1) until (17),
briefly explained the parameters required in the AHP process proposed in this work.

Fig. 2. Hierarchy for this study
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Step 1. Develop matrix for each criterion.

CLoadValue =

⎡
⎢⎢⎢⎣

CLV_ Bus1

CLV_ Bus2

· · ·
CLV_ BusN

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

LoadValueBus1
LoadValueBus2

· · ·
LoadValueBusN

⎤
⎥⎥⎥⎦ (1)

CStabiltyIndices =

⎡
⎢⎢⎢⎣

CSI_Bus1

CSI_Bus2

. . .

CSI_BusN

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

SIBus1
SIBus2

. . .

SIBusN

⎤
⎥⎥⎥⎦ (2)

∑
CLV=

N∑
i=1

CLV_ BusN (3)

∑
CSI=

N∑
i=1

CSI_ BusN (4)

Step 2. Pairwise comparison for criterion– To determine normalized criterion weight.

Pairwisecriterion =
LV

SI

LV SI[
1

∑
CLV∑
CSI∑

CSI∑
CLV

1

]
(5)

Pairwisecriterion
2 =

[
1

∑
CLV∑
CSI∑

CSI∑
CLV

1

][
1

∑
CLV∑
CSI∑

CSI∑
CLV

1

]
(6)

Criterion =
[∑

Row1∑
Row2

]
(7)

CSumCriterion =
∑

Row1 +
∑

Row2 (8)

WeightCriterion =
⎡
⎢⎣

∑
Row1

SumCriterion
∑

Row2
SumCriterion

⎤
⎥⎦=

⎡
⎢⎣

WeightLV

WeightVSI

⎤
⎥⎦ (9)

Step 3. pairwise comparison alternative which is lower level. To determine the
alternative weight

WPairwisealternative=

CLV1 CLV2 CLVN

CLV1

CLV2

CLVN

⎡
⎢⎣

1 P12 P1N

P21 1 P2N

PN1 PN2 1

⎤
⎥⎦ (10)

Pairwisealternative
2 =

⎡
⎢⎣

1 P12 P1N

P21 1 P2N

PN1 PN2 1

⎤
⎥⎦

⎡
⎢⎣

1 P12 P1N

P21 1 P2N

PN1 PN2 1

⎤
⎥⎦ (11)
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AlternativeLoadValue=

⎡
⎣

∑
Row1∑
Row2∑
RowN

⎤
⎦ (12)

SumAlternativeLoadValue=
∑

Row1+
∑

Row2 +
∑

RowN (13)

WeightAlternativeLoadValue =

⎡
⎢⎢⎢⎢⎢⎣

∑
Row1

SumAlternativeLoadValue
∑

Row2
SumAlternativeLoadValue

∑
RowN

SumAlternativeLoadValue

⎤
⎥⎥⎥⎥⎥⎦

(14)

WeightAlternativeLoadValue =
⎡
⎣

WeightLV_ Bus1
WeightLV_ Bus2
WeightLV_ BusN

⎤
⎦ (15)

And repeat the step for alternative Stability Indices.
Step 4. Multiply the value of the weight alternative and weight criterion to obtain

the bus score.

ScoreBus=

⎡
⎣

WeightLV_ Bus1 WeightSI_ bus1
WeightLV_ Bus2 WeightSI_ bus2
WeightLV_ BusN WeightSI_ busN

⎤
⎦

[
WeightLV
WeightSI

]
(16)

Step 5. The list of bus ranks produced based on the score obtained. (The highest
score will be shed first)

Bus ranking =
⎡
⎣

BR1

BR2

BR3

⎤
⎦ (17)

3.2 TOPSIS Method

The most well-known method for resolving MCDM issues is called Technique for Order
Performance by Similarity to Ideal Solution (TOPSIS), which was put forth by Hwang &
Yoon in 1981. This approach is predicated on the idea that the selected alternative should
be closest to the Positive Ideal Solution (PIS), or the solution that minimizes costs and
maximizes benefits, and the furthest from the Negative Ideal Solution (NIS) as shown in
Fig. 3 [12]. Equation (18) until (23) formulated the step for TOPSIS algorithms proposed
in this work.
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Fig. 3. Overview of the TOPSIS method

TOPSIS Algorithms.
Step 1. develop a decision matrix.

CLoadValue =

⎡
⎢⎢⎣

CLV_ Bus1

CLV_ Bus2

· · ·
CLV_ BusN

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

LoadValueBus1
LoadValueBus2

· · ·
LoadValueBusN

⎤
⎥⎥⎦ (18)

CStabiltyIndices =

⎡
⎢⎢⎣

CSI_Bus1

CSI_Bus2

. . .

CSI_BusN

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

SIBus1
SIBus2

. . .

SIBusN

⎤
⎥⎥⎦ (19)

Step 2. Determine the weightage for each criterion (0.5) and calculate the weight of
the normalised decision matrix using the formula:

rij = 0.5 × Xij√∑n
j=1 X 2

ij

(20)

Step 3. Determine the positive value and negative value based on the criterion. This
value will be the indicator to calculate Positive Solution Ideal (PSI) and Negative Solution
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Ideal (NIS) by using the formula:

Si
± =

⎡
⎣

m∑
j=1

(Vij − V±
j )2

⎤
⎦

0.5

(21)

Vj
+ = Min (LV & VSI)

Vj
−= Max (LV&VSI)

Step 4. Calculate the performance score for every bus using the formula:

Pi = S−
i

S+
i + S−

i

(22)

Step 5. Arrange the performance score in descending order and the highest score
will be shed first.

Bus ranking =
⎡
⎣

PBus1

PBus2

PBus3

⎤
⎦ (23)

4 Proposed Method

This section will go through the process of the simulation of islanded IEEE 33 bus
system via MATLAB Simulink and the calculation of stability indices.

4.1 Test System

This section briefly described the test system used in this work. The parameters for the
standard test system and DG are presented in Tables 1 and 2 respectively.

Table 1. Parameter of IEEE bus system

To From/Load P
(MW)

Q
(Mvar)

S (MVA) R (�/km) X
(�/km)

Z (�/km) V

1 2 0.100 0.060 0.11662 0.0922 0.0470 0.1034 12660

2 3 0.090 0.040 0.09849 0.4930 0.2511 0.5532 12660

3 4 0.120 0.080 0.14422 0.3660 0.1864 0.4107 12660

4 5 0.060 0.030 0.06708 0.3811 0.1941 0.4276 12660

5 6 0.060 0.020 0.06325 0.8190 0.7070 1.0819 12660

6 7 0.200 0.100 0.22361 0.1872 0.6188 0.6465 12660

(continued)
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Table 1. (continued)

To From/Load P
(MW)

Q
(Mvar)

S (MVA) R (�/km) X
(�/km)

Z (�/km) V

7 8 0.200 0.100 0.22361 0.7114 0.2351 0.7492 12660

8 9 0.060 0.020 0.06325 1.0300 0.7400 1.2682 12660

9 10 0.060 0.020 0.06325 1.0440 0.7400 1.2796 12660

10 11 0.045 0.030 0.05408 0.1966 0.0650 0.2070 12660

11 12 0.060 0.035 0.06946 0.3744 0.1238 0.3943 12660

12 13 0.060 0.035 0.06946 1.4680 1.1550 1.8679 12660

13 14 0.120 0.080 0.14422 0.5416 0.7129 0.8953 12660

14 15 0.060 0.010 0.06083 0.5910 0.5260 0.7911 12660

15 16 0.060 0.020 0.06325 0.7463 0.5450 0.9241 12660

16 17 0.060 0.020 0.06325 1.2890 1.7210 2.1502 12660

17 18 0.090 0.040 0.09849 0.7320 0.5740 0.9302 12660

2 19 0.090 0.040 0.09849 0.1640 0.1565 0.2266 12660

19 20 0.090 0.040 0.09849 1.5042 1.3554 2.0247 12660

20 21 0.090 0.040 0.09849 0.4095 0.4784 0.6297 12660

21 22 0.090 0.040 0.09849 0.7089 0.9373 1.1751 12660

3 23 0.090 0.050 0.10296 0.4512 0.3083 0.5464 12660

23 24 0.420 0.200 0.46519 0.8980 0.7091 1.14421 12660

24 25 0.420 0.200 0.46519 0.8960 0.7011 1.1377 12660

6 26 0.060 0.025 0.06500 0.2030 0.1034 0.2278 12660

26 27 0.060 0.025 0.06500 0.2842 0.1447 0.3189 12660

27 28 0.060 0.020 0.06325 1.0590 0.9337 1.4118 12660

28 29 0.120 0.070 0.13892 0.8042 0.7006 1.0665 12660

29 30 0.200 0.600 0.63246 0.5075 0.2585 0.5695 12660

30 31 0.150 0.070 0.16553 0.9744 0.9630 1.3699 12660

31 32 0.210 0.100 0.23259 0.3105 0.3619 0.4768 12660

32 33 0.060 0.040 0.07211 0.3410 0.5302 0.6303 12660

3.715 2.300 4.54900 20.5784 17.7843 27.6378

4.2 Voltage Stability Index Calculation

The voltage stability index in distribution networks is crucial for both effective energy
management and dependable electricity distribution. The voltage stability index can
be a criterion for the quality of the power because it represents how dependable the
distribution network is in terms of supply and demand. For distribution networks, the
quadratic equation of sending end voltages can be used to derive the stability index in
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Table 2. Parameter of Distributed Generation (DG)

Generator Rated Power, MW Rated Frequency, Hz Rated Voltage,
VLL-rms

Location

1 2.00 50 12660 Bus 6

2 1.00 50 12660 Bus 18

3 1.65 50 12660 Bus 33

Eq. (24), with 0 as the critical value and 1 as the stable value [14].

SI = 2Vs
2Vr

2 − Vr
4 − 2Vr

2(PR + QX ) − |Z|2
(

P2 + Q2
)

(24)

Figure 4 shows the illustration of the distribution line network of sending end voltage
that is used in the calculation of the voltage stability index. The calculation involves the
per unit value of the parameter of the distribution network. Assuming the base voltage
and base power are equal to 12.66 kV and 100 MVA and using the value of the power and
voltage of the test system obtained from the simulation to calculate the voltage stability
index for AHP and TOPSIS criterion.

Fig. 4. Line diagram of two buses in the distribution network

4.3 Islanding Operation

By using a step signal to send the signal to the national grid’s circuit breaker to perform
the islanding operation in the test system. The circuit breaker of bus 1 will disconnect the
national grid from the test system causing the system to be fully independent and operate
using DG which expected outcome made the voltage stability of the system decreased
due to power losses from the national grid. Therefore, the first load shedding scheme
occurs to increase the voltage stability index near to stable value. The bus ranks are
obtained from the AHP and TOPSIS method and are used to perform a load-shedding
scheme.

4.4 Under Frequency Load Shedding (UFLS)

UFLS is performed at 0.99 pu of the frequency of rotational machinery to avoid the
machine from damage. When the machines operate under 0.99 pu for a long period the
machine will break and cause a blackout. To avoid these issues occurring, the UFLS must
be operated when the frequency of the DG reaches 0.99 (49.5 Hz for a rated frequency
50 Hz) to ensure the generator can operate safely and well [1].
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5 Result and Analysis

Table 3 presents the value of VSI for each bus in the system. Based on the result obtained,
line 24 to 25 has the lowest voltage stability index which is the most critical line. In this
work, the load value and voltage stability index were used as criteria for AHP and
TOPSIS methods as indicated in Table 4.

Table 3. Voltage stability indices for every branch in standard condition

To From/
Load

P, p.u Q, p.u S, p.u R, p.u X, p.u Z, p.u V, p.u VSI

1 2 0.001002 0.000601 0.001168 0.05753 0.02932 0.06457 0.9980 0.9987

2 3 0.000914 0.000406 0.001000 0.30760 0.15667 0.34519 0.9903 0.9910

3 4 0.001231 0.000820 0.001479 0.22836 0.11630 0.25627 0.9879 0.9611

4 5 0.000622 0.000311 0.000696 0.23778 0.12110 0.26684 0.9859 0.9520

5 6 0.000653 0.000218 0.000689 0.51099 0.44112 0.67505 0.9910 0.9439

6 7 0.002194 0.001097 0.002453 0.11680 0.38608 0.40337 0.9910 0.9633

7 8 0.002196 0.001098 0.002456 0.44386 0.14668 0.46747 0.9866 0.9622

8 9 0.000664 0.000221 0.000700 0.64264 0.46170 0.79130 0.9836 0.9463

9 10 0.000669 0.000223 0.000705 0.65138 0.46170 0.79841 0.9812 0.9350

10 11 0.000502 0.000335 0.000603 0.12266 0.04056 0.12919 0.9805 0.9266

11 12 0.000670 0.000391 0.000775 0.23360 0.07724 0.24604 0.9793 0.9237

12 13 0.000678 0.000396 0.000785 0.91592 0.72063 1.16543 0.9790 0.9179

13 14 0.001368 0.000912 0.001644 0.33792 0.44480 0.55860 0.9808 0.9168

14 15 0.000688 0.000115 0.000698 0.36874 0.32818 0.49363 0.9822 0.9246

15 16 0.000692 0.000231 0.000730 0.46564 0.34004 0.57658 0.9838 0.9299

16 17 0.000707 0.000236 0.000745 0.80424 1.07378 1.34156 0.9920 0.9347

17 18 0.001068 0.000475 0.001168 0.45671 0.35813 0.58038 0.9947 0.9672

2 19 0.000902 0.000401 0.000987 0.10232 0.09764 0.14144 0.9974 0.9916

19 20 0.000902 0.000401 0.000987 0.93851 0.84567 1.26331 0.9938 0.9873

20 21 0.000902 0.000401 0.000987 0.25550 0.29849 0.39290 0.9931 0.9748

21 22 0.000902 0.000401 0.000987 0.44230 0.58481 0.73323 0.9925 0.9714

3 23 0.000913 0.000507 0.001045 0.28152 0.19236 0.34096 0.9867 0.9611

23 24 0.004262 0.002030 0.004721 0.56028 0.44243 0.71390 0.9799 0.9412

24 25 0.004262 0.002029 0.004720 0.55904 0.43743 0.70984 0.9765 0.9156

6 26 0.000654 0.000273 0.000709 0.12666 0.06451 0.14214 0.9898 0.9644

26 27 0.000656 0.000273 0.000711 0.17732 0.09028 0.19898 0.9884 0.9597

(continued)
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Table 3. (continued)

To From/
Load

P, p.u Q, p.u S, p.u R, p.u X, p.u Z, p.u V, p.u VSI

27 28 0.000668 0.000223 0.000704 0.66074 0.58256 0.88088 0.9852 0.9531

28 29 0.001354 0.000790 0.001568 0.50176 0.43712 0.66546 0.9832 0.9400

29 30 0.002267 0.006802 0.007170 0.31664 0.16128 0.35535 0.9818 0.9310

30 31 0.001734 0.000809 0.001914 0.60795 0.60084 0.85476 0.9870 0.9260

31 32 0.002446 0.001165 0.002709 0.19373 0.22580 0.29752 0.9897 0.9474

32 33 0.000707 0.000471 0.000849 0.21276 0.33081 0.39332 0.9949 0.9586

0.04005 0.02506 0.04926 12.83938 11.09607 17.24389

Table 4. Bus rank and score from AHP and TOPSIS

TOPSIS AHP

Bus ranking Score Bus ranking Score

25 1.000 25 0.154

24 0.882 24 0.142

22 0.489 22 0.087

21 0.481 21 0.086

20 0.449 4 0.081

4 0.451 20 0.080

2 0.449 2 0.079

3 0.441 3 0.079

19 0.440 19 0.078

23 0.422 23 0.075

5 0.332 30 0.068

30 0.345 5 0.062

8 0.309 8 0.062

32 0.293 32 0.059

7 0.247 31 0.056

6 0.283 7 0.055

31 0.279 6 0.053

14 0.227 14 0.053

29 0.190 29 0.048

(continued)
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Table 4. (continued)

TOPSIS AHP

Bus ranking Score Bus ranking Score

13 0.187 13 0.043

12 0.185 12 0.042

11 0.172 10 0.041

10 0.162 15 0.040

15 0.180 11 0.039

9 0.144 9 0.037

16 0.136 16 0.037

17 0.097 17 0.033

18 0.084 18 0.030

28 0.071 28 0.029

27 0.064 27 0.028

26 0.059 26 0.028

33 0.028 33 0.023

Table 5 shows the comparison of the VSI index for AHP and TOPSIS to get the bus
rank for AHP and TOPSIS.

Table 5. Comparative for VSI in stable, islanded and load shed conditions.

To From/ Load VSI value

Stable Islanded AHP TOPSIS Conventional

1 2 0.9987 0.8824 0.9071 0.9071 0.9070

2 3 0.9910 0.8819 0.9065 0.9065 0.9065

3 4 0.9611 0.8882 0.9130 0.9130 0.9129

4 5 0.9520 0.9044 0.9250 0.9250 0.9249

5 6 0.9439 0.9217 0.9380 0.9380 0.9379

6 7 0.9633 0.9690 0.9737 0.9737 0.9736

7 8 0.9622 0.9572 0.9626 0.9626 0.9626

8 9 0.9463 0.9521 0.9565 0.9565 0.9564

9 10 0.9350 0.9461 0.9497 0.9497 0.9496

10 11 0.9266 0.9432 0.9459 0.9459 0.9459

(continued)
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Table 5. (continued)

To From/ Load VSI value

Stable Islanded AHP TOPSIS Conventional

11 12 0.9237 0.9433 0.9457 0.9457 0.9457

12 13 0.9179 0.9430 0.9448 0.9448 0.9448

13 14 0.9168 0.9461 0.9470 0.9470 0.9470

14 15 0.9246 0.9484 0.9494 0.9494 0.9494

15 16 0.9299 0.9538 0.9546 0.9546 0.9546

16 17 0.9347 0.9620 0.9620 0.9620 0.9620

17 18 0.9672 0.9794 0.9798 0.9798 0.9798

2 19 0.9916 0.8823 0.9070 0.9070 0.9069

19 20 0.9873 0.8785 0.9030 0.9030 0.9029

20 21 0.9748 0.8674 0.8916 0.8916 0.8915

21 22 0.9714 0.8644 0.8885 0.8885 0.8884

3 23 0.9611 0.8883 0.9131 0.9131 0.9130

23 24 0.9412 0.8698 0.9001 0.9001 0.9062

24 25 0.9156 0.8462 0.8939 0.8939 0.8877

6 26 0.9644 0.9701 0.9748 0.9748 0.9748

26 27 0.9597 0.9691 0.9734 0.9734 0.9734

27 28 0.9531 0.9675 0.9712 0.9712 0.9712

28 29 0.9400 0.9560 0.9587 0.9587 0.9587

29 30 0.9310 0.9487 0.9505 0.9505 0.9505

30 31 0.9260 0.9523 0.9530 0.9530 0.9530

31 32 0.9474 0.9716 0.9715 0.9715 0.9715

32 33 0.9586 0.9801 0.9799 0.9799 0.9799

Based on the result obtained from the simulation, the VSI for islanded decreased
and to increase the VSI back to avoid the backlash to the generator, the load shedding
scheme was used. The result above shows the comparison between the bus rank using
AHP, TOPSIS and conventional methods. For AHP and TOPSIS, these methods prefer
to shed load 25 while conventional methods prefer to shed load at bus 24. The greater
amount of load shed the greater amount for VSI increased. But in terms of load value,
bus 24 and bus 25 had the same amount of load but to determine which load to shed, a
variety of criteria are used. In this study, the VSI is included to determine the score of
the load and which load to shed first. In Table 5, the result shows the effectiveness of the
bus rank produced by the AHP and TOPSIS method to determine which load to shed.
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6 Conclusion

For the evaluation of load-shedding schemes in the IEEE 33 bus system, the analysis
of multi-criteria decision-making (MCDM) techniques, particularly the AHP and TOP-
SIS methods, has yielded important insights for decision-makers in the power systems
domain.

Like this, using AHP gave decision-makers a hierarchical framework for making
decisions, allowing them to assess and provide relative weights to criteria and sub-
criteria. The importance and preferences of several factors were evaluated using pairwise
comparisons and the AHP algorithm, resulting in an overall rating of the alternative
load-shedding schemes.

Other than that, the distribution network operators can assess various load-shedding
options based on how closely resemble the ideal solution by applying TOPSIS as another
option to perform a load-shedding scheme. Even though, the result for the whole bus
rank is slightly different but for the highest rank of AHP and TOPSIS. These show that
the AHP and TOPSIS are reliable methods to perform the load-shedding scheme. Other
than that, the load-shedding scheme using AHP and TOPSIS produced a higher voltage
stability index than the conventional method proof of the effectiveness of the AHP and
TOPSIS method in this study.
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Abstract. Approximately 2% of the world’s carbon dioxide (CO2) emissions are
attributed to international shipping, with the main source of carbon emissions
from ships coming from the marine engines’ consumption of fossil fuels, espe-
cially heavy fuel oil. With the use of the A* algorithm for route optimization, this
study compares the carbon emissions of diesel and greener ships by simulating the
routing of 5000 TEU container ships through different weather conditions. In the
study, data from dependable sources are gathered, carbon emissions are calculated,
and routes are optimised utilising the A* algorithm. The outcomes show the dis-
crepancies in carbon emissions between diesel and green ships, and the algorithm’s
success in lowering emissions through optimal route planning is demonstrated.
The research highlights the significance of switching to more environmentally
friendly options whilst providing useful information for the shipping industry.
The study concludes with suggestions for more investigation and advancements
in carbon emission reduction tactics. By utilizing the A* algorithm, this research
enhances the study of ship emissions analysis while developing environmentally
responsible behaviour in the marine industry.

Keywords: A* algorithm · Decarbonization · Diesel Engine · Fuel
Consumption · Sustainability · Weather-routing

1 Introduction

The marine sector is essential to international trade as it links countries and makes it
easier for goods to travel between continents. However, this industry also makes a sizable
contribution to carbon emissions, which has prompted worries about its effects on the
environment. It is crucial to evaluate the carbon emissions of various ship types and inves-
tigate measures for emission reduction as the world works to slow down climate change
and move toward a more sustainable future. This study uses the A* route-optimization
algorithm to compare the carbon emissions of diesel and green ships.

Approximately 2% of the world’s carbon dioxide (CO2) emissions are attributed to
international shipping, according to the Fourth IMO GHG Study 2020 [1], a specialized
body of the United Nations. The main source of carbon emissions from ships is the
marine engines’ consumption of fossil fuels, especially heavy fuel oil. At the current rate
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of growth of the maritime industry, greenhouse gas (GHG) emissions could increase to
10% by 2050 [2]. Hence, this prompts an increased interest in investigating alternatives to
conventional diesel-powered ships and implementing cleaner technology, such as green
or low-carbon ships.

Understanding the carbon emissions linked to various ship types and improving ship-
ping routes can dramatically reduce emissions. The A* algorithm, a popular pathfinding
method in computer science, presents a promising approach for choosing the best routes
while considering heuristic decision-making. This method was used by Zhang et al. [3]
with the introduction of Bezier Curves to determine shorter paths, in a more effective
manner. Ari et al. [4] utilized the A* algorithm along with another technique called
8-adjacency integer lattice discretization to find quicker routes in cold waters, increase
fuel efficiency and decrease the environmental impacts caused by the ship.

The A* algorithm is a method for finding the best path between two points. It con-
siders both the distance already covered and the anticipated distance to the destination.
The algorithm begins at the starting position and scans the surrounding areas. It predicts
how much more it would cost to travel to the destination from each nearby location after
computing the cost of getting there. Based on these calculations, it chooses the closest
place that has the most potential, then it continues the procedure until it either reaches
the destination or runs out of options. The A* algorithm effectively determines the ideal
path by considering both the actual distance travelled and the anticipated distance to the
destination.

In this paper, we will investigate the fuel consumption and carbon emission of ships
with different types of engines (green vs brown) when navigating across a route produced
by A* routing algorithms while considering different windspeed scenarios.

2 Methodology

Simulations will be conducted in FlexSim software (http://www.flexsim.com). FlexSim
is a powerful simulation software used to model and optimize complex systems. The goal
is to calculate the carbon emissions from container vessels based on different weather
scenarios. The average time taken for the ships to travel from one port to another will
be collected. When faced with different wind conditions, this would result in noticeable
speed loss. With extended time out at sea due to these weather conditions as compared to
calm seas, while producing a steady engine power output, the speed of the vessels may
vary during the voyage. Allowing an increase in engine output to compensate for the
speed loss will increase fuel consumption. Hence, comparisons will be made with regard
to time taken, with and without speed loss compensation, and ultimately calculating the
carbon emissions for the different scenarios. This simulation will work in tandem with
the built-in A* algorithm of FlexSim to ensure optimized navigation out at sea.

2.1 Vessel Particulars

5000 twenty-foot equivalent unit (TEU) container ships with the particulars listed in
Table 1 will be used to run the simulations. Five similar ships have been modelled to
find the average outcome of the different weather conditions.

http://www.flexsim.com
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Table 1. Vessel Particulars.

Description Value

Length Overall, LOA (m) 289.56

Length between Perpendiculars, Lpp (m) 280

Beam (m) 32.31

Draft (m) 12.04

Block Coefficient, CB 0.7

Displacement (MT) 76246.43

Gross Tonnage (MT) 70927.95

Design Speed, vref (knots) 24.6

Design Speed, vref (m/s) 10.66

Optimal Speed, v (knots) 18.8

Optimal Speed, v (m/s) 9.67

Froude Number, Fn 0.18

Design speed, vref , is based on [1] as the average speed for which container ships of
5000–7999 TEU category are designed. Optimal Speed, v, is based on the same report,
where the optimal power consumption and carbon emissions are taken into consideration
for the size of the specific category of ships. The calculations from here on are based on
optimal speed.

2.2 Route Information

The route from Devonport, Australia to Melbourne, Australia has been selected, passing
through the Roaring Forties. The Roaring Forties is a term used to describe a region
of strong westerly winds found in the Southern Hemisphere, specifically between the
latitudes of 40 and 50°. The interaction between the rotation of the Earth, atmospheric
pressure systems, and the form of the Earth’s surface causes these winds, which are
renowned for their power and consistency. Windspeeds in this region range from 15 to
35 knots, clocking in at 8 on the Beaufort Scale, at its peak.

2.3 Sea State

‘Sea state’ describes the physical state of the ocean’s surface. This includes the size,
frequency, and amplitude of waves produced by the wind as well as other elements such
as swells and currents. It is a crucial factor in weather prediction, marine operations, and
determining the safety of maritime activities.

The Beaufort Scale is a widely used method of determining and reporting the sea
state. The scale ranges from 0 to 12, according to the current windspeed. Accompanying
each Beaufort Number (BN) may also be a visual description of the state of the sea and
the land (Table 2). For example, a BN of 8 represents a gale condition with a wind speed
of 28–33 knots. For this simulation, the Beaufort scale is taken into consideration.
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Table 2. Beaufort Scale.

Beaufort
Number (BN)

Description Wind Speed
(knots)

Beaufort
Number (BN)

Description Wind Speed
(knots)

0 Calm <1 7 Near Gale 28–33

1 Light Air 1–3 8 Gale 34–40

2 Light Breeze 4–6 9 Strong Gale 41–47

3 Gentle
Breeze

7–10 10 Storm 48–55

4 Moderate
Breeze

11–16 11 Violent Storm 56–63

5 Fresh
Breeze

17–21 12 Hurricane 64+

6 Strong
Breeze

22–27

2.4 Wind Speed Data Collection

The windspeed is collected from the European Centre for Medium-Range Weather Fore-
casts (ECMWF), an organization that specializes in weather prediction and climate
research, via Windy.com. Figure 1 shows the map of the route which is divided into a
15x15 grid with cells labelled from 1–15 and A-O.

Fig. 1. FlexSim A* Simulation Grid.

The basic simulation is run to observe the route taken by the A* algorithm. Only
the top windspeeds of the hour for each of the intercepted cells are recorded, for 7 July
2023 to 8 July 2023. Windspeeds are categorized into their respective BN.
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2.5 Estimation of Ship Speed Loss Based on Beaufort Number

While a ship is sailing in real sea conditions, it may face irregular waves and changing
windspeeds. This will add to any resistance already encountered. To forecast the unin-
tentional speed loss of a ship brought on by erratic wind and waves, Kwon [5] suggested
an approximation approach for calculating the resistance added by wind and waves. This
method is easy to use, practical, highly adaptable, and quick because it does not require
specific ship specifications such as ship hull lines. Due to reasons such as confidentiality,
obtaining said hull lines is not easy. Kwon’s methods will be employed in this study to
estimate the speed loss from fast winds. The method uses the following formulas:

Fn = v1/
√

Lpp × g (1)

�v = v1 − v2 (2)

�v

v1
100% = CβCU CForm (3)

Where Fn is the Froude Number; v1 is the ship speed in still water (m/s); Lpp is the
length between perpendiculars (m); g is the gravitational acceleration (m/s2); �v is the
involuntary speed loss (m/s); v2 is the actual ship speed in wind and waves (m/s); Cβ is
the direction reduction coefficient given in Table 3, which is related to the encounter angle
(Fig. 2) and the Beaufort Number (BN) (Table 2); CU is the speed reduction coefficient,
as shown in Table 4; CForm is the ship form coefficient; and ∇ is the displacement (m3),
as shown in Table 5. With the coefficients calculated, the respective decrease in ship
speed is seen in Table 6 based on the optimal speed, v.

Fig. 2. Ship wind encounter angle.

2.6 Simulation Conditions

Four scenarios are run for the simulation. For each simulation, the area is divided into a
15 x 15 grid, with a total of 225 cells. However, only cells that the ships intercept while
travelling from one port to another, are considered. These cells will then change colors,
according to their respective windspeeds, and the Beaufort Number (BN), attached to
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Table 3. Direction reduction coefficient (Cβ ).

Encounter Direction Encounter angle (β) Direction reduction coefficient (Cβ)

Head sea 0 –30 ◦ 2Cβ = 2

Bow sea 30 –60 ◦ 2Cβ = 1.7 − 0.03(BN − 42)

Beam sea 60 –50 ◦ 2Cβ = 0.9 − 0.06(BN − 62)

Following sea 150–180 ◦ 2Cβ = 0.4 − 0.03(BN − 82)

For this simulation, all wind encountered will be assumed to be from head sea

Table 4. Speed reduction coefficient (CU).

Block Coefficient (CB) Ship Loading Conditions Speed Reduction coefficient (CU )

0.55 Normal 1.7 − 1.4Fn − 7.4(Fn)2

0.60 Normal 2.2 − 2.5Fn − 9.7(Fn)2

0.65 Normal 2.6 − 3.7Fn − 11.6(Fn)2

0.70 Normal 3.1 − 5.3Fn − 12.4(Fn)2

0.75 Full Load or Normal 2.4 − 10.6Fn − 9.5(Fn)2

0.80 Full Load or Normal 2.6 − 13.1Fn − 15.1(Fn)2

0.85 Full Load or Normal 3.1 − 18.7Fn + 28.0(Fn)2

0.75 Normal 2.6 − 12.5Fn − 13.5(Fn)2

0.80 Normal 3.0 − 16.3Fn − 21.6(Fn)2

0.85 Normal 3.4 − 20.9Fn + 31.8(Fn)2

Table 5. Ship form coefficient (CForm).

Ship type and loading conditions Ship form coefficient (CForm)

All ships (except container ships) in full load conditions 0.5BN+BN 6.5

2.7×∇

2

3

All ships (except container ships) in ballast conditions 0.7BN+BN 6.5

2.7×∇

2

3

Container ships in normal loading conditions 0.5BN+BN 6.5

22×∇

2

3

those windspeeds. These cells will change colors for every real-time hour that passes.
Figure 3 shows the FlexSim map configuration for the four scenarios.
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Table 6. Involuntary speed loss and actual ship speed in respective BN, with operating speed of
18.8 knots.

Beaufort Number (BN) Percent involuntary speed loss (%�v) Actual ship speed (v2)

0 0.00 9.67

1 0.00 9.67

2 0.00 9.67

3 0.06 9.67

4 0.36 9.64

5 1.53 9.52

6 4.99 9.19

7 13.60 8.36

8 32.39 6.54

Scenario 1 represents a calm sea scenario without any additional wind or wave
resistance that the vessel may face. The ship will sail smoothly to its destination. The
voyage time taken is 10 h. Scenario 2 will consider the wind effects and the vessel
will slow down according to the involuntary speed loss it experiences according to the
respective Beaufort force of the cell that it passes through in the simulation. Additional

Fig. 3. Simulation Scenarios.
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time will elapse without any speed increase to make up for the added resistance. In
scenario 3, speed is increased to make up for the loss time to still ensure the voyage
time is about 10 h. With the speed increase, the ship will no longer operate at optimum
speed. The engine rating remains the same and is used for all conditions. Increasing the
speed will affect the power demand, hence consuming more fuel. Scenario 4 is similar
to Scenario 3, but the vessel will route to neighbouring cells that do not reach the BN8,
or windspeeds above 34 knots, using A* algorithm. Only cells of up to BN7 are allowed
for the ship to travel, observing the fuel consumption from added distance travelled, as
opposed to increasing speed to keep up with high wind speeds.

3 Engine Fuel Consumption Calculations

Two types of engines and their emissions are to be calculated and compared. A marine
diesel oil (MDO) engine and a dual-fuel engine with a 95-5 Ammonia-MDO ratio. Values
used will be based on [1], where the average values for most parameters can be found.

3.1 MDO Engine

Marine vessels frequently use MDO engines as it is broadly available and affordable.
MDO engines offer adaptability, dependable performance, and the capacity to manage
a range of load circumstances. MDO engines can still have pollution control technology
installed in them even if they are not as ecologically beneficial as alternative fuels. MDO
engines are a practical and cost-effective choice for marine propulsion, especially in
areas where other fuel options could be scarce or expensive.

For this study, a slow-speed diesel (SSD), MDO engine, built post-2001, and specific
fuel consumption, SFCBase, of 165 g/kWh is selected. The specific fuel consumption at
specific loads can be found by using Eq. (4), as used in [1]:

SFCME = SFCBase × (0.455 × Load2 − 0.71 × Load + 1.28) (4)

where SFCME is the specific fuel consumption of the main engine at the specified
load (g/kWh); SFCBase is the base specific fuel consumption (g/kWh); and Load is
the percentage load of the engine max continuous rating (MCR).

An assumed 80% load is applied as this equation provides the engine’s most efficient
load at that capacity. This gives a SFCME of 165.528 g/kWh. The total MDO consumed
by the main engine at optimal speed, FCv,ME , is given as:

FCv,ME = SFCME × WME,Ship (5)

Where WME,Ship is the propulsive power demand of the main engine. WME,Ship is given
as:

WME,Ship = CFShip × WREF × ( t
tREF

)
0.66 × ( v

vREF
)
3

CFWeather × CFFouling
(6)

Where WREF is the rated average main engine power at MCR (kW) as per [1] Table 81 in
Annex N; t, tREF is the actual draught and design draught of the ship, which is assumed
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as 1 when there is no data of the value; v, vREF is the actual speed and design speed of
the ship, where this ratio is also set to 1; and CFShip is ship-specific correction factor
which is based on Table 44 in [1].

CFWeather is the correction factor for the influence of wind and waves, which is based
on Table 44 in [1]. As this study will be conducted for several scenarios, this value is set
a 1 for Scenario 1 to serve as a control. This value is set at 0.867 for Scenario 2, 3 and 4
as this accounts for an average of 15% power increase for container vessels. CFFouling
is the correction factor for the influence of hull fouling/hull roughness as per Table 44
in [1].

3.2 Dual-Fuel 95-5 Ammonia-MDO Engine

Dual-fuel engines provide a variety of benefits, including greater efficiency, reduced
emissions, compliance with laws, operational flexibility, and noise reduction. They
offer cost-effectiveness and environmental advantages by allowing ships to use cleaner-
burning natural gas while also having the ability to switch to diesel as needed. The
dual-fuel usage is necessary for a ‘green’ engine as the diesel oil is still required to be
used as a pilot fuel to begin combustion.

This type of dual-fuel engine is selected as studied by Zincir B. [6] to be a promising
alternative fuel as ammonia has low carbon and sulphur content within its chemical
structure. Ammonia has also been used by internal combustion engines and fuel cells in
the past as fuel [7].

Due to its special characteristics, ammonia has drawn interest as a potential fuel for
engines. First, ammonia has a high energy density, which enables it to store and release
a lot of energy during combustion [8]. In engines, where energy density is essential for
effective power generation or propulsion, this qualifies it for usage in certain systems.
Second, burning ammonia does not release carbon dioxide (CO2) since it has a low car-
bon concentration. As a result, it presents a compelling replacement for fossil fuels since
it can lessen greenhouse gas emissions and slow down climate change. We can transition
to cleaner, more sustainable energy and transportation systems by using ammonia as an
engine fuel.

Ammonia, (NH 3), is a substance made of nitrogen and hydrogen. It is a gas that has
no color and a strong stench that is frequently utilized in industrial processes for things
such as fertilizers, cleaners, and refrigeration systems. There are various categories of
ammonia known as blue ammonia, brown ammonia, and green ammonia. However,
these names refer to the different ways to produce or use ammonia, each with its unique
properties and ramifications.

To manufacture blue ammonia, a method known as carbon capture and storage (CCS)
or carbon capture, utilization, and storage (CCUS) is used [9]. Through a procedure
known as steam methane reforming, carbon dioxide (CO2) emissions from industrial
sources, such as power plants or chemical factories, are captured and combined with
hydrogen derived from natural gas or renewable sources. Blue ammonia is the name
given to the resultant ammonia.

The “blue” in blue ammonia denotes the fact that the subterranean storage of the
carbon emissions linked to ammonia manufacturing reduces greenhouse gas emissions.
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Because it lessens CO2 emissions, blue ammonia is seen as a more environmentally
friendly alternative to conventional ammonia production techniques.

On the other hand, green ammonia is created through the electrolysis process using
sustainable energy sources like solar or wind energy. Using an electric current, electrol-
ysis entails dividing water into hydrogen and oxygen. After being created, the hydrogen
is coupled with nitrogen to create ammonia.

The utilization of renewable energy and the lack of carbon emissions during pro-
duction are reflected in the term “green” in green ammonia. A potential sustainable
energy transporter and method to store and move renewable energy, green ammonia has
attracted interest. It can be used as a feedstock for making different chemicals or as a
fuel for creating electricity.

Brown ammonia is a term used to denote ammonia made from coal or other high-
carbon feedstocks rather than a specific type of ammonia. Brown ammonia has higher
carbon emissions than blue or green ammonia due to the carbon-intensive nature of
coal-based production methods. Compared to blue or green ammonia, it is thought to be
less sustainable and environmentally benign.

Ammonia Fuel Consumption. With FCv,ME calculated in Sect. 3.1, this value can be
used to find the equivalent amount of heat produced by MDO in the MDO engine, as
shown below:

QMDO = FCv,ME × LHV MDO × 1000 (7)

Where QMDO is the amount of heat produced by MDO in the MDO engine (MJ); and
LHV MDO is the lower heating value of MDO (MJ/kg), which is 42.5 MJ/kg, taken from
Table 1 of a study done by Nader R. [7] to compare different alternative fuel properties.

The amount of ammonia consumed can be found by using 95% of the total heat
produced and working backwards by dividing by the LHV of ammonia (MJ/kg).

FCv,ME,Ammonia = QMDO × 95%

1000 × LHV Ammonia
(8)

Where FCv,ME,Ammonia is the amount of ammonia fuel consumed at the operating speed,
by the main engine (MT); and LHV Ammonia is given as 18.5 MJ/kg from Table 1 of the
same study by Nader R. [7].

MDO Fuel Consumption. The amount of MDO consumed in this engine is 5% of
FCv,ME , found in Sect. 3.1.

FCv,ME,MDO = FCv,ME × 5% (9)

Where FCv,ME,MDO is the amount of MDO fuel consumed at the operating speed by the
main engine (MT).

4 Carbon Emission Calculations

Burning fossil fuels in marine engines results in the release of carbon dioxide and other
greenhouse, which causes carbon emissions in shipping. Shipping accounts for around
90% of world trade [8], making it vital but carbon intensive. Main propulsion, auxiliary
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power, and fuel quality are significant contributors. Improved vessel efficiency, the explo-
ration of alternative fuels like ammonia and biofuels, the development of cutting-edge
technology like electric propulsion and wind-assisted systems, and the implementation
of laws by organizations like the IMO are all efforts to minimize emissions. These steps
are intended to reduce climate change and attain carbon emission 0 levels. The shift of
the shipping industry to greener methods is crucial for environmental sustainability.

This study will investigate the following emissions: Carbon Dioxide, (CO2), Sulphur
Oxides, (SOx), Nitrogen Oxides, (NOx), Methane, (CH 4), Carbon Oxide, (CO) and
Nitrous Oxide, (N2O).

As ammonia does not produce carbon and sulphur [9], CO2, CO and SOx will be
excluded from those calculations. There is not enough evidence for methane emission
factors for ammonia, hence, the calculation is omitted from the total. Methane emission
is the lowest among the stated gases coming in at less than 5kg for all scenarios, as
compared to several tons for other gases, and it is reasonable to omit ammonia-based
methane emissions from the calculations.

4.1 Carbon Dioxide (CO2) Emissions

CO2 Is a fuel-based emission that is dependent on the amount of fuel consumed. The
amount of CO2 emitted can be calculated as:

CO2 emitted = Total Fuel Consumed × EFf ,CO2 (10)

Where CO2 emitted is in tonnes; Total Fuel Consumed is in tonnes; and EFf ,CO2 is
the fuel-based emission factor for CO2, which is 3.206 (g of CO2/g of fuel) for MDO,
based on Table 21 of [1].

4.2 Sulphur Oxides (SOx) Emissions

SOx Is a fuel-based emission that is dependent on the amount of fuel consumed. The
amount of SOx emitted can be calculated as:

SOx emitted = Total Fuel Consumed × EFf ,SOx (11)

Where SOx emitted is in tonnes; Total Fuel Consumed is in tonnes; and EFf ,SOx is
the fuel-based emission factor for SOx, which is given as:

EFf ,SOx = 2 × 0.97753 × S (12)

Where S is the fuel sulphur content fraction given as (g of SOx/ g of fuel) and they are
presented in Table 22 of [1] as percentages. The value used here will be based on the
latest available year recorded, which is at 7%.

4.3 Nitrogen Oxides (NOx) Emissions

NOx Is an energy-based emission that is dependent on the amount of power output of
the vessel. The amount of NOx emitted can be calculated as:

NOxemitted = WME,Ship × EFe,NOx

1000000
(13)



188 M. Z. B. M. Ridwan et al.

Where NOxemitted is in tonnes; WME,Ship is the propulsive power demand of the main
engine (kWh) as calculated from Eq. (6); and EFe,NOx is the energy-based emission
factor of NOx, which is 28.2 g/kWh for 95% ammonia engine, based on the study by
Zincir B. [6]. This value is 14.4 g/kWh for the MDO engine based on [1].

4.4 Methane (CH4) Emissions

Methane is an energy-based emission that is dependent on the amount of power output
of the vessel. The amount of methane emitted can be calculated as:

CH 4emitted = WME,Ship × EFe,CH4

1000000
(14)

Where CH 4emitted is in tonnes; and EFe,CH4 is the energy-based emission factor of
methane, which is 0.01 for MDO engines based on Table 55 of [1].

4.5 Carbon Oxide (CO) Emissions

CO Is an energy-based emission that is dependent on the amount of power output of the
vessel. The amount of CO emitted can be calculated as:

COemitted = WME,Ship × EFe,CO

1000000
(15)

Where COemitted is in tonnes; EFe,CO is the energy-based emission factor of CO, which
is 0.044 based on Table 57 of [1], for an MDO engine.

4.6 Nitrous Oxide (N2O) Emissions

N2O Is an energy-based emission that is dependent on the amount of power output of
the vessel. The amount of N2O emitted can be calculated as:

N2Oemitted = WME,Ship × EFe,N2O

1000000
(16)

Where N2Oemitted is in tonnes; and EFe,N2O is the energy-based emission factor of
N2O, which is 1.95 based on [6] for a 95% ammonia engine.

5 Results and Discussions

5.1 Voyage Duration

Each scenario is run with five vessels with the same specifications. The time recorded
for calculations is only the voyage time, which the point from which the vessel is loaded
and sailing towards the next port. No loading, port, or bunkering times are considered.
The average time taken for these five ships is taken for the calculation of the following
sections: carbon emissions and fuel costs. Both metrics require the time taken in hours.
Table 7 shows the time taken for each of the scenarios.
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Table 7. Time taken (s) for each scenario.

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Ship 1 39247 40632 35826 36700

Ship 2 35734 41069 35389 36700

Ship 3 35206 41069 35826 36700

Ship 4 35114 41506 35826 36700

Ship 5 34699 41069 35826 37137

Average (s) 36000 41068.96 35738.73 36787.30

Average (hours) 10.00 11.41 9.93 10.22

All recorded times are obtained from FlexSim while the ship is in the loaded condition
only. There are also two more voyages consisting of eight other similar vessels to simulate
real-world marine traffic and obstruction. This will prompt the A* algorithm to search
for other routes to prevent collision with neighbouring vessels.

The time taken for each ship may vary slightly as they face different weather condi-
tions that reduce their speed differently. This is most obvious in scenario 1 and 2 as the
introduction of weather effects significantly slow down the vessel. In scenario 3, speed
is increased to make up for the time loss of 1.41 h. The decrease in time taken compared
to scenario 1 may be because despite being slowed down by a certain percentage at each
cell, the vessel is still moving at an average speed higher than that it did in scenario 1.
This may allow it to clear the route slightly faster. Scenario 4 took slightly longer by
0.29 h as compared to scenario 3. This is only a 2.9% increase in time taken despite
manoeuvring away from BN8 cells. The time loss is not substantial and routing this may
be unnecessary. However, this is due to the cells being only a small area. Should the
weather conditions of BN8 appear in multiple cells in a large area, a detour may be the
preferred method to save on fuel costs as well.

5.2 Fuel Costs

Listed in Table 8 below is the consumption of fuel for each scenario, for each type of
fuel.

Table 8. Fuel consumption (MT).

Fuel Scenario 1 Scenario 2 Scenario 3 Scenario 4

MDO Engine

MDO 42.35 55.74 72.05 74.15

Dual-fuel 95-5 Ammonia-MDO Engine

MDO 2.12 2.79 3.60 3.71

Ammonia 92.43 121.64 157.24 161.83
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Table 9. Cost of fuel.

Fuel Type Cost (USD/t)

MDO 579.5

Brown ammonia [6] 230

Blue ammonia [6] 350

Green ammonia [6] 670

Table 10. Cost of each voyage (USD) for each scenario.

Scenario 1 Scenario 2 Scenario 3 Scenario 4

MDO Engine

MDO 24,543.06 32,299.46 41,751.03 42,970.35

Dual-fuel 95–5 Ammonia-MDO Engine

MDO and Brown ammonia 22,486.21 29,592.57 38,252.05 39,369.18

MDO and Blue ammonia 33,577.89 44,189.58 57,120.48 58,788.65

MDO and Green ammonia 63,155.70 83,114.94 107,436.30 110,573.92

As there are different methods of procuring ammonia, the cost for each method is
different. Table 9 takes into consideration the cost for each type of ammonia, brown,
blue, and green.

Table 10 shows that for each of the scenarios, there is an upward trend for each
combination of fuel types. This is expected as the scenarios are simulated with increased
resistances as they go along, increasing time taken and fuel consumption.

MDO and brown ammonia have the cheapest cost among the dual-fuel engine vari-
ations. Despite using only 5% MDO in the green engine, the cost is only 8.38% cheaper
than that of using an MDO-only engine. The large consumption of ammonia required
for the engine, makes the cost much higher than one would expect from a green fuel. The
expenses only increase as blue ammonia is 36.81% more expensive and green ammonia
is 157.33% more expensive as compared to using MDO only. This may be seen as an
obstacle in the shipping industry for businesses to use green fuel, as it increases their
operational costs substantially.

However, MDO and brown ammonia is the clear winner in terms of cost savings.
The drawback is in the method of obtaining the ammonia. As it is classified as brown
ammonia, the process is synonymous with being less environmentally friendly. The
carbon emissions due to the carbon-intensive nature of the coal-based production process
and very high and unfavourable.
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5.3 Carbon Emissions

The results of the carbon emissions for the two different types of engines are shown in
Table 11:

Table 11. Results of carbon emissions.

Scenario Power demand,
WME,Ship (kWh)

Operating
Speed
(knots)

Emissions (MT)

CO2 SOx NOx CH 4 CO N2O

MDO Engine

1 25586.08 18.80 135.78 0.06 3.68 0.0026 0.0113 0.0077

2 29511.05 18.80 178.69 0.08 4.85 0.0034 0.0148 0.0101

3 43832.18 21.45 230.98 0.10 6.27 0.0044 0.0192 0.0131

4 43832.18 21.45 237.73 0.10 6.45 0.0045 0.0197 0.0134

Dual-fuel 95–5 Ammonia-MDO Engine

1 25586.08 18.80 6.79 0.0029 7.22 - - 0.4989

2 29511.05 18.80 8.93 0.0038 9.50 - - 0.6566

3 43832.18 21.45 11.55 0.0049 12.27 - - 0.8487

4 43832.18 21.45 11.89 0.0051 12.63 - - 0.8735

Scenario 1 saw no added wind or wave resistance and serves as the control for this
study. Operating at 18.8 knots, which is the optimal speed for a 5000 TEU container
vessel, the control completed its journey in 10 h, the average time taken to complete
the voyage. The correction factor for wind and waves was set at 1 for this condition to
observe the base emission levels across the board.

Scenario 2 had an increase in power demand as the correction factor for wind and
waves is set at 0.876, according to [1], to introduce the weather resistance that the ship
will face. Ship operating speed remains the same as Scenario 1 at 18.8 knots. The vessel
experienced an increase of 14.1% in the time taken to reach its destination, from 10 h to
11.41 h. This led to an increase of 31.6% for all emissions.

Scenario 3 increases its speed by 14.1% to 21.45 knots to compensate for the time
loss from the previous condition. An increase in operating speed means that there is an
increase in power demand, hence an increase in fuel consumption. Ultimately this leads
to an increase in emissions. Compared to Scenario 1, there is an increase of 70.11% for
all emissions. The time taken for this scenario is 9.93 h.

Scenario 4 is similar to Scenario 3, but the ship completely avoids cells that experi-
ence BN8 or higher. This simulation is run to observe the difference in taking a longer
route around certain areas that have a considerable involuntary ship speed loss. When
ships pass through BN8, there is a speed loss of 32.39%. Avoiding this area to take a
longer route may be favourable if the neighbouring areas are of much calmer sea states.
For the case of Scenario 4, the neighbouring cells were BN 6 and 7, still applying a



192 M. Z. B. M. Ridwan et al.

speed loss of 4.99% and 13.6% respectively. Overall, the ship experiences increased
travel time, fuel consumption and carbon emissions. The voyage was 10.22 h, 2.9%
slower than Scenario 3. Fuel consumption is 75.08% higher than that of Scenario 1.

Several observations can be made with the findings. CO2 and SOx emissions for the
dual-fuel ammonia engine are significantly lower as expected since there is no carbon
and sulphur are produced from the combustion of ammonia. The difference is 5% that
of the MDO engine. NOx emissions are 96.19% higher as compared to the MDO engine
as there is naturally more nitrogen content in ammonia. N2O emissions are 6679%
higher than the dual-fuel engine as compared to the MDO engine. As there has not been
substantial research done on the methane emission factor for ammonia engines, methane
emissions for the ammonia component of the dual-fuel type engine are omitted entirely.

6 Conclusions

This study has observed the carbon emissions, fuel consumption and costs of 5000 TEU
container vessels travelling through the roaring forties, while experiencing windspeeds of
up to Beaufort Number 8, at 34–40 knots. Values are heavily referenced from the Fourth
IMO GHG 2020 Report for the average values of the engine rating, engine output, vessel
particulars and characteristics, of a container vessel. The carbon emissions are calculated
and compared in a comprehensive view, with various scenarios of increasing resistance.
With each differing scenario, windspeeds are considered, engine output is increased for
speed loss compensation due to weather effects, and the A* algorithm is utilized to
optimize better routes to avoid specific areas of high wind speeds. The outcomes and
differences are measured and compared as seen in the following:

• The time taken to complete the journey when alternative routes are considered to avoid
high-speed winds, was negligible. The areas that are avoided are too small for the data
sample collected. This is due to the limitations of collecting weather data accurately
and far into the future. This study is limited to weather data for 2 weeks ahead of time
only. Capturing data on wind gusts may not be readily available. However, future
work may simulate larger storms with areas of higher BN and wind speeds.

• This study is limited to 2 types of engines, MDO only and a 95-5 ammonia-MDO
engine. Emissions that are accounted for are as accurate as some factors such as
methane emission factors for ammonia, which is not researched heavily, to provide
more accurate emission calculations.

• Further study can compare the differences between various compositions of ammonia
and MDO engines to eventually find the perfect ratio for such green engines. As it
stands, the 95-5 ratio of ammonia and MDO is far too expensive to be used willingly
by ship owners and businesses.

• Carbon emissions are significantly reduced with the use of this green engine sim-
ply due to the fact of lack of carbon and sulphur content. However, nitrogen-based
emissions are significantly increased due to the natural nitrogen content of ammonia.
This fact is up for consideration to ship users. Despite this, overall emission levels are
drastically lower, making ammonia-based engines highly environmentally friendly
in the grand scheme of carbon emissions.
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Abstract. Conventional model validation methods analyze outputs similarity
between simulation and real world with same inputs. However, it is hard to guar-
antee the condition in practice. In order to solve the problem, a method based on
convolutional neural network (CNN) is proposed, including data preprocessing,
activation function, loss function, and optimization algorithm. Meanwhile, a CNN
is established for model validation training and test. Finally, a case study of model
validation is presented. The result shows that, the method can obtain 98.5% valida-
tion accuracy under the condition of same inputs, and can discriminate credibility
levels with different inputs as well.

Keywords: Model Validation · Convolutional Neural Network · TIC · GRA ·
Different Inputs

1 Introduction

Model validation is the technique to obtain the simulation credibility, which is critical to
the application [1]. The most objective way is comparing the outputs similarity between
simulation and real world (or reference) [2]. There are many validation methods based
on this point, such as hypothesis test, TIC (Theil Inequality Coefficient) [3], GRA (Grey
Relational Analysis) [4], spectral estimation [5] etc. These methods require same inputs
between simulation and real world.

However, some inputs to the real world are not possible to manipulate, such as
wind direction, atmosphere humidity etc. If these factors are sensitive to the outputs,
conventional validation methods may result in wrong credibility conclusions, usually as
negative ones. This problem is born with similarity analysis techniques and cannot be
solved in the range of goodness-of-fit indicators.

Although outputs vary when inputs are different, the model does not change. There
should be some inner way to reveal the similarity between simulation and real world.
It requires analysis to model behavior pattern but not output quantity comparison. Con-
volutional neural network (CNN) [6] provides the ability of deep machine learning and
category matching. If we can use experts knowledge or “same input” validation results
as priori experience to perform training, it is possible to develop a CNN to evaluate the
model credibility level regardless of the input condition.
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2 Model Validation

The purpose of model validation is to prove the model behaves acceptably the same as
the real world. One practical way is to use proportional measurements to compare the
outputs between the model and real world. See the formula below:

C = 1 − ||OR − OS ||
||OR|| |IR,IS (1)

Where C is the model credibility, OR, IR, OS , IS are the real world and simulation out-
puts and inputs. || is the error norm, which varies from similarity analysis techniques.
Conventional model validation methods require IR = IS .

Another way to obtain model credibility is to use enumerated measurements to fit
the simulation outputs into most matched credibility level which is priorly arranged. See
the formula below:

⎧
⎪⎨

⎪⎩

L = f (OR, OS) = [l1, l2, ..., ln]
P = [p1, p2, ..., pn] → L
C = max

i=1,2,...,n
li → pi

(2)

Where L is the matching vector of P, which is the enumerated measurements of credibil-
ity level. L and P are one-to-one mapping. f is the matching function which can derive
the vector from real world output OR and simulation output OS . C is the model credi-
bility, which is granted as the enumerated level that the maximum matching element is
corresponding to.

When Formula (1) is used, it requires the simulation inputs and real world inputs
remain the same. While Formula (2) does not require the same inputs, instead of a pattern
matching mechanism to fit the credibility into a most suitable level.

3 CNN Method for Model Validation

3.1 The CNN Solution

CNN is a deep neural network which uses specific tagged sample sets for training and
application. It can extract the feature relationship between input data, so as to categorize
the object. This mechanism allows to discriminate simulation and real world outputs,
with no need of same inputs. Figure 1 shows the CNN solution for validation.

The procedure of the model validation method based on CNN is:

(1) Determine the possible credibility levels of the current model validation according
to prior experience.

(2) Gather the model output data of each credibility level. For “credible” level, use real
world outputs.

(3) Perform pre-processing to the data to meet the CNN training requirement.
(4) Use data of each level to train CNN to produce tagged credibility levels training

features.
(5) Run the model and gather output data.
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(6) Perform pre-processing to the data to meet CNN recognition.
(7) Calculate the result vector which contains possibility of each credibility level. If

there is possibility bigger than the acceptability threshold (e.g. μt = 0.75), accept
the credibility level which the biggest possibility in the vector maps with as the
model credibility. Otherwise, the model is not credible.

Fig. 1. The CNN solution for model validation

3.2 Data Pre-processing

The main work of data pre-processing is to rebuild the dimension of output data. Usually
the model outputs are time series, as Formula (3) shows:

X = [x1, x2, ..., xq]T =

⎡

⎢
⎢
⎣

x1(t1) x1(t2) ... x1(tp)
x2(t1) x2(t2) ... x2(tp)
... ... ... ...

xq(t1) xq(t2) ... xq(tp)

⎤

⎥
⎥
⎦

0 ≤ t1 < t2 < ... < tp

(3)

Where X is the set of output time series, q is the dimension of the specific model
output (e.g. q = 3 for spatial coordinates), t1, t2...tp is the sampling time stamp. So the
dimension of output array is p × q. In order to build the CNN, reshape the input layer to
n × n × q dimension, where (n − 1) × (n − 1) < p ≤ n × n.

In order to adapt different output dimensions, perform normalization to the reshaped
data by Formula (4), which can prevent gradient explosion.

x∗(t) =
x(t) − min

i=1,2,...,n
x(ti)

max
i=1,2,...,n

x(ti) − min
i=1,2,...,n

x(ti)
(4)
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3.3 Activation Function

Use ReLU function as the activation function for model validation’s CNN. Compared
with other activation functions (e.g. Sigmoid, Tanh etc.), it avoids the gradient saturation
and achieves fast convergence speed.

f (x) = max(0, x) (5)

3.4 Loss Function

Use cross entropy function [7] as the loss function for model validation’s CNN. It uses
the category possibilities from Softmax [8] to calculate the loss of categories.

J = − 1

N

N∑

k=1

k∑

i=1

yi · log(pi) (6)

Where i is the category (credibility level), yi is the actual tag number of category i, pi is
the matching possibility to category i which is calculated by Softmax, k is the category
number, N is the sample number. Formula (7) shows the Softmax function, where zi is
the output of fully connection lay CNN.

pi = ezi

∑k
j=1 ezj

(7)

3.5 Optimization Algorithm

Use Adam [9] algorithm as the optimization function for model validation’s CNN. It uses
first-order and second-order moment estimation of the gradient to dynamically adjust
the learning rate for each parameter, as Formula (8) shows.

⎧
⎪⎪⎨

⎪⎪⎩

θt = θt−1 − m̂t√
n̂t+ε

· η

m̂t = mt
1−μt , mt = μ · mt−1 + (1 − μ) · gt

n̂t = nt
1−νt , nt = ν · nt−1 + (1 − ν) · g2

t

(8)

where η is the learning rate, usually set as 0.001; mt and nt are the first and second order
moment estimation of the gradient gt ; μ, ν, ε are the hyper parameters which are usually
set as 0.9, 0.999 and 1 × 10–6 respectively; t is the iteration time.

4 Case Study

4.1 The Model and Credibility Tag

Use a dual-defense fighter plane’s model to verify the method. When the fighter plane
detects hostile missile attack, it launches interceptor missiles at the same time of dodging.
Use interceptor 1’s 2-dimension coordinates (x, y) as the output to evaluate the model
credibility. Figure 2 shows the coordinate curve of interceptor missile 1 for tagged
simulation model 1/2/3 and the reference.



198 K. Fang and J. Huo

Fig. 2. Output curve of tagged simulation models and the reference

Use TIC [3] and GRA [4] to calculate the similarity between simulation outputs and
the reference, and use Formula (9) to transform the results into simulation credibility.
Table 1 shows the credibility result.

C =
{

1−Ct
ρt

(ρt − ρ) + Ct, ρ ∈ [0, ρt]
Ct(1−ρ)

1−ρt
, ρ ∈ [ρt, 1] C =

{
1−Ct
1−γt

(γ − γt) + Ct, γ ∈ [γt, 1]
Ctγ
γt

, γ ∈ [0, γt] (9)

Where Ct is the acceptability threshold of credibility and set as 0.75;ρt is the acceptability
threshold of the Theil inequality coefficient and set as 0.3; γt is the acceptability threshold
of the GRA degree and set as 0.8; ρ is the Theil inequality coefficient; γ is the GRA
degree; and C is the transformed credibility.

Table 1. Credibility results by TIC & GRA.

Model TIC ρ TIC C GRA γ GRA C

1 0.113 0.906 0.741 0.695

2 0.069 0.942 0.829 0.786

3 0.184 0.847 0.653 0.612

The result shows that Model 2 has the best credibility, and Model 3 has the worst.
So tag the Model 1 as “Good”, Model 2 as “Excellent”, and Model 3 as “Medium”.
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4.2 CNN Establishment and Training

Build a CNN with 7-layer structure, which contains 3 convolutional layers, 3 pooling
layers, and 1 fully connection layer. The CNN structure is shown in Table 2.

Table 2. The CNN structure for the dual-defense model validation.

No Layer Input size Core size Core no Step Output size

0 Input 1224 × 1 × 2 35 × 35 × 2

1 Convolution 35 × 35 × 2 4 × 4 16 1 32 × 32 × 16

2 Pooling 32 × 32 × 16 2 × 2 16 2 16 × 16 × 16

3 Convolution 16 × 16 × 16 3 × 3 32 1 14 × 14 × 32

4 Pooling 14 × 14 × 32 2 × 2 32 2 7 × 7 × 32

5 Convolution 7 × 7 × 32 4 × 4 64 1 4 × 4 × 64

6 Pooling 4 × 4 × 64 2 × 2 64 2 2 × 2 × 64

7 Fully Con 2 × 2 × 64 3

Group the simulation output data with the proportion of 5:4:1 as the training set,
testing set and validation set. Use cross entropy loss function and Adams optimization
function, and set iteration time as 50 to train the CNN. Figure 3 shows the loss and
accuracy curve of the training.

In Fig. 3, the loss curve descends quickly and progressively stabilized near 0.01.
And the accuracy curve ascends quickly and stops fluctuation near 99%. Thus it is clear
that the CNN can categorize the 3 tagged models efficiently.

Fig. 3. The loss and accuracy curve of the CNN training.

Use the reference data as the CNN’s input and verify the network. The result is
[0.0988, 0.8379, 0.0632], which shows that the reference data belongs to “Excellent”
category. This matches the real world behavior.

4.3 Same Input Model Validation

Use each model’s last 20 series of data and additional 6 series of data in Fig. 4 as the
validation data under same input condition. There are 66 series of data in total.
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Fig. 4. Output curve of the additional output data.

Use TIC and GRA to calculate the similarity, and use Formula (9) to transform the
results into simulation credibility. Table 3 shows the credibility result.

Table 3. Credibility results of additional output data.

Simulation no TIC ρ TIC C GRA γ GRA C

1 0.335 0.712 0.387 0.363

2 0.358 0.688 0.441 0.413

3 0.342 0.705 0.445 0.418

4 0.330 0.717 0.459 0.430

5 0.322 0.726 0.586 0.549

6 0.405 0.638 0.585 0.548

It shows that all the 6 models credibility are less than the acceptability threshold of
0.75. Thus these 6 additional models are not credible.

Use CNN to evaluate the model credibility by 66 series of data. Put the additional 6
models output in the end. Table 4 shows the result.

According to the results, there is only 1 set of data (Set 65)’s categorized credibility
not corresponding to the expected result generated by TIC & GRA. The accuracy of the
CNN model validation is 98.5%.
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Table 4. CNN results under same input condition.

No Good Excellent Medium Expected Actual

1 0.96 0.01 0.03 1 1

… … … … … …

41 0.11 0.02 0.87 3 3

… … … … … …

60 0.12 0.02 0.86 3 3

61 0.28 0.01 0.71 0 0

62 0.18 0.18 0.64 0 0

63 0.24 0.73 0.03 0 0

64 0.23 0.74 0.03 0 0

65 0.02 0.05 0.93 3 0

66 0.25 0.32 0.43 0 0

4.4 Different Input Model Validation

Adjust the interceptor missile 1’s initial velocity in the model, and run the simulation
again to generate outputs under different input condition. Table 5 shows the coordinate
(x, y) of interceptor missile 1.

Table 5. The model output data for validation under different input condition.

1 2 … 1223 1224

(9000.3, 200.5) (8994.6, 322.9) … (4012.4, 2310.6) (4012.4, 2310.6)

Use TIC and GRA to calculate the similarity between simulation outputs in Table 5
and the reference, and use Formula (9) to transform the results into simulation credibility.
Table 6 shows the credibility result.

Table 6. Credibility results of different inputs.

Simulation no TIC ρ TIC C GRA γ GRA C

1 0.321 0.728 0.370 0.347

It shows the credibility is less than the acceptability threshold of 0.75. Thus this
simulation under different input condition is not credible.

Use the data in Table 7 as the input of the CNN for model validation. Table 7 shows
the categorized credibility result.
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Table 7. CNN result under different input.

No Good Excellent Medium Category

1 0.16 0.01 0.83 3

The CNN result shows that the simulation’s credibility is “Medium”. Since the
model did not change, only the input was adjusted in the valid range, the credibility
should remain the same as the same input condition. Thus CNN is able to evaluate the
model credibility under different input condition, which cannot be done by conventional
similarity analysis methods (such as TIC & GRA).

5 Conclusion

The most convincing way to evaluate a model’s credibility is to analyze the outputs sim-
ilarity between the simulation and real world. However, the outputs vary from a system’s
inputs, which makes model validation difficult under different inputs condition. Since
it is not easy to guarantee same inputs between simulation and real world, conventional
model validation methods are not as efficient as they look like.

By building a CNN for a target model according to its output data condition, we can
perform model validation no matter the inputs are the same or not. Case study proves
that, the method can obtain 98.5% validation accuracy when inputs are the same, and
can also discriminate credibility levels when inputs are different. The CNN based model
validation method may change the embarrassing status of the same input requirements
when performing model validation, which is actually not practical most of time.

Meanwhile, CNN method only brings a categorized credibility level but not a quan-
titative result in [0,1], which reduces the discrimination resolution when comparing
multiple simulation implementations to the same object. Possible solutions may use
the possibilities of each category of model credibility level, and transform them into a
quantitative credibility result.
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Abstract. Most of the current tracking methods for multi-target pedestrian track-
ing are unable to solve the problem where the tracking targets are blocked and
reappears after disappearing in the camera perspectives, which brings great chal-
lenges to its practical application. To tackle this problem in dense crowds, we
propose a multi-target pedestrian tracking method based on fusion feature corre-
lation under multi-vision: Updating the pedestrian feature pool based on GMM to
reduce the feature pollution; Then dynamically calculating the similarity threshold
of target features based on K-means algorithm; Use the idea of voting to match
pedestrian features and determine the addition and reappearance of pedestrians.
The results on open dataset Shelf show that our method improve the accuracy and
success rate of tracking under the condition of occlusion and reappearance after
disappearance.

Keywords: Multi-vision · GMM · Dynamic threshold · Fusion feature ·
Reappearance detection

1 Introduction

In recent years, with the continuous expansion of urban population density and the
increasing contact between people, the demand for social security management and
urban information development has derived the demand for multi-target monitoring and
trajectory tracking such as pedestrians. Therefore, it is of great practical significance to
use computer vision for multi-target pedestrian tracking task.

In the case of multi-view vision, the multi-object tracking task not only requires to
be carried out in the time stream, but also needs to be completed between each view
at the same time. Due to the differences in the relative position and background in
different images, especially in complex environments such as overlapping, occlusion
and background distortion [1, 2], the difficulty of multi-target tracking increased, and
the corresponding tracking algorithms also put forward higher requirements. At present,
there are lacking related researches on multi-target tracking task. Although the existing
algorithms have made different contributions in tracking efficiency and success rate, they
still cannot solve the problems when tracking targets are occluded, or targets disappear
from the camera views and then reappear [3–5]. In most cases, there are problems
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such as tracking interruption, tracking drift, and tracking error when occluding [6–10].
Besides, the problems of error-tracking, miss-tracking, and non-correspondence caused
by disappearance and reappearance are more difficult to solve [11–13].

Based on this, a multi-target pedestrian tracking method based on fusion feature
correlation under multi-vision are designed to solve the problems of long-term occlusion
and reappearance of pedestrians.

2 Related Works

In the field of multi-object tracking, many excellent algorithms have been produced, such
as DeepSORT[9], ByteTrack[14], MOTDT[1], etc. These algorithms have made excel-
lent innovations in the field of multi-object tracking from the aspects of computational
efficiency, tracking accuracy, and solving occlusion problems [15–19].

DeepSORT [9] is an improved algorithm based on SORT target tracking. It extends
the core tracking framework in SORT, using Kalman filter and Hungarian algorithm
to predict the current position and perform data association, and assigns target IDs to
each object. Introducing deep learning models, and a simple CNN network is used to
extract and save the appearance features of the detected target after each tracking. The
combination of deep neural network and Kalman filter makes the tracking model higher
accuracy and stronger robustness, but the Kalman filter cannot accurately predict the
state of the targets which are occluded for a long time.

ByteTrack [14] is a method based on the Tracking-by-Detection paradigm. At
present, most multi-object tracking methods obtain IDs only by associating detection
boxes whose similarity is higher than the threshold, which brings a large number of
missed detection and fragmented trajectories due to occlusion. BYTE, a new data asso-
ciation model proposed by [14], not only associates high confidence boxes, but also
performs calculations with secondary correlation and background filtering between low
confidence boxes and unmatched tracking objects, and then uses the similarity of the
trajectories to recover the true target. This method has excellent tracking effect on the
low confidence detection box caused by partial occlusion, but it puts forward higher
requirements for the detector, and is hard to deal with the correlation matching problem
when the tracking objects are completely occluded under monocular vision.

MOTDT [9] combines detection and tracking results on the basis of real-time perfor-
mance, and selects the best target candidate based on deep neural network, so as to solve
the problem of unreliable detection in online tracking. A hierarchical data association
strategy is proposed to hierarchically associate target IDs with different candidate boxes
using different features to avoid other unwanted objects and background contamination.
MOTDT [9] designs a trajectory segment confidence calculation module to evaluate the
accuracy of the Kalman filter using time series information. Combined with the hierar-
chical correlation method, the MOTDT model can run at real-time speed, but since the
Kalman filter is not suitable for long-term tracking, this model has great instability for
the situation when the targets disappear and then reappear.

The actual experiments show that most of the multi-target tracking algorithms have
serious problems such as error-tracking, miss-tracking, target ID hopping [20–22] in the
case of complete occlusions, reappearance after long time disappearance and so on. To
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tackle this, we conduct innovative research on fusion feature extraction and updating,
calculation of feature correlation, pedestrian addition and reappearance judgment.

3 Proposed Method

The overall implementation process of the tracking framework is shown in Fig. 1. Firstly,
the YOLOv5 [23] algorithm is used to detect pedestrians in multi-view images under
the video stream to obtain all the detection boxes. Secondly, the target features are
fused based on the correlation of the partition features, and all the pedestrian features to
be associated in each frame are extracted. Then, the voting idea is used to calculate the
feature similarity matrix, determined the dynamic threshold based on K-means [24], and
matched all the target features. Next, combine the pedestrian addition and reappearance
judgment to complete the multi-target pedestrian association. All the associated target
features are stored in the feature pool, which is updated based on the GMM model. The
most representative features of each pedestrian ID are selected as the template for the
next feature matching under multi-vision, while the repeated and simple features will be
eliminated.

Fig. 1. Overall process of multi-target tracking method based on feature correlation fusion.

3.1 Fusion Feature Extraction and Update

In this section, starting from the feature correlation, feature extraction is carried out
based on the partition feature correlation of the target images. Besides, we propose a
GMM-based strategy to update the feature templates of all objects respectively.
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Fusion Feature Extraction Method. The existing matching methods using pedestrian
local features only consider the rough geometric correspondence of people and many
parts are isolated from each other, which disperses the feature similarity calculation
between different people with similar attributes. The proposed feature extraction method
based on partition feature correlation is a feature network that considers the relationship
between individual body parts and the rest parts, which provides a more accurate feature
representation even in the case of the lack of body parts in the pedestrian images.

Firstly, the target pedestrian image corresponding to the detection box is extracted,
and a feature map of size H × W × C is extracted from the image based on the ResNet-50
backbone network. Divided it evenly into six horizontal partitions, as shown in Fig. 2.
The global max pooling is performed on each partition feature to obtain the partition-
level features of size 1 × 1 × C. We propose the partition contrast correlation module
(PCC) and the global contrast pooling module (GCP). In PCC, a partition-level feature is
extracted from the horizontal partitions to perform different target association using body
parts. It is fed into the convolutional network as the main feature, taking partition 1 as
an example, the remaining partitions are averaged pooled to aggregate the information
of other body parts. After convolution, the main feature pi and aggregate feature ri

are integrated to obtain the correlation feature f1. Similarly, we can obtain f2 ∼ f6 for
other partitions respectively. In GCP, the maximum pooling information is continuously
added into the average pooling process based on the convolution operation, and the most
discriminative part features in the region are aggregated in each horizontal partition to
obtain f0.

Fig. 2. Fusion feature extraction based on feature correlation.

In this method, fi can describe the relationship between the information of each
specific part and all other parts to adapt to complex occlusion environments, while
f0 can remove the background clutter and effectively reduce the feature pollution. By
combining the two, we extract all the pedestrian features to be associated.

Update Strategy of Tracking Feature Pool. In order to ensure the accuracy and success
rate of pedestrian tracking relation in multi-view, we propose a feature pool updating
strategy based on GMM. In each update, the features under different views and different
time points are collected as a mixture of Gaussian components, and each component can
express the pedestrian characteristics from different aspects, so that the feature template
of each object ID in the feature pool can maintain its generalization ability.
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Gaussian mixture model (GMM) is an extension of ordinary Gaussian model. It uses
the combination of Gaussian components to describe the data distribution. Computa-
tionally GMM is based on the derivation of the EM algorithm, which is mainly divided
into expectation (step-E) and objective maximization (step-M).

GMM is used to calculate the mean and covariance matrix of each Gaussian. Firstly,
set the parameters: X = (x1, x1, . . . , xN ), Z = (z1, z2, . . . , zN ), θ = (p, μ,�). Each
Gaussian distribution and its mean and covariance matrix can be initialized as P =
(p1, p1, . . . , pK ), μ = (μ1, μ2, . . . , μK ),� = (�1, �2, . . . , �K ). θ denotes the cluster
center of each class, which contains the probability distribution of the latent variable Z ,
θ(i) is the estimated value of the parameter after the ith iteration. N represents the number
of samples, and K represents the number of Gaussian distributions. The parameters are
substituted into the EM algorithm to obtain the Q-function.

Q
(
θ, θ(i)

)
=

N∑
i=1

K∑
k=1

(log Pk + log φ(xi|μk , �k))P(zi = Ck |xi, θ
(i)) (1)

Thus, the parameters at the next time are solved according to the Q-function. In
formula (1), P(zi = Ck |xi, θ

(i)) is the posterior probability of the hidden latent under
the current parameters, and all its internal parameters have been determined, so it is
represented by the new variableγij. Formula (2) is substituted into the step-M to solve
the parameters in the next time. Each Gauss and its mean and covariance matrix are
obtained, as formula (3).

γij = Pjφ(xi|μj, �j)∑K
k=1 Pkφ(xi|μk , �k)

(2)

P(i+1)
j = 1

N

N∑
i=1

γij, μ
(i+1)
j =

∑N
i=1 xiγij∑N
i=1 γij

, �
(i+1)
j =

∑N
i=1

(
xi − μj

)T
(xi − μj)γij∑N

i=1 γij
(3)

In the process of feature pool update, we need to define the number of Gaussian
components of the mixture and agree on the properties of the covariance matrix. Set the
number of Gaussian components to 10, and the attribute is the diagonal matrix “Diag”.
As shown in Fig. 3, the update strategy of fusion feature pool based on GMM is as
follows: after the multi-target relation matching in each frame, all new related features
of each target ID are added to the feature pool. Set the storage limit of a single target in
the feature pool to 50.

When the number of features stored by this target ID in the feature pool exceeds
the storage limit, the earliest added features are eliminated before adding new features,
so that the number of features is maintained at the storage limit. When there is no new
associated feature in the frame, the existing features are maintained to complete the
feature flow of the feature pool. Finally, when there are more than 15 features of the
target ID in the feature pool, GMM is used to select the 10 most representative features
among all the features of the target ID as feature template Query for association matching
in the next frame. When the number of features is less than 15, the existing features are
directly used as Query.

The feature pool update strategy based on GMM dynamically updates the target ID
features stored in the feature pool with the time flow, which ensures low state space
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Fig. 3. Feature pool updating process based on GMM.

utilization and improves the computational efficiency of feature matching. Meanwhile,
the Query always maintains high correlation with the environment and state of the
target in the current frame. Besides, for the related target ID, the stored features in the
feature pool will not change when the target completely disappears or is completely
occluded. Therefore, when the target appears again, it can be re-tracked and associated
with the previous ID. The difficult problems such as ID hopping and tracking drift after
disappearance and reappearance are effectively avoided [25, 26].

Fig. 4. Using GMM to update feature pool Query and traditional continuous feature maps.

3.2 Calculation of Feature Correlation

After dynamically updating the feature pool, the feature template Query selected from
the feature pool needs to be matched with the pedestrian detection boxes to be associated
in each frame.

Calculation of Similarity Matrix. When obtaining each pedestrian feature to be asso-
ciated in all views of the current frame, all the features to be related need to be matched
by using the feature template selected from the feature pool [27]. As shown in Fig. 4,
the template features selected by the feature pool are used as query items, and the 10
features selected for one target ID are taken as a group. All the features to be associated
in the current frame form the matching item, Gallery. Through the pairwise distance cal-
culation between the Query and the Gallery, the similarity matrix of all galleries under
each set of queries can be obtained [28, 29]. The smaller the result of each Query and
Gallery is, the more similar the two features are.

The similarity matrix is calculated and judged based on voting. If there is a big
difference of the similarity score between a matching item in the Gallery and that of
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Fig. 5. Similarity matrix calculation of feature correlation.

a group of Query, a voting is carried out, and the mean value of the class with more
votes will be used as the similarity calculation result. If all the results in a Query group
have little difference, the average of all the calculated results will be directly taken. This
method effectively eliminates the error association results caused by a small amount
of feature errors, making the tracking process very good robustness. At the same time,
the similarity matrix calculation takes features instead of images as input, effectively
improves the efficiency of association matching.

Determination of Dynamic Threshold. We propose a dynamic threshold determina-
tion strategy based on K-means, using K-means to cluster the feature similarity matrix,
combines the voting algorithm to determine the dynamic threshold in each frame. In the
process of similarity matrix calculation, set the number of categories to 2, and calculate
the similarity results of each matching item in each group of queries based on K-means.
For each group of queries, the similarity results of all Gallery matches are clustered twice
based on K-means, and all the matches contained in the category with smaller similarity
results (similar features) are found. At this time, the dynamic threshold is determined
by combining the clustering results of the similarity matrix, as formula (4) shows.

Dy_threshold = min
(
avgij

) + (max(avgij) − min(avgij)) × threshold (4)

Where, avgij is the similarity matrix calculation result of the jth Gallery matching item
in the ith group of Query. threshold is the initial fixed threshold.

When the similarity calculation result of matching items Gallery included in the
secondary clustering is less than the dynamic threshold, the target is considered to be
successfully associated with the target ID corresponding to the Query group.

Pedestrian Feature Matching and Tracking. When the initial frame feature pool is
empty, the association matching needs to be performed separately in each view. In the
initial frame, select the view with the largest number of detection boxes as the main view.
All features in the main view are used as Query_0, and all features in the other views are
used as Gallery_0 to calculate the feature-related similarity matrix. Associate the target
features in the other views with the main view to achieve pedestrian tracking between
different views in the initial frame, as shown in Fig. 5. Then, add all the associated target
features to the feature pool respectively, and start the multi-target tracking process.
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To solve the problem caused by the defects of K-means itself, we use IoU and
center offset rate to detect the mutation of the pedestrian detection boxes. For the related
detection boxes, we calculate the two indicators with the detection boxes of the same
person in the same view of previous frame, as shown in formula (5).

IoU = St−1 ∩ St

St−1 ∪ St
, centre_x = |xt − xt−1|

xt−1
(5)

Where St−1, St, xt−1, xt represent the area of the detection box of the same person
in the same view and the X-coordinate of the center points in the previous frame and
the current frame respectively. When both IoU and center offset rate are less than the set
threshold, the association of target features under multi-vision is considered successfully.
In addition, after the object feature association according to the similarity matrix, if the
object ID appears in the previous frame in a view but does not appear in the current
same view, the miss tracking detection will be triggered. Next, calculate the IoU and
center offset rate of the target ID detection box in previous frame and all the unassociated
detection boxes in the current frame. If the mutation detection composed of two indicators
can be satisfied at the same time, the detection box can be considered to be successfully
associated with the target ID.

3.3 Target Addition and Reappearance Determination

In this process, we propose a new addition and reappearance determination method based
on feature correlation. If two or more unrelated features still appear in the current frame
in more than 60% views, new pedestrian determination will be triggered. As shown in
Fig. 6, taking an unassociated feature in each of the five perspectives as an example, all
the unassociated features are simultaneously used as Query_new and Gallery_new to
calculate the similarity matrix.

Fig. 6. Pedestrian addition decision diagram based on feature correlation.

For the obtained square matrix, the upper triangular matrix is selected for the target
feature correlation. Combined with the dynamic threshold determination method, when
at least two features exist in two views and the similarity matrix calculation results are
lower than the threshold, the new pedestrians are determined. The specific determination
process is shown in Algorithm 1. After determining a new target, the corresponding
information will be added into the Query, and the new target will be tracked in the next
target feature association.
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Combined with the feature pool update strategy, if the associated target ID completely
disappears in all perspectives, the feature template in its feature pool will still be retained.
Therefore, when the target reappears in any perspective, its feature will still be associated
with the previous ID.

the classifica on results of pedestrian features

Algorithm 1
1: INPUT associated pedestrian subscripts in all views;
2:    INPUT all pedestrian Bboxes detected by YOLOv5;
3:        Find unassociated pedestrian subscripts in all views;
4:        Obtain views with unassociated pedestrian as Views;
5:        Extract features of all unassociated pedestrian;
6:        Get frame and bboxes of all unassociated pedestrian;
7:        if len(bbox es) == 0:
8:            return;
9:    if len(Views) > 60% of all views:
10:        Place features of all unassociated pedestrian both into Query_new and Gal-

lery _new;
11:       for query in Query_new:
12:           for gallery in Gallery_new:
13:               Calculate the similarity of two features;
14:       Place all similarity into an array degree to form a similarity matrix;
15: Obtain the upper triangular matrix of the similarity matrix;
16:       Set num_component = 2;
17:       Obtain with K-means as km;
18:       Calculate the Dynamic thresholdbased on the upper triangular matrix;
19:       Obtain len(min(km.cluster_centers));
20:       if float(min(km.cluster_centers)) < Dynamic threshold:
21:           if len(min(km.cluster_centers)) >= 2:
22:               if len(min(km.cluster_centers)) == len(Views):
23:                   Get detected_bbox from min(km.cluster_centers);
24:                   cv2.rectangle(frame, detected_bbox);
25:                   Update the new target image;
26:   else:
27:       There are no new pedestrians .

4 Experiments

The evaluation indexes used include: center location error (CLE), tracking accuracy,
tracking success rate, mismatched number etc. We adopt the success rate evaluation
method proposed by [30]. The overlap ratio (IoU) between the tracking prediction frame
and the real target frame is calculated to determine the degree of overlap between the two
frames, and then the success rate of tracking is determined. Mismatched means under
a certain threshold, when the target ID of the same target in the image is matched, the
tracking prediction frame does not meet the threshold, and when the tracking prediction
frame meets the threshold, the target ID does not match.
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We compare the proposed tracking framework with the excellent tracking algorithms
mentioned in Sect. 2. To fully analyze the algorithm performance, in Fig. 7(a), the offset
distance accuracy of our framework is analyzed with other two tracking algorithms. Here,
only CLE less than 50 is evaluated. In this case, the curve represents the proportion of
the number of detected targets offset distances less than different offset thresholds to the
total number of frames.

In Fig. 7(b), the tracking success rate under different algorithms is compared, as
shown in formula (6). As can be seen from Fig. 8(a) and (b), the tracking framework
proposed in this paper not only has high tracking accuracy, but also better tracking target
success rate than other tracking algorithms when there are complex situations such as
target addition, long-term occlusion, and reappearance under multi-vision.

S = Ri ∩ R0

Ri ∪ R0
(6)

Fig. 7. Comparison of multi-view tracking results under different algorithms.

Figure 8 compares the error-tracking of different tracking algorithms with video
streams under different intersection ratio thresholds. The curve represents the sum of the
number of errors of each algorithm to a certain frame over time under multi-vision. It
can be seen that the tracking framework proposed can show better tracking stability and
control error performance than other algorithms under different thresholds, especially in
the control of the number of wrong tracks. In contrast, other algorithms have persistent
ID mismatch in the later stage due to reasons such as reappearance and different views
being occluded to different degrees.

Figure 9 shows the tracking results of some keyframes. Each line is a different view
of the image in a frame. The second row is the scene where pedestrian No. 2 completely
disappears from all perspectives and reappears, where this algorithm can track the same
target and predict the same ID as the real value, while other algorithms will have ID
matching errors and other situations. In general, the algorithm can track and correlate
all targets effectively and predict the correct ID under multi-vision.



214 K. Chen et al.

Fig. 8. Mismatches numbers occurring over time by different algorithms under different IoU
thresholds.
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Fig. 9. Tracking performances of different algorithms after disappearance and reappearance

Fig. 10. Illustration of some key frames.

Figure 10 shows the tracking results of some keyframes. Each line is a different view
of the image in a frame. The first line is the scene when pedestrian No. 2 is added. In
general, all algorithms in this frame achieve good tracking effects. The second row is
the scene where pedestrian No. 2 completely disappears from all perspectives and then
reappears, where our algorithm can track the same target and predict the right ID, while
other algorithms have ID matching errors and other situations. The third line is the scene
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where everyone is standing in the effective tracking area under multiple perspectives.
It can be found that other algorithms will cause ID matching errors, tracking drift and
other situations when occlusion and reappearance occur. In contrast, our algorithm can
effectively correlate all targets and predict the correct ID under multi-vision.

5 Conclusion

To tackle the problem of multi-target pedestrian tracking under multi-vision in a dense
crowd, we propose a multi-target pedestrian tracking method, which is based on the
fusion feature correlation to track multi-target pedestrians. Use the voting algorithm
to conduct correlation matching of pedestrian features in multi-perspective, reducing
the problems such as association errors and tracking errors caused by problems such as
occlusion. The dynamic threshold calculation based on K-means ensures the universality
of the tracking scene and improves the accuracy and stability of multi-pedestrian tracking.
The method ensures the accuracy and success rate of tracking and identification of newly
added pedestrians, and solves the problems of target ID hopping and tracking drift after
pedestrians’ disappearing and reappearing. After feature matching and verification, a
feature pool update strategy based on GMM is proposed. The feature pool is dynamically
updated every frame to improve the representativeness of the template features in the
feature pool in the current environment and effectively reduce the feature pollution
problem. Our goal is to find more optimized and efficient multi-target tracking and
modeling methods under multi-vision.
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Abstract. Customizing 3D terrain based on user semantics plays an important
role in military simulation, but it is difficult to realize realistic results because of
the limited ability of some simple Convolutional neural network (CNN) models.
In order to meet the personalized needs of users, this article proposes a prototype
learning based terrain generation network (ProTG Net). Concretely, it extracts
terrain semantics based prototype features from a small number of terrain sur-
face samples, and then transfers the pre-learned features to user customization.
Specifically, a prototype learning based framework is designed, including a terrain
texture generation module (TGM), prototype feature generation module (PGM),
and multiple prototype features matching module (FMM). TGM is designed as
the CGAN based Pix2pix (Pixel to Pixel) structure, which can generate realistic
terrain textures based on user semantics, providing a reliable terrain texture data
source for prototype learning. Based on the semantic terrain texture generated
by TGM, multi-features are extracted in PGM including the adaptive super-pixel
guided features and the terrain spatial feature. In addition, multiple feature match-
ing strategy is proposed for achieving the better matching between prototype
matching and user semantic features. Taking a public dataset of real terrain as an
example, it was verified that the prototype based method can generate realistic 3D
terrain and achieve user customization to obtain realistic results.

Keywords: Terrain · Prototype learning · Feature · Superpixel

1 Introduction

Realistic 3D terrain generation is a classic hotspot with a long history in computer
graphics. Its purpose is to model vivid 3D terrain according to simulated geometric
coordinates or sampled real terrain data [1]. The realistic 3D terrain synthesis task has
always been a hot topic in the academic and military simulation fields.

In past researches, many terrain generation methods have emerged, with the three
main categories being fractal based terrain generation methods [2], height field based
terrain generation [3], and texture based terrain generation [4]. The Height field based
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Terrain Generation (HTG) is one of the mainstream strategies in terrain simulation.
Especially as a classic terrain generation method, the elevation map strategy has the
characteristics of small storage capacity and easy conversion into mathematical models
[5], making it the preferred choice for most researchers in 3D terrain research. In the
research of HTG, there have been process based terrain generation (PTG), simulation
based terrain generation algorithm (STG), and sample based terrain generation method
(SBTG). In PTG based methods, the geometric height of terrain maps requires an iterative
process to synthesize terrain, and fractal set theory is its principle. In early research,
Degeorgio V and Mandelbrot et al. first proposed the use of fractal set theory for terrain
generation tasks [6]. Then, using terrain height for modeling, an interpolation method
was proposed to insert a new pixel point between adjacent two points [7]. In addition,
PTG based on wavelet transform [8] and PTG based on Berlin noise [9] were also
proposed. In STG based methods, the goal is to simulate the impact of physical erosion
on terrain, where grid setting methods are used to add control conditions at each vertex
to simulate the physical erosion process [10, 11]. Real time STG based methods are also
proposed [12]. In the SBTG based method, it generates a new terrain map by selecting
duplicate terrain textures. In its early research, texture sample regions were selected by
calculating the distance between adjacent points [13], and then terrain texture styles
were selected as global features. On this basis, local terrain textures were generated into
realistic terrain maps [14]. Overall, there exists the high complexity and computation in
terrestrial generation, besides, it is hard to achieve user customized semantics.

Recently, with significant improvements in the performance of CNN, some HTG
methods based on CNN have emerged [15–17]. In existing deep learning based proto-
types, it obtains feature measurement results by calculating the similarity between the
query features and support prototype features, which has been widely applied in many
research fields, such as segmentation [18] and object tracking [19].

Although deep neural networks have made significant progress in terrain modeling,
there are still typical problems that require a large amount of dense annotations in
deep model training. Recently, the rapid development of deep learning analysis has
led to the emergence of class specific prototype representations [20–22], which fully
utilize knowledge from support set knowledge and provide better generalization ability
in alignment regularization between support and queries.

At the IEEE Conference on Computer Vision and Pattern Recognition, superpixel
guided clustering (SGC) and guided prototype allocation (GPA) were provided in adap-
tive prototype learning [21]. SGC extracts more representative prototypes by aggregating
similar feature vectors, while GPA can guide the acquisition of more accurate matching
prototypes. Inspirited by the previous works, prototype learning principles are applied
to the study of terrain generation. Unlike [21] in prototype learning, which only calcu-
lates the previous adaptive superpixel guided features, in our method, in addition to the
superpixel guided features, the terrain spatial features are also considered in this work.

Our method utilizes a small number of terrain texture maps to construct a sample
dataset of terrain textures, and then uses prototype learning to extract terrain features
from it. The extracted texture is further matched with the user terrain semantics input to
obtain customization. Therefore, we extract the prototype features of the terrain and then
query the similarity between the query features and existing terrain prototype support
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features to obtain the generated results. In summary, the contribution of our method can
be described as:

(1) A prototype learning based 3D terrain generation framework is proposed. It transfers
the problem of 3D terrain modeling to feature matching in Metric space based on proto-
type learning. Multiple features were extracted in prototype learning, including adaptive
superpixel guided features and terrain spatial features, and multiple features matching
for better performance is achieved in terrain generation prototype learning.
(2) A terrain texture generation strategy based on wavelet transform is proposed. Bor-
rowing the pix2pix framework to synthesize terrain textures to extract precise terrain
features for further prototype learning.
(3) A terrain generation framework based on user semantics is studied, which takes user
customization as the query condition and can meet the needs of user customization in
generating terrain.

2 Prototype Learning Based 3D Terrain Generation

The goal of our method is to study a terrain Generative model based on prototype learning.
It inputs user-defined semantics and outputs the generated terrain elevation map. Our
prototype based learning terrain generation network (ProTG Net) is based on a terrain
texture generation strategy, as shown in Fig. 1. On the basis of terrain texture generation,
prototype features with finer details can be extracted. Then prototype feature matching
can be performed in metric space. In this section, we will first introduce our framework,
and then provide a detailed introduction to our strategy, including the design methods of
terrain texture generation module (TGM), prototype feature generation module (PGM),
and multiple prototype features matching module (FMM).

2.1 The Framework of ProTG-Net

As shown in Fig. 1, our overall architecture of ProTG-Net is based on a prototype learning
framework, which includes terrain texture generation, prototype type feature generation,
and multiple prototype features matching. In terrain texture generation, we design a TGM
module. In prototype feature generation, we provide a prototype generation module
denoted as PGM. In prototype feature matching, we designed multiple prototype features
matching module denoted as FMM, as shown in Fig. 1.

In TGM, it inputs user semantic and outputs the generated customization of terrain
texture map. It is designed as a GAN (Generative Adversarial Network) structure. TGM
includes DWT (Discrete Wavelet Transform) generators and patch based discriminators.
A generator based on DWT is designed to obtain more detailed terrain information for
precise detail. TGM is encouraged by Pix2pix [23], different from the state of art, we
design the DWT generator as dual encoding. The first encoding process uses a regular
encoding and decoding structure, while the second encoding process is based on DWT
theory. Both encoding and decoding structures use 4-layer down-sampling encoding and
4-layer up-sampling decoding calculations.

In PGM, prototype features are extracted in this module. In this work, two kinds
features are considered, adaptive superpixel guided feature and the terrain spatial feature,
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Fig. 1. The framework of ProTG-Net. Our prototype based terrain generation network (ProTG
Net) is based on a terrain texture generation strategy. On the basis of terrain feature generation,
prototype features are extracted, and then prototype features are matched in metric space. It
includes a terrain texture generation module (TGM), a prototype feature generation module (PGM),
and multiple prototype features matching module (FMM).

as shown in Fig. 1. In the previous work, adaptive super-pixel guided clustering and
guided prototype allocation are introduced by the state of art [21] for multiple prototype
extraction and allocation. Due to the fact that the adaptive superpixel guided clustering
method is a parameter free and training free method, we apply its ideas to our work.
In addition, unlike [21], this work also considers the spatial characteristics of terrain.
Encoder A is designed for encoding the adaptive superpixel guided feature and Encoder
B is designed for encoding the terrain spatial feature, respectively.

FMM is designed to select matching prototypes to provide more accurate guid-
ance. Based on the two features extracted from the previous statement, in the prototype
matching stage, as in the previous work [21], we considered superpixel guided feature
matching in prototype learning. In addition, this work also considered terrain spatial
feature matching. On this basis, as shown in Fig. 1, we combine the two path matching
result to obtain more stable results.

2.2 The Texture Generation Module TGM

In TGM, we use a small number of terrain texture maps to construct a terrain dataset
with a few terrain samples. Then, in prototype learning, we extract prototypes from the
constructed dataset and further match them with the input semantic map. Therefore, our
method utilizes the rich features of terrain texture maps to extend the corresponding
features of terrain segmentation maps to generate realistic 3D terrain.

TGM is designed using the framework Pix2pix [23], where Unet [24] is used as a
generator. Unlike existing technologies, we have designed the DWT generator as dual
encoding [25]. The first encoding process is a regular encoding and decoding structure
[23]. Like the first encoding method, in order to more accurately synthesize terrain, the
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second encoding method is designed based on DWT theory, including 4-layer down-
sampling encoding and 4-layer up-sampling decoding calculation. In order to obtain the
features of Discrete wavelet transform, Our method calculates the mean feature, hori-
zontal difference, vertical difference and horizontal-vertical difference in each layer of
sampling, which are corresponded to the four components feature of wavelet transform,
denoted as LL feature, LH feature, HL feature, and HH feature, as shown in Fig. 2.

Fig. 2. The DWT-Generator. we design the DWT-Generator to calculates the features of dis-
crete wavelet transform including the mean feature, horizontal difference, vertical difference and
horizontal-vertical difference, which are corresponded to the four components features denoted
as LL feature, LH feature, HL feature, and HH feature, as shown in this Figure.

In order to obtain more accurate terrain features, our method calculates 4-layer
wavelet features and decodes the four component features from the first level of down-
sampling to generate texture results.

Inspired by the Pix2pix network [23], we designed a patch based discriminator
denoted patch_ D (as shown in Fig. 1) used to generate as realistic a terrain texture map
as possible. The input of the discriminator is an image pair of terrain semantic map and
terrain texture map from the generator, and the discriminator network outputs matrix N
with elements sized n × n, each element in the matrix represents a patch, which corre-
sponds to the receptive field of the image pair. The patch based discriminator is designed
with 3 convolution operations, with batch normalization processing performed after the
first convolution, and only batch normalization and activation processing performed after
the second convolution calculation.

2.3 The Prototype Features Extraction and Comparison

In PGM design, inspired by existing technology [21], an adaptive superpixel guided
feature is provided in prototype learning. Inspired by existing technology, the proposed
method extracts adaptive superpixel guided features. In order to enhance the details
of terrain features, we consider using sample terrain textures to extract terrain spatial
features.

In the extraction of adaptive superpixel guided features, just like the work [21], our
proposed strategy aims to adaptively changing the number of prototypes and their spatial
range based on perception content, and enables the prototypes to have content adapta-
tion and spatial perception capabilities. We divide the supporting features into several
representative regions based on the similarity for adaptively selecting more important
prototypes from the more similar features in the query stage.

We define superpixels as a set of pixels with similar features, and dynamic update the
superpixel centroids of representative prototypes by aggregating similar feature vectors.



Prototype Learning Based Realistic 3D Terrain Generation 223

In this study, as in previous work [21], the distance function D associated with the
coordinates of each pixel and the supporting feature map is defined as

D =
√

d2
p + kd2

s (1)

where dp denoted the pixel feature distance and ds denotes the spatial feature distance,
k denotes the weight of spatial feature. In the calculation of pixel feature distance and
spatial feature distance, color features and terrain pixel coordinates are considered. On
the basis, the correlation mapping Q between each pixel and all superpixels is calculated
as

Q = e−D (2)

where D denotes the distance between every pixel and the superpixels calculated from
Formula 1 Then, we treat the correlation mapping Q as the weight of masking query
features and update the superpixel centroid at each iteration step.

Different from the previous work [21] that only calculates the previous adaptive
super-pixel guided features in prototype learning, in our method, in addition to the
adaptive superpixel guided features, this work also considers terrain spatial features. As
shown in Fig. 1, the generated terrain texture from TGM is encoded into 4-layers texture
features using the convolutional units that is composed of the resNet [26] block, batch
normalization, and activation process, and then, the terrain texture support feature PS is
obtained. We take the similar process to obtain the terrain query feature PQ calculated
from the user input semantics data.

In order to obtain a more precise query result in prototype feature matching, we pro-
vide a multi-feature matching strategy in prototype learning coupling with the extracted
adaptive superpixel guided features and terrain spatial features. In the adaptive superpixel
guided features, inspired by existing techniques [21], our method adopts an adaptive pro-
totype allocation strategy. It first calculates the cosine similarity between each prototype
and query feature element in the feature space, and the similarity result is denoted as MA.
Similarly, in the terrain spatial feature space, our method calculates the cosine similarity
between each prototype and the query feature elements in the spatial feature space, and
then the similarity result is denoted as MB, and further to combine these two similarity
matrix to obtain the enhanced prototype query result, see Fig. 1.

2.4 Network Loss Function

We define two kinds of loss, the generating loss LG and discriminative loss LD. LG is
defined as:

LG = WaLG_DT + WbLP + WcLG_L (3)

where LG_DT and LG_DW denote the discriminative losses. LG_DT is calculated by the
terrain semantics map and output of G_DT, LP is the similarity L1 loss calculated by the
similarity between MA and MB. WcLD_L is the L1 loss calculated by the DEM grayscale
image and the ground true DEM image. Wa, Wb and Wc are three constants taking 1, 10
and 100 respectively, to weight the influence of each Loss function on the total loss.
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In the prototype network, the specific expression LP is as follows:

LP =
∑

|C1 − C2| (4)

In this equation, the smaller the result of LP , the more similar C1 and C2 are, indicating
that the prototype feature matches the query better.

LG_DT is defined as:

LG_DT = 1

Z

∑
(− log(D(Y ) + e)) (5)

where Z denotes the size of the patch in Generator, Y denotes the DEM grayscale image
generated by the generator network, and e is a constant close to 0,which is used to prevent
the gradient from disappearing.

LG_L is defined as:

LG_L = 1

M
|Y − YT | (6)

where M denotes the number of the number of elements in the output terrain map Y , and
YT denotes the ground true DEM grayscale map corresponding to the input semantics.

In the discriminant network, the optimization objective function is as follows:

LD = 1

Z

[− log(D(YT ) + e) + log(1 − D(Y ) + e)
]

(7)

The first item is the Loss function of the result of discrimination against the real label,
and the second item is the prediction of D discrimination to the output of the generator.

3 Implementation Results and Analysis

3.1 Datasets and the Evaluation Method

Dataset. We evaluated the effectiveness our TSTG-Nets model on the public bench-
mark dataset and provided by a Kaggle Competitions [27]. The Kaggle dataset, it com-
poses of 5000 groups, and each group consists of terrain texture map and its correspond-
ing semantics. The resolution of each image in the group is both 512 × 512, randomly
cropped from a map drawn from global terrain. Each terrain segmentation map is created
with random parameters, and the initial obtained segmentation map is filtered by median
and abrupt pixels are smoothed to eliminate noise. We take the 5000 groups images and
divide them into training, validation, and testing sets according to the ratio of 06:06:0.1
to do the experiments.

Evaluation Method. We use SSIM, PSNR and FID as evaluation indicators. In our
experiments, we use some evaluation metrics to evaluate the performance of the model,
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where SSIM (Structural Similarity) serves as a standard for representing the similarity
between two images. The SSIM is calculated as:

SSIM =
(
2μxμy + c1

)(
2σxy + c2

)
(
μ2

x + μ2
y + c1

)(
σ 2

x + σ 2
y + c2

) (8)

where x is the result graph obtained by the network model, and y is the corresponding
label in the dataset. µx is the mean of x, μxy is the covariance of x and y, μxy is the
variance of x, and c1 and c2 are two constants, similar to about y symbols.

Besides, PSNR (Peak Signal to Noise Ratio) is used to measure the quality of an
image, such as clarity, which is based on the MSE (Mean Square Error), which can be
calculated as:

MSE = 1

mn

m−1
�

i=0

n−1
�

j=0

[
X (i, j) − Y (i, j)2

]
(9)

where X stands for result graph obtained by the network model, Y for the corresponding
label in the dataset, m for the height of the image, and n for the width of the image.

Based on MSE, PSNR can be defined as:

PSNR = 10 × log10
L2

MSE
(10)

where L is the maximum intensity of the image, here we take 255 for it.
The FID indicator is similar to SSIM in that it measures the vector distance between

two images. Unlike SSIM, a smaller FID value indicates a higher quality of generated
images. The formula is:

FID = ∥∥μr − μg
∥∥2 + Tr

⎛
⎝∑

r +
∑

g − 2

(∑
r
∑

g

) 1
2
⎞
⎠ (11)

where μr denotes the mean vector of image set generated by r, and μg denotes the mean
vector of image set generated by g.

3.2 Network Hyperparameters

This study carry on the experiment on the computer with operating system Windows
10, and with a memory of 16GB, a CPU of In-telRCoreTM i5–8400 3.80GHz, and a
graphics card of NVIDIA GeForce GTX 1070 Ti 8GB. The deep learning framework
used is Python 1.1.0 and Python 3.7, and the experimental running environment for this
chapter is Jupyter Notebook. The network hyper-parameter of the experiment is set as
the learning rate 2e-4, the optimizer the Adam optimizer, and the batch size 4. For each
dataset, the overall training round is 200 epochs.
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3.3 Experimental Results and Analysis

We compare the experimental results with the existing related methods on the terrain
dataset used in this article. The comparison methods are Pix2pix [23], Oasis [28] and
SPADE-GAN [29]. In order to adopt the principle of fairness, the discriminator of the
network is changed to PatchGan, and the Learning rate of 2e-4 and the epoch of 200,
the and batch size are selected as 4.

Figure 3 shows the visualization results of generating 3D terrain in the experiment.
In Fig. 3. In each row, the 3D terrain results are samples from the same sample user
semantics showed in the first image in each row, and the other images are comparative
experimental results from different network structures. Each row produces different
samples one by one. From the results of these 3D terrain generation, it can be seen that
our prototype learning method proposed in this article has the most ideal experimental
results.

Table 1 shows the comparative results of the same terrain dataset on the Pix2pix
[23], SPADE GAN [28], Oasis [29], and the methods used in this paper.

It can be seen that compared with the pix2pix network using Unet as the generator,
the method in this paper leads by 0.835 and 22.861 on SSIM and PSNR, respectively,
and is 0.107 and 3.61% higher than the pix2pix network; Compared with the Oasis and
SPADE in GAN methods, the SSIM index is 0.099 and 0.023% points higher, and the
PSNR index is 2.686 and 1.399% points higher, respectively. In terms of FID indicators,
the method in this study achieved a minimum value of 20.915.

Fig. 3. Visualization of the experimental results. In each row, the 3D terrain results are samples
from the same sample user semantics showed in the first image in each row, and the other images are
comparative experimental results from different network structures. Each row produces different
samples one by one.

In addition, we conducted ablation experiments, take the pix2pix network as the
Backbone network, record the prototype generation module as PGM, and record the
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Table 1. Comparison results (%)

Methods SSIM PSNR FID

Pix2pix 0.728 19.251 186.925

Oasis 0.736 20.165 30.813

SPADE-GAN 0.812 21.462 96.215

ours 0.835 22.861 20.915

prototype matching model as PAM. Table 2 shows the comparative results of the ablation
experiments.

From the table, it can be seen that the network obtained by combining backbone with
prototype generation module is 0.053% points higher on SSIM than backbone, 0.98%
points higher on PSNR, and the FID index drops to 96.154; The network obtained by
combining backbone with prototype matching module is 0.069% points higher on SSIM
than backbone, 1.502% points higher on PSNR, and the FID index is reduced to 67.146;
The method in this chapter combines PGM and PAM to obtain a network that leads by
0.835 and 22.861 compared to backbone, and the FID index drops to 20.915. Therefore,
it can be concluded that PGM and PAM have certain effectiveness.

Table 2. Ablation experiment(%)

Methods SSIM PSNR FID

Backbone 0.728 19.251 186.925

Backbone + PGM 0.781 20.231 96.154

Backbone + PAM 0.797 20.753 67.146

Ours(Backbone + PGM +
PAM)

0.835 22.861 20.915

4 Summary

Customizing 3D terrain based on user semantics plays an important role in military
simulation, this paper introduces the methods and shortcomings of existing terrain gen-
eration techniques, and provides a detailed introduction to the prototype learning algo-
rithm. In order to meet the personalized needs of users, this article proposes a pro-
totype learning based terrain generation network. It extracts terrain semantics based
prototype features from a small number of terrain surface samples, and then transfers
the pre-learned features to user customization. Specifically, a prototype learning based
framework is designed, including a terrain texture generation module (TGM), prototype
feature generation module (PGM), and multiple prototype features matching module
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(FMM). An effective loss function is designed based on the similarity matching algo-
rithm of prototype learning, which greatly improves the image quality of DEM gray-scale
image.
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Abstract. Mobile Edge Computing (MEC) has gained significant attention in
enhancing the efficiency of Recommendation systems. However, the trustworthi-
ness of servers poses a challenge as they can potentially compromise user privacy.
To address this issue, we propose a framework for matrix factorization-based
recommendation using Local Differential Privacy (LDP). Initially, user data is
perturbed using Piecewise Mechanism (a kind of LDP algorithm) and published
to an edge server. The edge server performs basic computations on the perturbed
data, while the cloud server employs matrix factorization to compute latent factors
for users and items, which are then sent back to the edge server. Finally, the edge
server computes similarity values and generates personalized recommendations
for users. Through extensive simulations, our algorithm ensures recommendation
accuracy while preserving user privacy. By comparing with the generalized dif-
ferential privacy mechanism, the Piecewise Mechanism used in this paper has a
better recommendation effect, thereby demonstrating its practical utility.

Keywords: Recommendation Algorithm · Matrix Factorization · LDP

1 Introduction

Recommendation System has become an integral part of our daily lives. Traditional
cloud-based Recommendation systems face challenges such as network latency, which
hinders users from receiving timely recommendations. With the advancements in wire-
less communication, Mobile Edge Computing (MEC) has emerged as a new computing
paradigm that leverages edge servers to deploy cloud resources, enabling fast compu-
tation and storage capabilities. Therefore, reshaping the traditional cloud-centric rec-
ommendation framework into a cloud-edge collaborative mode, utilizing edge servers
for data collection and partial computation tasks, can effectively reduce the impact of
network latency on user experience [1].

One of the core methods in Recommendation systems is matrix factorization (MF)
[2], where the recommendation server collects user rating data and uses it to predict
items of interest to users. However, rating data often contains sensitive information
about users, such as health conditions, political views, or sexual orientation, raising
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increasing concerns about privacy in personalized recommendations [3]. Traditional
privacy protection methods often introduce data distortion, thereby compromising the
quality of recommendations. Thus, striking a balance between privacy protection and
recommendation accuracy becomes a crucial challenge.

Differential Privacy (DP) [4], an information-theoretic framework for privacy preser-
vation, has gained significant traction in the realm of recommendation systems [5–7].
By injecting controlled levels of noise into the dataset, DP serves as a mechanism to
rigorously quantify and limit the adversaries’ ability to discern sensitive individual infor-
mation. However, traditional differential privacy mechanisms assume that the data col-
lection server is trusted, which is not easily achievable in practice. Considering the
presence of untrusted servers, users need to protect their privacy themselves. Local Dif-
ferential Privacy (LDP) [8–13], as an extension of differential privacy, allows each user
to independently perturb their own data, while the server aggregates the perturbed data
to extract valuable information. LDP provides stronger privacy protection compared to
traditional differential privacy but introduces higher levels of noise. Thus, maintaining
recommendation accuracy while applying LDP for user privacy protection becomes a
technical challenge.

In this paper, we propose a user-based matrix factorization (MF) recommendation
framework that leverages LDP techniques for privacy protection. In this framework, each
user’s original rating data is perturbed by the user themselves and sent to the edge server.
The edge server preprocesses the perturbed data and sends it to the cloud computing
center. The cloud computing center employs matrix factorization to compute the latent
factors of users and items, ultimately calculating item similarity and returning the results
to users for predicting ratings on unrated items. The proposed data perturbation method
not only provides privacy protection for the original rating values but also reduces the
noise introduced by perturbation. We have conducted a series of simulation experiments
to demonstrate the performance of the proposed method. The main contributions of this
paper can be summarized as follows:

• We design a CF recommendation framework based on Local Differential Privacy,
which intelligently utilizes the cloud-edge collaborative framework to enhance
recommendation efficiency while protecting user privacy.

• We use Piecewise Mechanism (PM) to perturb the data to protect the user’s rating val-
ues without significantly degrading the quality of the recommendations and ensuring
user privacy protection.

• We evaluate the performance of the proposed method through simulations using real-
world data. The results show that the method provides robust privacy protection while
preserving recommendation quality.

The rest of the paper is organized as follows. Section 2 presents the background
knowledge of LDP and Matrix factorization. Section 3 introduces the proposed recom-
mendation framework. Simulation results are provided in Sect. 4. Finally, conclusions
are drawn in Sect. 5.
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2 Preliminaries

2.1 Local Differential Privacy

Unlike centralized differential privacy, local differential privacy does not rely on trusted
servers but instead performs differential privacy processing on the user side and aggre-
gates the processed data on the server side. The definition of local differential privacy is
as follows:

Definition 1. (ε-local differential privacy). Assuming the existence of a random algo-
rithm f , with the domain and range being D and R, respectively, if there are n users
and n records, where each user corresponds to a record, and if the algorithm f produces
similar output results t∗ (t∗ ∈ R) for any two records t and t

′
(t, t

′ ∈ D), satisfying the
following inequality:

Pr
[
f (t) = t∗

] ≤ eεPr
[
f
(

t
′) = t∗

]
(1)

then f satisfies ε-local differential privacy. Local differential privacy provides stronger
privacy protection for data, preventing data leakage in malicious third-party entities. In
the definition of differential privacy, ε is referred to as the privacy budget, which measures
the level of privacy preservation. A smaller ε implies less distortion in the data, lower
privacy loss, and lower security, while a larger ε results in greater data distortion, higher
privacy loss, and higher security.

This paper utilizes the following properties of differential privacy:

Lemma 1. (post-processing). Given random algorithms F1 and F2, assuming F1 sat-
isfies ε -differential privacy, if we define algorithm F ′ as F ′ = F1(F2(x)), then F ′ also
satisfies ε -differential privacy.

The compositionality of differential privacy can be divided into sequential composi-
tionality and parallel compositionality, ensuring that multiple differential privacy models
can be used to address the same problem.

Lemma 2. (serial combination). Assuming there are n mutually independent random
algorithms Fi(i = 1, 2, . . . , n), applied to dataset I individually, satisfying εi-differential
privacy, then applying Fi simultaneously to dataset I provides

∑n
i=1εi-differential

privacy.

2.2 Matrix Factorization Algorithm

Local differential privacy mechanism is used to perturb the dataset in order to protect
user privacy. In recommendation systems, matrix factorization algorithms are commonly
employed. Let’s assume the user-item rating matrix R is of size m × n, where R rep-
resents the rank of the matrix. The task of the recommendation server is to predict the
rating values for items that haven’t been rated by users. However, due to the sparsity of
rating data, the number of ratings k is much smaller than m × n, especially in big data
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scenarios where both n and m are large. Therefore, recommenders can infer unknown
rating information of users based on known rating information.

Matrix factorization techniques decompose the user-item rating matrix into two low-
rank matrices, namely the user factor matrix P and the item factor matrix Q, for recom-
mendation purposes. The advantage of matrix factorization lies in its ability to capture
the underlying relationships between users and items, enabling effective recommenda-
tion even in the presence of sparse data. The relationship between users and items can
be modeled through the inner product in the latent factor space:

R ≈ PQT (2)

Here, P is an m × d matrix (m denotes the number of users, d denotes the number of
factors), and Q is an n × d matrix (n denotes the number of items). Each row of P
corresponds to a user’s factor vector pu, and each row of Q corresponds to an item’s
factor vector qi The goal of matrix factorization is to compute the factor vectors pu for
each user and qi for each item, such that the estimated interest level r

∧

ui of user u for item
i, defined as r

∧

ui = puqi
T , closely approximates the true rating rui.

When dealing with incomplete matrices, overfitting is prone to occur. Therefore, it is
recommended to model only the existing rating entries and employ regularization to avoid
overfitting issues. The objective function for optimization incorporates a regularization
coefficient λ as defined in the model shown in Eq. (3).

(P, Q) = min
P,Q

∑

R

[(ru,i − puq�
i )

2 + λ(‖qi‖2 + ‖pu‖2)] (3)

where λ is the regularization coefficient, k represents the existing rating entries in the
training set. The optimization method used in this case is stochastic gradient descent
(SGD).

pt
u = pt−1

u − γt{∇pu + 2λupt−1
u } (4)

qt
i = qt−1

i − γt(∇qi + 2λqqt−1
i } (5)

Here, pt
u and qt

i represent the values of pu and qi at the t-th iteration, and γt is a constant
representing the learning rate at the t-th iteration. ∇pu and ∇qi are the gradients of pu

and qi.

3 Local Differential Privacy Based Recommendation Algorithm

3.1 Overall Framework

This study focuses on the cloud-edge collaborative recommendation scenario and aims
to investigate the impact of the local differential privacy mechanism on the privacy
protection process and its influence on the recommendation effectiveness of matrix
factorization collaborative filtering algorithms. Traditional recommendation algorithms
typically process large volumes of data on trusted cloud servers to achieve high accuracy.
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However, centralized differential privacy processing relies on trusted servers to prevent
potential privacy breaches by malicious servers. To address this challenge, this paper
employs the local differential privacy mechanism, which perturbs user data locally and
aggregates the processed rating data at the edge server. The cloud server then utilizes this
aggregated data, which has undergone privacy-preserving transformations, to complete
the recommendation tasks. The research framework comprises three key components:
the client, the edge server, and the cloud server. The client stores the original user data
and has the capability to apply local differential privacy perturbations. The edge server
performs basic processing on the dataset, while the cloud server analyzes the uploaded
data and returns the latent factors of users and items through matrix factorization. The
overall framework is illustrated in Fig. 1.

Fig. 1. Local Differential Privacy Recommendation Algorithm Framework.

3.2 Local Differential Privacy-Based Recommendation

The differential privacy matrix factorization collaborative filtering algorithm consists of
three phases.

Phases 1: The first phase involves perturbing the dataset using the local differential
privacy mechanism and transmitting it to the edge computing center.

Phases 2: In the second phase, the edge computing center performs preprocessing on
the perturbed dataset and transmits the processed dataset to the cloud computing center.
The cloud computing center conducts matrix factorization on the processed dataset,
yielding the latent factors of users and items, which are then sent back to the edge server.

Phases 3: The third phase entails similarity calculations on the edge server to determine
the similarity between users and items, thereby generating predicted scores for user-item
pairs.
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A. Piecewise Mechanism. In the initial phase, the data is subjected to encoding and
perturbation using a local differential privacy mechanism [14] to safeguard the privacy
of the data. The perturbed data is subsequently analyzed on the server side. For this
research, we utilize a Piecewise Mechanism for perturbing the original ratings. The
Piecewise Mechanism is advantageous over the Duchi Mechanism [11, 14] and the
Harmony Mechanism [14] as it is capable of handling multidimensional data while
preserving the continuity of the resulting output data.

The Piecewise Mechanism [14] perturbs the original input values ti, belonging to
the input domain [−1, 1], through differential privacy, resulting in a perturbed value t∗i
within the specified output range [−C, C].

In Piecewise Mechanism, the probability density function (PDF) of the perturbed
value follows a piecewise constant function, as defined in Eq. (6).

pdf
(
t∗i = x|ti

) =
{

p, if x ∈ [l(ti), r(ti)]
p

exp(ε)
, if xε[−C, l(ti)] ∪ [r(ti), C]

(6)

The output values are bounded within the range [−C, C]. The parameters in the
function are determined by Eqs. (6) and (7).

C = exp
(

ε
2

) + 1

exp
(

ε
2

) − 1
, p = exp(ε) − exp

(
ε
2

)

2exp
(

ε
2

) + 2
(7)

l(ti) = C + 1

2
· ti − C − 1

2
, r(ti) = l(ti) + C − 1 (8)

This algorithm introduces perturbation to the original data, effectively returning a
value from the interval [l(ti), r(ti)] with probability q, and returning a value from the
interval [−C, l(ti)] ∪ [r(ti), C] with probability 1-q. The value of q is determined by
Eq. (8).

q = eε/2

eε/2 + 1
(9)

In the Piecewise Mechanism, when the algorithm’s input domain is [−1, 1] and the
rating data domain is [a, b], it is usually necessary to normalize the data that exceeds this
input domain before applying differential privacy. Similarly, after processing the data, it
is necessary to convert the output data back to the original value domain. Let’s assume
the perturbed value is denoted as r◦, and the returned rating value is denoted as r. The
relationship between them satisfies Eq. (10):

r = (r◦/z) × (b − a) + a + b

2
(10)

In Eq. (10), the value of z is taken as C in the Piecewise Mechanism. Here, a and b
represent the left and right boundaries of the perturbed value’s data domain, respectively.
This transformation allows the perturbed value to be returned as a rating value. The
pseudocode for the operation of the Piecewise Mechanism is provided in Algorithm 1.
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Algorithm 1 Piecewise Mechanism

Input Original data ∈ [−1,1]
Output ′ Perturbed data ′ ∈ [− , ]
1: Randomly select a random number from the interval  [0,1]

if < ε/ 2ε/ 2+1 then

Choose a value for ′ from any point within the interval [ ( ), ( )]
else

Choose a value for ′ from any point within the interval [ , ( )] ∪[ ( ), ]. 
return ′

B. Matrix Factorization. Upon acquiring the perturbed rating matrix, the subsequent
phase entails the processing of perturbed ratings via matrix factorization. Utilizing a
matrix factorization algorithm on the perturbed rating matrix, the extraction of user
latent factors P′ and item latent factors Q′ is achieved. This computational process is
executed on the cloud server.

According to Eq. 2 – Eq. 5, we can finally get the user potential factor and item
potential factor after perturbation. Each row of P′ corresponds to a user’s factor vector
p′

u, and each row of Q′ corresponds to an item’s factor vector q′
i. The whole process is

implemented by Algorithm 2.

Algorithm 2 Matrix factorization algorithm with perturbations 

Input ′ Perturbed data ′ ∈ [ , ]
–number of factors,

–regularization parameter,

Output Approximate factor matrices × and ×( , ) = [( ,′ ⊤)2 + ( ∥2+ ∥2)]
return ′ and  ′

Subsequently, the cloud server sends the derived user latent factors and item latent
factors to the edge server.

C. Similarity Calculation. The computation in the third stage takes place in the edge
server, where the calculation of distance between row vectors is performed to determine
the correlation among rows, representing the similarity between users. Common distance
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metrics utilized include Pearson correlation coefficient, cosine similarity, and Euclidean
distance [30]. Through testing, this study selects Pearson correlation coefficient to assess
the similarity between users accurately.

The similarity between user p and user q, measured using Pearson correlation coef-
ficient, is calculated as shown in Eq. (10). The formula is adjusted by considering the
average ratings of users to enhance the precision of similarity measurements.

simu,v =
∑

iεI

(
R′

u,i −
−
R′

u

)(
R′

v,i −
−
R′

v

)

√
∑

iεI

(
R′

u,i − −
R′

u

)2
√

∑
iεI

(
R′

u,i − −
R′

u

)2
(11)

In Eq. (11), I represents the set of all movies,
−
R′

u and
−
R′

v denote the average ratings
of users p and user q, respectively, while R′

u,iandR′
v,i represent the ratings of users users

p and user q for item i.
Subsequently, based on the calculated user similarity, the set of K most similar users

to the target user is determined. Equation (11) is employed to evaluate the preference
level of the target user for movies, and the top N items preferred by the target user are
recommended in descending order of preference.

4 Simulation and Analysis

4.1 Simulation Experiment

A. Dataset. The dataset utilized in this study is the MovieLens dataset [15], which is
widely recognized as a publicly available movie rating dataset. Although movie ratings
are generally considered non-sensitive information, it is essential to acknowledge the
potential for attackers to extract users’ personal data, such as personal preferences, health
status, political inclination, etc., through their ratings. For this study, we selected the
smaller subset of the MovieLens Latest Datasets, which comprises more than 100,000
ratings provided by over 600 users for a collection of more than 9,000 movies. Users
have the option to rate each movie on a scale of 0.5 to 5, with increments of 0.5.

B. Evaluation Metric. The matrix factorization-based recommendation algorithm
employs similarity calculations to determine the level of preference for each movie
by each target user. Subsequently, the algorithm ranks the movies in descending order
of preference and recommends the top K movies to the user. Upon obtaining the rec-
ommendation results, it is imperative to evaluate the efficacy of the recommendation
algorithm using the following evaluation metrics.

The first evaluation metric is Precision, which quantifies the ratio of correctly rec-
ommended movies to the total number of recommended movies. In other words, it
measures the accuracy of the matrix factorization recommendation algorithm by assess-
ing the proportion of accurately recommended movies in the overall recommendation
set.

Recall =
∑

u|R(u) ∩ T (u)|
∑

u|T (u)| (12)
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The second evaluation metric is Recall, which measures the proportion of correctly
predicted movies out of the total movies that the user has rated. It gauges the comprehen-
siveness of the matrix factorization recommendation algorithm by evaluating the ratio
of correctly recommended movies to the total number of movies that the user has rated.

Precision =
∑

u|R(u) ∩ T (u)|
∑

u|R(u)| (13)

These evaluation metrics serve as means to assess the recommendation effectiveness
of the matrix factorization algorithm in a more scholarly manner.

C. Parameter Setup. The implemented recommendation algorithm includes several
parameters. These parameters are the train-test split ratio (train_rate) for dividing the
dataset into training and testing sets, the number of similar users chosen (K) in the
recommendation algorithm, the number of top movies recommended to the user (K), and
the privacy budget (ε) in the local differential privacy mechanism. Except for experiment
three, the privacy budget remains constant throughout the experiments. The specific
settings for these parameters are shown in Table 1.

In the experiments, we vary the privacy budget size in the three local differential
privacy mechanisms. We set the privacy budget ranging from 0.1 to 2. For each privacy
budget value, we repeat the experiment ten times and take the average to obtain the
recommendation performance of the matrix factorization algorithm under each privacy
budget.

These adjustments enable us to assess the recommendation performance of the matrix
factorization algorithm under different privacy budget sizes in a systematic manner.

Table 1. Parameter table

Parameter Value

train_rate 0.2

K 30

N 5

ε 1.0

4.2 Simulation Results

This study employed a Piecewise Mechanism (PM) to perturb rating data, and the results
are presented below. The method used for comparison is the perturbed matrix factor-
ization algorithm, with the generalized random response mechanism as additional com-
parisons. Figure 2 shows the results of matrix factorization (MF) and its mean value
(MF_AVG), while Fig. 3 shows the experimental results under different privacy budgets
(comprising methods such as GRR, PM, and MF_AVG). In both sets of experiments,
MF_AVG is employed as the reference benchmark method.
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Fig. 2. The results of matrix factorization and its mean value.

Fig. 3. The experimental results under different privacy budgets

Based on the empirical observations, it becomes evident that an escalation in the
privacy budget parameter (ε) correlates with an augmented probability of user privacy
breach. Simultaneously, the amplitude of noise is curtailed, engendering enhancements
in the performance of the Recall and Precision metrics. Furthermore, the application of
local differential privacy results in a certain degree of degradation in the recommendation
performance of the user-based matrix factorization algorithm. However, among the two
methods considered, the Piecewise Mechanism exhibits superior performance.

From the analysis conducted, it is suggested that the generalized random response
mechanism belongs to the local differential privacy method based on frequency statis-
tics. By randomly perturbing the original data to any candidate value, it is more suitable
for count queries. However, in the context of movie recommendation, this mechanism
may introduce too many errors. In contrast, the Piecewise Mechanism perturbs the val-
ues to any value within the range, resulting in less scattered perturbation values and a
smaller impact on similarity calculation (When the privacy budget is set to 2, the accu-
racy of the PM mechanism decreases by 4%), thus yielding improved recommendation
performance.
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Overall, the application of local differential privacy has a limited impact on the rec-
ommendation performance of the user-based matrix factorization algorithm. The study
suggests that local differential privacy primarily perturbs the existing user ratings, and
since the rating matrix is sparse, the perturbed data has a constrained influence on sim-
ilarity calculation. Furthermore, similarity calculation employs high-dimensional row
vectors, which mitigates the impact of perturbation. Consequently, utilizing the pro-
cessed data ensures satisfactory recommendation performance. However, it is important
to acknowledge that the local differential privacy mechanism does introduce some level
of perturbation to the original data, effectively safeguarding user data privacy while
upholding the usability of the recommendation algorithm.

5 Conclusion

This paper addresses the privacy leakage issue in recommendation systems by combining
differential privacy and matrix factorization. A framework for matrix factorization-based
recommendation algorithm is proposed, called Local Differential Privacy (LDP) based
matrix factorization. Firstly, user data is perturbed using local differential privacy and
released to the edge server. The edge server performs simple computations on the per-
turbed data, while the cloud server calculates the latent factors of users and items using
matrix factorization and returns them to the edge server. Finally, the edge server com-
putes the similarity values and makes recommendations to the users. This framework
effectively utilizes the cloud-edge collaborative framework, ensuring user privacy pro-
tection while improving recommendation efficiency. The perturbation method with the
Piecewise Mechanism preserves the rating values without significantly compromising
the quality of recommendations under the premise of user privacy protection. The effec-
tiveness of the proposed method is validated through simulations using real-world data.
The simulation results demonstrate that the method provides strong privacy protection
while preserving the quality of recommendations.
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Abstract. Student attendance and being present during lectures plays a very
important role in the value of the lesson and understanding of each student. There
are a number of methods to record the attendance of the students such as signature
on paper, QR code, RFID method and finally model based system. The most used
method is signature of students even though it is mostly used it suffers from uneth-
ical behavior by some students and students forgetting to register their attendance.
This research will develop a system to improve attendance registration accuracy
by integrating it with custom recognition model. The class will be installed with
a device that consists of a microcontroller and camera. The system will take an
image of the class and send it to the database to be analyzed and then after recog-
nizing the faces each face will be registered followed by the date and time it has
been detected. All data will be stored in a database. The database can be accessed
by the lecturers at the end of the class to review the attendance of students without
the need to waste time on manually registering it.

Keywords: YOLO v8 · CNN · Deep learning

1 Introduction

The correlation between higher education attendance and academic performance has
been carefully investigated for decades. Concurrently, there has been discussion on
whether secondary institutions should have mandatory attendance policies. Most of the
studies discovered a favorable connection between attendance and academic achieve-
ment [1]. For having poor attendance records, certain higher education institutions have
penalized students. To discourage poor attendance, most institutions haven’t established
an automated method for taking attendance; instead, teachers must manually enter each
student’s attendance information into the system, which may be time-consuming and
laborious when there are a lot of students [2]. The most faced problem regarding atten-
dance system is faced due to time spend on taking attendance by passing the list of
students or scanning the QR code which could waste precious time that could be spend
on lecturers. The current system that has been implemented could be affected by technical
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issues, maintenance, or non-accurate system recording. Hence a systematic attendance
system is required to help save time for lecturers to do their daily job by providing an
automated attendance system that records students attendance automatically. Biometric
attendance is a common and contemporary method of simplifying attendance. It is pos-
sible to attach the biometric device to the database and automatically update attendance.
The distinctness of thumb prints allows for the solution of the proxy issue. The students
need to wait in line for biometric attendance means that this solution still loses time.
This problem can be resolved in class by passing the biometric device around, but it
can be upsetting. But none of the approaches to taking: There is still a challenge with
attendance: there is no way to guarantee that pupils remain seated for the entire lesson.
A student has the option of entering the classroom soon before attendance or leaving it
right after it [3]. Face recognition technique that will be described in Sect. 3 will solve
all the issues that are being faced. Students are not required to record their attendance
manually. Since the camera takes record of attendance, the final attendance will be given
after the students have been recorded throughout the session, which can be verified by
the lecturer after the class and course that is given.

2 Literature Review

2.1 Convolution Neural Network

The CNN architecture, which automatically creates its own feature extractors from a big
data set, can classify and distinguish varied object patterns straight from images without
the need for pre-processing. In this research, a framework is established to extract and
construct structured low-level properties of an object via CNN architecture. A CNN for
structured low-level feature extraction uses additional processing, such as convolutional
operation, local sampling, further convolutional operation, and subsampling, as shown
in Fig. 1 [4].

Fig. 1. CNN Structure

A simple convolution neural network model structure diagram shown in Fig. 2. Two
convolution layers (C1, C2) and two sub-sampling layers (S1, S2) alternately make
up a basic convolution neural network model. First, three trained filters (referred to
as convolution kernels) and addable bias vectors convolution the original input image.
The C1 layer produces three feature maps, and for each feature map Three new feature
maps are produced in the S1 layer by applying a nonlinear activation function after the
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localized regions are averaged and weighted. The three trained filters of the C2 layer are
then convoluted with these feature maps, and three feature maps are output through the
S2 layer. The S2 layer’s final output is vectorized before being used as an input for the
standard neural network’s training [5].

Fig. 2. Simplified CNN Structure [5].

2.2 Deep Learning

These days, object detection systems are used more and more in AI training. Object
detection employs a few different strategies. For instance, it can be applied to factories
that label their products to help operators classify components or devices. Additionally,
it advances the development of autonomous vehicles by enhancing object identification
and traffic environment monitoring to discover better driving techniques. Yolov4 (You
Only Look Once) is a high-speed, high-precision object detecting system among them.
Yolov4 must be calculated quickly, and a chip having CNN as its core is required. It
has a lot of computer power and manages a lot of data. However, Yolov4’s application
requirements, which demand great performance and a significant amount of processing,
are no longer met by CNN chips [6]. Multi-task learning has been used in numerous
machine learning applications, including natural language processing, speech recogni-
tion, computer vision, and drug discovery. On a single sample, training models can make
numerous predictions in areas like semantic segmentation and image classification [7].

2.3 Existing Model

YOLO V7. One of the most reliable object identification models currently available,
YOLOv7, achieves cutting-edge performance in trade-offs between accuracy and speed.
In the range of 5 to 160 frames per second, YOLOv7 outperforms all YOLO versions
past and present in both speed and accuracy [8]. However, YOLOv7 is excessively
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memory heavy since, like past iterations of YOLO, it is based on deep neural networks
and has millions of parameters. It is difficult to deploy them on devices with memory
and resource limitations because of this [8].

3 Proposed Approach

3.1 Python

Currently, Python is the most popular programming language. Python is popular among
programmers because it is simple but versatile. Python, despite being straightforward,
can handle challenging tasks. Up till now, Python has been used for the back end. For
image identification, Python is still a largely dependable programming language. The
Python library provides good support for image recognition. One of the strongest and
most useful Python modules is Scimitar Machine Learning, which is recognized for its
ability to handle facial recognition and motion detection.

3.2 OpenCV

The most well-liked and probably simplest method for recognizing faces in Python is
to use the OpenCV package. Python is currently a part of OpenCV, which was first
developed in C/C + +. Bindings. It uses machine learning techniques to identify faces
in photos. Faces are incredibly complex, made up of innumerable little patterns and traits
that must fit.

3.3 Roboflow

No matter their level of expertise or experience, developers can create their own computer
vision apps using Roboflow. It gives all the resources you require to develop a solid
computer vision model and implement it in real-world settings.

3.4 Dataset

The incredible collection of images used to make the model was painstakingly selected
and put together [8]. The dataset, which consists of a varied collection of photographs,
covers a wide range of topics and situations. It has been meticulously gathered to guaran-
tee its representativeness and applicability to the particular task at hand. The vast amount
of high-quality photographs in the dataset, each meticulously labelled and annotated to
aid the training process, is what makes it special. The model is well-positioned to achieve
remarkable performance and generalization abilities with such a large dataset. By mak-
ing the dataset more easily accessible through Roboflow as shown in Fig. 3, researchers
and developers may easily tap into its power and produce cutting-edge AI applications.
This dataset serves as evidence of the commitment and work made to create a solid and
trustworthy model with the potential to have a big influence in a number of fields.
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Fig. 3. Dataset in Roboflow

3.5 YOLO V8

Application areas for the newest and most advanced YOLO model, YOLOv8, include
object detection, image categorization, and instance segmentation. YOLOv8 was created
by Ultralytics, who also created the famous YOLOv5 model that shaped the sector.
YOLOv8 features a few architectural upgrades and improvements over YOLOv5 (Fig. 4).

Fig. 4. YOLO v8 Layout
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3.6 The Layout of YOLOv8

New Convolutions in YOLOv8. According to the inaugural post from Ultralytics, the
YOLOv8 architecture has undergone several modifications and new convolutions:

1. The introduction of C2f, which replaced C3, caused alterations to the system’s core.
The stem’s initial 6x6 convolution was changed to a 3 × 3 convolution. While just
the output from the final Bottleneck was used in C3, C2f combines the outputs from
the Bottleneck (which is made up of two 3 × 3 convs with residual connections).

2. Two convolutions were eliminated (YOLOv5 configuration #10 and #14).
3. The Bottleneck in YOLOv8 is identical to that in YOLOv5, with the exception that

the kernel size of the first convolution was increased from 1 × 1 to 3 × 3. This
modification denotes a move in favor of the ResNet block identified in 2015.

3.7 Reasons to Use YOLO v8

1. YOLOv8 has a good accuracy rate, according the COCO and Roboflow 100 tests.
2. YOLOv8 comes with a tonne of developer-friendly features, such as a clear CLI and

a thoughtfully created Python package.
3. Because there is a significant community surrounding YOLO and a developing com-

munity surrounding the YOLOv8 model, there are many people in computer vision
circles who could be able to assist you when you need advise.

YOLOv8 obtains great accuracy on COCO. For instance, the medium YOLOv8m
model yields a 50.2% mAP when assessed on COCO. When assessed against Roboflow
100, a dataset that precisely evaluates model performance on various task-specific areas,
YOLOv8 scored significantly higher than YOLOv5. More information about this is
provided in the paper’s performance study.

YOLOv8’s developer-friendly features are also crucial. In contrast to previous mod-
els where tasks are dispersed across several executable Python files, YOLOv8 provides a
CLI that makes training a model easy. A Python package that offers a more streamlined
development experience than earlier versions is also available.

4 Proposed Methodology

4.1 Capturing Images

Using a laptop, a USB camera, or a camera mounted on the ceiling, pictures will be
taken of all of the students throughout the first stage of my research. After that, the
picture will be stored in the database.

4.2 Face Detection

A multitude of computer applications employ the face detection approach to locate
people in digital images. Face detection recognizes many faces in an image and the
essential facial characteristics that identify them, such as emotional state, or it uses the
expressions on the faces to identify age, gender, and emotions. Face detection is usually
the first step in many face-related technologies, such as face identification or verification.
In Fig. 5, a workflow diagram is displayed.
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Fig. 5. Workflow Flowchart

4.3 Face Recognition

After getting the images from the database all images will run through the YOLO v8
model to recognize the faces in the images, after that the recognized faces will be stored
in the attendance/record table with date and time of detection as shown in Fig. 6.

Fig. 6. Face Recognition Flowchart

4.4 Labelling Images

The first step in creating the face recognition model is to collect data for each face and
upload it into Roboflow where the images could be annotated as shown in Fig. 7 and
then stored into a database.
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Finally, the labelled faces will be trained using YOLO V8 on google collab.

Fig. 7. Image Annotation

4.5 Training Phase

As shown in Fig. 8 the training has been set up to run for 100 epochs after uploading the
API key for the database from Roboflow as shown in Fig. 7. After the training is done
the confusion matrix will be shown with some test images to check the validation of the
model (Fig. 9).

Fig. 8. Dataset API



250 M. J. A. Daasan and M. H. I. B. Ishak

Fig. 9. Training Dataset

4.6 Model Graph Result

As shown in Fig. 10, the confusion matrix of the model is shown with 7 trained classes
as well as the background was included, it is shown that most classes predictions are
at 1.0 which is 100% with a small confusion between 2 classes which is needed to be
improved.

Fig. 10. Confusion Matrix

In a conventional YOLO (You Only Look Once) training graph, the loss value would
be represented by the vertical axis. Loss is a gauge of the model’s effectiveness during
training. Better model performance is shown by lower loss values, and worse perfor-
mance is indicated by larger values. To reduce the loss value during training is the
objective.

“box_loss”, “cls_loss”, and “dfl_loss” in the context of YOLOv8 as shown in Fig. 11.
The following items make up the total loss value:
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“box_loss”: This is the bounding box regression loss, which calculates the discrep-
ancy between the predicted bounding box dimensions and coordinates and the actual
values. The projected bounding boxes are more accurate when the box_loss is lower.

The term “cls_loss” stands for classification loss and refers to the discrepancy
between the expected class probabilities and the actual class probabilities for each object
in the image. The model is better at classifying the items when the cls_loss is lower.

dfl_loss”: New to the YOLOv8 YOLO design is the deformable convolution layer
loss. This loss is used to calculate the error in the deformable convolution layers, which
are designed to improve the model’s capacity to detect objects with various scales and
aspect ratios. The model is more capable of handling object deformations and variations
in appearance when the dfl_loss is lower.

Typically, the weighted aggregate of these individual losses represents the total loss
amount. The precise units of the vertical axis would vary on how it was implemented,
but in general, they stand for the size of the mistake or the discrepancy between the
values that were predicted and the actual values.

Fig. 11. YOLO v8 Loss Values

5 Results

5.1 Implementation of Face Recognition

The following images illustrates the face recognition using the YOLO v8 model and has
been tested into multiple images as shown in Fig. 12a and 12b.
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Fig. 12. Face recognition Result 1

6 Conclusion

In this report, python, Ultralytics and YOLO v8 had been used to recognize faces of 7
different people by combining YOLO and facial recognition, we have discovered that the
YOLO library is growing more popular and performing better when it comes to finding
and recognizing faces.

One of the industries that makes the most use of facial recognition technology is
security. Facial recognition technology is being used by software companies to make
it simpler for customers to utilize their products. A particularly effective method that
could help law enforcement locate criminals is facial recognition. This technology may
be enhanced to be used in a variety of settings, including ATMs, confidential information
access, or handling other delicate materials. As a result, other security measures like
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passwords and keys risk becoming obsolete. Instead of forcing you to visit a kiosk to
pay for a ticket, facial recognition would scan your face, run it through a system, and
charge the account that you’ve previously registered.

Acknowledgment. The authors would like to express their sincere gratitude to Mohammad
Muatasim Siddig Abdelghani, Ahmed Kamal Eldin Abdalla Abdelrahman and Samantha Hussain
for their invaluable support and insightful discussions during this research. Their contributions
have greatly enriched the quality of this work.

References

1. Chang, L., Cutumisu, M.: Online engagement and performance on formative assess-
ments mediate the relationship between attendance and course performance: Revista
de Universidad y Sociedad del Conocimiento. Int. J. Educ. Technol. Higher
Educ. 19(1) (2022). https://vpn.utm.my/scholarly-journals/online-engagement-performance-
on-formative/docview/2619964337/se-2. https://doi.org/10.1186/s41239-021-00307-5

2. Liew, K.J., Tan, T.H.: QR code-based student attendance system. In: 2021 2nd Asia Con-
ference on Computers and Communications (ACCC), pp. 10–14 (2021). https://doi.org/10.
1109/ACCC54619.2021.00009

3. Rao, A.: AttenFace: a real time attendance system using face recognition. ArXiv.Org (2022).
https://vpn.utm.my/working-papers/attenface-real-time-attendance-system-using-face/doc
view/2736486810/se-2

4. Dong, L., Izquierdo, E.: A knowledge structuring technique for image classification. In: 2007
IEEE International Conference on Image Processing, San Antonio, TX, USA, pp. VI -
377−VI – 380 (2007). https://doi.org/10.1109/ICIP.2007.4379600

5. Al-Saffar, A.A.M., Tao, H., Talab, M.A.: Review of deep convolution neural network in image
classification. In: 2017 International Conference on Radar, Antenna, Microwave, Electronics,
and Telecommunications (ICRAMET), Jakarta, Indonesia, pp. 26–31 (2017). https://doi.org/
10.1109/ICRAMET.2017.8253139

6. Liu, F.-Y., Liao, C.-L., Chou, P.-W., Fan, Y. -C.: Objects detection deep learning system based
on 2-D winograd convolutional neural network. In: 2021 IEEE 10th Global Conference on
Consumer Electronics (GCCE), Kyoto, Japan, pp. 454–455 (2021). https://doi.org/10.1109/
GCCE53005.2021.9750962

7. Lou, Y., Fu, G., Jiang, Z., Men A., Zhou, Y.: PT-NET: improve object and face detection
via a pre-trained CNN model. In: 2017 IEEE Global Conference on Signal and Information
Processing (GlobalSIP), Montreal, QC, Canada, pp. 1280–1284 (2017). https://doi.org/10.
1109/GlobalSIP.2017.8309167

8. Wang, C.-Y., Bochkovskiy, A., Liao, H.-Y.M.: YOLOv7: trainable bag-of-freebies sets new
state-of-the-art for real-time object detectors, arXiv [cs.CV] (2022)

9. Attendance object detection dataset and pre-trained model by mahmouddaasan (no date)
Roboflow. https://universe.roboflow.com/mahmouddaasan/attendance-tuqb1. Accessed 10
Aug 2023 1

10. Author, F.: Contribution title. In: 9th International Proceedings on Proceedings, pp. 1–2.
Publisher, Location (2010)

https://vpn.utm.my/scholarly-journals/online-engagement-performance-on-formative/docview/2619964337/se-2
https://doi.org/10.1186/s41239-021-00307-5
https://doi.org/10.1109/ACCC54619.2021.00009
https://vpn.utm.my/working-papers/attenface-real-time-attendance-system-using-face/docview/2736486810/se-2
https://doi.org/10.1109/ICIP.2007.4379600
https://doi.org/10.1109/ICRAMET.2017.8253139
https://doi.org/10.1109/GCCE53005.2021.9750962
https://doi.org/10.1109/GlobalSIP.2017.8309167
https://universe.roboflow.com/mahmouddaasan/attendance-tuqb1


NARXNN Modeling of Ultrafiltration Process
for Drinking Water Treatment

Mashitah Che Razali1,2 , Norhaliza Abdul Wahab1(B) , Noorhazirah Sunar1 ,
Nur Hazahsha Shamsudin2 , Muhammad Sani Gaya3 , and Azavitra Zainal1,4

1 Faculty of Electrical Engineering, Universiti Teknologi Malaysia, Johor Bahru, Johor,
Malaysia

norhaliza@utm.my
2 Faculty of Electrical Engineering, Universiti Teknikal Malaysia Melaka, Hang Tuah Jaya,

Durian Tunggal, Melaka, Malaysia
3 Department of Electrical Engineering, Kano University of Science and Technology, Wudil,

Nigeria
4 Instrumentation and Control Engineering Section, Malaysian Institute of Industrial

Technology, Universiti Kuala Lumpur, Johor Bahru, Johor, Malaysia

Abstract. Ultrafiltration (UF) process has gained attention over times, particu-
larly in treating drinking water treatment. A major challenge in achieving high
quality of drinking water in UF process is membrane fouling. Membrane fouling
has great effects on the performance of filtration process. To overcome fouling
accurately, a prediction model is necessary. With prediction model, membrane
fouling can be handled in a right way, so that, efficiency of filtration process
can be maximize. This paper presents a study on modeling based on non-linear
autoregressive with exogenous input neural network (NARXNN) of UF pilot plant
specifically from treating drinking surface water. The NARXNN was used to model
the permeate flux and transmembrane pressure (TMP). In this work, LM training
algorithm was employed. The performance of the model was measured based on
mean square error (MSE), root mean square error (RMSE) and correlation of coef-
ficient (R). The simulation results demonstrate that proposed NARXNN modeling
able to give high prediction rate with R value of 0.91743. It shows, the prediction
values agree well with the actual values. With this model, membrane fouling can
be successfully simulated and monitor accordingly.

Keywords: Drinking Water Treatment · NARXNN · Permeate Flux ·
Transmembrane Pressure · Ultrafiltration

1 Introduction

Drinking water which also recognized as a potable water is a water that is safe and
sound to be utilized to endure livelihood. The water must adhere to drinking water
quality standard that has been set by each country. It is essential to acquire high quality of
drinking water where it can cut down the tendency of many problems especially related to
the health issues which eventually give impact to the country development. With reliable
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treatment, water bone diseases like hepatitis A, cholera and dysentery that conclusively
cause death can be overcome. Apprehending the crucial of these issues, numbers of
researchers has been studied regarding to the treatment, modeling, monitoring, and
prevention strategies for drinking water treatment.

There are variety types of treatment process have been proposed and developed by
numerous researchers available to treat the drinking water. The selection of treatment
is usually depending on the type and quality of the influent water itself. Others factor
like size, materials, and process operating condition as well present significant conse-
quence to the quality of the treatment. Membrane filtration specifically ultrafiltration
(UF) treatment has been broadly used in treating drinking water due to the ability to
offer high effluent characteristic such as by providing reliable solid-liquid separation,
low energy consumption, and requirement of small foot print [1, 2]. Nevertheless, the
existence of membrane fouling which arise from the filtration process cause decrement
of effluent water and pollutants removal rate [3]. Indirectly influence the efficiency of
operation and maintenance process [4]. It is significant to possess efficient approach to
lighten membrane fouling.

Over time, modeling of filtration treatment has become very useful for water quality
monitoring. This ensures the water quality are easily excess and evaluate by the author-
ities. The developed model is valuable for water quality assessment and development
of control strategies for supervision of water supply. Many studies have been done to
predict the filtration properties of drinking water treatment like transmembrane pressure
(TMP), permeate flux and membrane permeability by using different modeling methods
such as artificial neural network (ANN), fuzzy based method, and genetic algorithm
(GA) [5–8].

Study by Matheri et al. [9] proposed ANN in order to discover the relationship
between chemical oxygen demand (COD) and trace metal in wastewater treatment plants
(WWTP). The proposed method able to predict both parameters with robust compared
than conventional modeling with coefficient determination of 0.98 and 0.99 respec-
tively. Study by Naghibi et al. [10] compared multi-layer perceptron adaptive neural
network (MLP-ANN) and adaptive neural fuzzy inference system (ANFIS) in predic-
tion of membrane adsorption of WWTP. Regression results shown that ANFIS able to
give high prediction rate compared with MLP-ANN. Study by Abdel Daiem et al. [11]
proposed non-linear autoregressive with exogenous input neural network (NARXNN)
and Seagull optimization algorithm (SOA) in modeling of activated sludge system. Sim-
ulation results shown that NARXNN able to predict the digested sample characteristic
and biogas production with correlation coefficient close to 1 for each training, validation,
and testing data. While study by Mihaly et al. [12] developed NARXNN modeling and
optimization based on GA. The study successfully predicts the water line effluents and
performance indicators. Study by Yang et al. [13] also found out that modeling based on
NARXNN able to predict the effluent quality effectively which circuitously preceding
to enhancement in effluent quality.

Recognizing the successful rate of NARXNN in modeling of non-linear system, this
study was aims to develop models for drinking water treatment based on NARXNN
modeling with the purpose to predict permeate flux and TMP of UF process. The pilot
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plant of UF process was developed accordingly where it was designed specifically for
influent water from river.

2 Ultrafiltration Drinking Water Treatment Pilot Plant

The ultrafiltration (UF) pilot plant for the treatment of drinking water was developed. The
plant employed hollow fiber membrane module made from modified polyethersulfone
(PES) material with surface area of 0.2 m2 that act as a filtering mechanism. Figure 1
illustrated the schematic diagram of the designed UF pilot plant. The designed plant has
been located at the Process Control Lab, Faculty of Engineering, Universiti Teknologi
Malaysia, Johor, Malaysia. The plant was equipped with two tanks, which are for influent
and effluent water correspondingly.

Fig. 1. Schematic diagram of UF pilot plant.

The plant can be assigned into four main parts, which are influent, filtration, back-
wash, and effluent stream. Each of these parts have their own important role. At the
inlet/influent stream, influent is fed by pump to the membrane module where the velocity
of the influent is controlled by using proportional valve. Before entering to the membrane
module, the influent water is pre-filter by using fabric filter to remove the contaminants.
The existing of pre-filter able to reduce the accumulation of particles in the UF plant
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during the filtration process and increase the long life of the membrane. At the filtration
stream, the filtration process occurred where the suspended solid is separated from the
fluid and produce the effluent water. At the backwash stream, the membrane will be
cleaned up regularly to reduce the fouling propensity. At the outlet/effluent stream, it
consists of the effluent water that produced from the filtration process which is filtered
water. Here, the flow rate of the effluent water which known as effluent permeate flux
is measured by using electronic flow sensor. Table 1 provide the list of instruments that
involve in the development of UF pilot plant.

Table 1. Instrument in UF pilot plant.

Tag Number Description

V1–V6 Ball valve

3WV1–3WV2 Three-way valve

SLV1–SLV4 Solenoid valve

CV1–CV4 Check valve

Pre-filter Fabric pre-filter

PF Pump filtration

PB Pump backwash

PV Proportional valve

F Flow sensor

P Pressure sensor

To collect the desired data for the modeling purposes, the plant necessity be operated
correctly with the right selection of process mode. The designed plant was prepared for
cross-flow operating mode. The study was utilized river water at the Faculty of Engi-
neering, University Teknologi Malaysia as the influent water. To control and monitor the
UF pilot plant, supervisory control, and data acquisition (SCADA) system is developed.
The system is mainly used to collect and process the real-time data on the filtration
process. These data are used for the modelling purpose based on NARXNN modeling.
The SCADA system was utilized LabVIEW software to provide graphical programming
approach which visualize the UF pilot plant and measurement data. Figure 2 shows the
dataset obtain from the UF plant. This dataset was used both for training and testing of
NARXNN modeling.

3 NARXNN Modeling

Non-linear autoregressive with exogenous input neural network (NARXNN) is effective
in prediction of non-linear system. It required data from the experimental system. By
that, high accuracy in mapping between input and output of non-linear system can be
attain. The gather data as shown in Fig. 2 was used to train the NARXNN network.
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Fig. 2. a. Voltage as input data, b. Flux as first output data and c. TMP as second output data.
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The modelling process was executed by using MATLAB Simulink software version
R2020b. As the first step, the input and output data with corresponding unit are loaded
to the workspace area. Total 3,378 data were loaded for NARXNN models trained. To
guarantee stable convergence of the model, the data was being normalize. The resulting
normalize data was divided into 2 parts based on cross-validation partition, which are
60% for training and 40% for testing purpose. After data division process and before
creating neural network topology, the data are assigned as the input output data in matrix
form and that matrix form was undergo transpose process. Once it completed, neural
network topology was constructed. Figure 3 shows the architecture of NARXNN in
MATLAB that was used for the prediction of flux and TMP.

Fig. 3. NARXNN architecture in MATLAB.

Each network comprises of three layers of connected artificial neurons, which are
input, hidden, and output layer. Each connection between artificial neuron will transmits
a signal from one to another. The number of neurons in the hidden layer were determined
using the trial-and-error method until it provides best network architecture. Number of
neurons in the hidden layer were finalize based on the least value of root mean square
error. In this case, 10 number of hidden neurons was chosen. The input signal which
consists of pass output signal with time delay is multiplied by a random number known as
connection weights (w) and a constant value known as bias (b). In this work, a Lavenberg
Marquardt (LM) was utilized to train the network.

Training of the NARXNNs is an important issue for the accuracy of the develop
model. In this study, the performance and accuracy of the flux and TMP prediction was
measured based on three criteria which are the correlation of coefficient (R), mean square
error (MSE), and root mean square error (RMSE). Equations (1)–(3), shows the formula
to calculate R, MSE and RMSE respectively [14].

R =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2∑n
i=1(yi − y)2

(1)

MSE = 1

n

∑
(yi − y)2 (2)

RMSE =
√

1

n

∑
(yi − y)2 (3)

where n is the number of data, x is the first measured variable, y is the second measured
variable, xi/yi is the actual value and xi/yi is the predicted value.



260 M. C. Razali et al.

4 Result and Discussion

In this study, the MATLAB R2020b is used to create the proposed NARXNN. The NARX
prediction model is trained and tested by using actual data from designed UF pilot plant.
Many training functions are implemented on the proposed NARXNN Some of them are
tabulated as illustrated in Table 2. It was found that, Levenberg-Marquardt (LM) training
function provide the best MSE and RMSE with value of 0.004984, 0.009271, 0.070600
and 0.096284 respectively. The proposed NARXNN with LM training function attained
lowest value of errors for both training and testing data.

Table 2. MSE and RMSE for various training function.

Training function MSE RMSE

Levenberg-Marquardt 0.004984 0.070600

0.009271 0.096284

Bayesian Regularization 0.005942 0.077083

0.008687 0.093202

Variable Learning Rate Gradient
Descent

0.017121 0.130846

0.022677 0.150589

Gradient Descent with Momentum 0.124284 0.352540

0.129276 0.359550

The regression relationship between actual and predicted values is presented as in
Fig. 4. Vertical axis of Fig. 4 represents the equation of regression. Based on the obtain
correlation of coefficient, R which is 0.91743 that is near to 1, it indicates the high
precision and efficiency of proposed NARXNN.

Figure 5 shows the performance of NARXNN in modeling UF drinking water treat-
ment. Attained graph shows minimal errors with a good tracking between predicted and
actual data.

In this study, NARXNN is used for prediction of permeate flux and TMP of filtration
process. Comparison among actual and predicted values of permeate flux and TMP are
illustrated in Fig. 6, 7, 8 and 9 correspondingly. From the figures, it clearly shows that the
predicted values of NARXNN is closer to actual values for both permeate flux and TMP.
The model of NARXNN able to establish good prediction for both training and testing
data. The obtained NARXNN can be used to represent the real physical model of UF
pilot plant. Then, it can be used as a prevention, prediction, optimization, and as well as
a control tool. For instance, NARXNN can be applied in optimizing filtration variables.
At this point, the variables will be optimize accordingly based on the desired output. In
UF drinking water treatment, major factor that affect the performance of the process is
membrane fouling. Membrane fouling can cause degradation of entire filtration process.
It is important to optimize variables that contribute to the development of membrane
fouling such as pressure and hydrodynamic conditions. Optimization process will give



NARXNN Modeling of Ultrafiltration Process for Drinking Water Treatment 261

Fig. 4. Regression line of actual and predicted values.

Fig. 5. NARXNN performance.

significant result in removal rate of membrane fouling and indirectly improve the quality
of permeate flux.
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Fig. 6. Training pattern for actual and predicted flux.

Fig. 7. Training pattern for actual and predicted TMP.

Fig. 8. Testing pattern for actual and predicted flux.
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Fig. 9. Testing pattern for actual and predicted TMP.

5 Conclusion

UF process is a treatment that has been widely used in drinking water treatment. A
major challenge of this treatment is membrane fouling. To control and manage the
occurrences of membrane fouling, model that represent the real system is required. This
study presented modeling based on NARXNN for drinking water treatment. The filtration
process was done using hollow fiber membrane with river water as influent. In this work,
the data was collected from the design UF pilot plant. Collected data was used for training
and testing of NARXX. Modeling results shows good prediction of training and testing
data for both permeate flux and TMP. The results of this study benefit the safety of the
drinking water supply and are useful for the monitoring and control purposes.
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Abstract. Hand gestures are widely explored for the human action interface,
reducing the complexity of interaction between humans and computers. Hand
gesture-based interaction for computer applications enables touchless operation
without the need for other devices such as a keyboard and mouse. It also guarantees
sterility and safer interaction for multiple users. The issue of HGR has a low range
of detection. This study aims to improve the distance range for HGR from the user
to the computer camera using the zoom algorithm that is processed by OpenCV and
the Mediapipe library. To verify the proposed system, a Graphical User Interface
(GUI) for four applications is developed in HGR mode. The GUI includes the
development of cursor mouse event commands and a virtual keyboard display.
The proposed method was then tested for some time, and the result indicates that
the maximum range of detection increased with the accuracy of the HGR. The
proposed method meets the expected outcome and can be used for applications
such as slide presentations and watching video applications.

Keywords: Human Computer Interaction · Hand Gesture Recognition ·
Graphical User Interface · OpenCV · Mediapipe

1 Introduction

Hand gesture recognition (HGR) is an emerging technology that allows computers to
interpret and respond to the gestures made by a human hand. With the advancement of
technology in computer vision and artificial intelligence, the application of HGR has
revolutionized the ability to control and interact with electronic devices remotely. It can
be achieved through image processing techniques and machine learning algorithms that
are trained to recognize specific hand movements or positions. HGR as a remote device
application has been widely used in various applications such as Virtual Reality (VR)
[1, 2] and Augmented Reality (AR) [3], smart home automation [4], health and reha-
bilitation [5], display and presentation [6], and gaming and entertainment [7]. There are
several motivations that lie within the usage of current remotes that users use nowadays.
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Firstly, most users nowadays demand more advanced ways to interact with computers
[8]. Secondly, the usage of wired remotes is limited due to cable length limitations, such
as keyboards or mouse. It can also improve accessibility for the elderly, serve as assistive
technology, and create more ease and independence in the digital environment [9]. It
also provides safety and accessibility because it allows touchless interaction, promoting
safety and hygiene [10]. It helps reduce the spread of germs and the risk of contamination.

Several methods can be used to detect the hand with the webcam. Firstly, a contour-
based method [11] by converting an RGB image frame to grayscale image. Then, con-
tours of colored objects can be found, and after that, find the centroid of the contour;
2) skin color-based methods, where these methods use the color information of skin
to segment the hand region from the background; and 3) hand landmark methods. The
contour methods are relatively simple and easy to implement, but they are sensitive to
variations in lighting and skin color [12]. Meanwhile, the hand landmark method for
hand gesture recognition is a technique that involves detecting and tracking the land-
marks or key points on a person’s hand to recognize and interpret hand gestures [13].
This method relies on computer vision algorithms and machine learning techniques to
analyze the hand’s shape, pose, and movement.

Several researchers have explored the HGR tracking to improve range of hands and
sensors. In [14], the researchers use a depth-based approach to improve the accuracy.
The proposed method uses chamber distance to measure the shape of similarity objects
with the database. The chamber distances are defined using distance transforms which
need advanced depth sensors. Meanwhile, in [15], added two different classifiers based
on multi-class MVMs and Random Forest in leap motion and depth sensor approach.
Another method, using a HGR using a hand landmark method utilizing the Mediapipe
library. This method is a less complex implementation compared to other methods.
However, Most of the HGR systems that have been built have a low range of detection
[16]. Although Mediapipe can still track the hand in this range, the accuracy of certain
mouse events, such as left clicks, decreased rapidly. It is expected that this range’s
limitations can be improved using magnifying techniques.

2 Methodology

The system has three main parts for system architecture, which consist of input, pro-
cessing, and output as shown in Fig. 1. The inputs are hand images or frames taken by
the webcam. Next, it will be processed using PyCharm as a compiler and supported by
OpenCV, Mediapipe and Python. Finally, the mouse and keyboard action were produced
depending on the algorithm built. For the virtual keyboard, the Python function was used
to run “On Screen Keyboard” and users can use virtual mouse to input the keyboard.
For the GUI, python library tkinter, was utilized.
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Fig. 1. HGR System architecture

2.1 Hand Tracking Module

Find Hand: This method is used to find the presence of hand in front of the webcam. It
first converts the image format from BGR to RGB so that Mediapipe library can process
it. If there is the result of hand, then it will draw the hand landmark and boundary box
around the hand.

1. Find Hand: This method is used to find the presence of hand in front of the webcam.
It first converts the image format from BGR to RGB so that Mediapipe library can
process it. If there is the result of hand, then it will draw the hand landmark and
boundary box around the hand.

2. Find Position: This method is used to know the coordinates of selected hand land-
marks. The coordinates are only in 2D dimension since it’s reading it from the
frames or images. The coordinates of the hand can be manipulated depending on
the application, such as finding distance.

3. Finger Up: This method is used to get information about whether the finger is in an
up or down position. It is useful for giving commands to the mouse.

4. Find Distance: This method is used to calculate the distance between two selected
hand landmarks in pixels. The distance calculation was done by taking two landmarks’
coordinates.

2.2 Virtual Mouse Algorithm

The command for the mouse algorithm was built by capturing hand images from webcam
and detecting the hand palm as depicted in Fig. 2. After that, the cursor mouse command
was executed based on the landmark position of the hand. Image flip was implemented
to flip the image 180 degrees clockwise to get the mirror image from the screen by using
OpenCV.
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Fig. 2. The virtual mouse algorithm

2.3 Virtual Keyboard Algorithms

Figure 3 summarises the flow of the virtual keyboard algorithm. The virtual keyboard
was implemented by directly using On Screen Keyboard provided by Window Operating
System. The keyboard automatically runs thanks to the Python function “subprocess.
Open”. The user does not need to click on the desired input keyboard for writing, instead,
they just need to hover over it for 1–2 s.

Fig. 3. The virtual mouse algorithm
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2.4 GUI Algorithm

From the user’s perspective, the process starts with the user selecting the desired appli-
cation that they want to use in HGR mode. Based on the application chosen, the hand
tracking process will display where users can use the mouse and keyboard virtually. The
flow of GUI algorithms can be described as in Fig. 4.

Fig. 4. The GUI Algorithm

2.5 Range Limitation

Magnifying techniques or adding a function zoom to the recognition of the HGR pro-
cess was proposed to improve HGR recognition at a wide range. By zooming into the
region of interest, some parameters, such as the distance between two landmarks, can
be manipulated. But before zooming, the distance at which the zooming process starts
needs to be known. However, OpenCV and Mediapipe do not support detecting the range
between hand and webcam since it is supported up to 2D mode. Thus, the calculation to
find the distance between hand and webcam was implemented in the zooming process.
The distance can be obtained by calculating the focal length using Eq. (1).

f = (w ∗ d)/W (1)

where f is the focal length, w is the width in pixels, d is the distance in unit cm, and W is
the width in unit cm. Figure 5 labeled the parameters that were used to calculate the focal
length. Initially, the value distance d was set to 15 cm. Meanwhile, the width, w can be
found using the distance of two landmarks, which are landmark (0) and landmark (9).
In the hand tracking module, the algorithm to find distance is added. The width between
those two landmarks was measured and is about 10 cm. After that, the formula for focal
length was implemented inside Python code with OpenCV support. Then the hand needs
to be placed exactly 15 cm from the webcam when the program runs. The focal length
was printed on the GUI. After getting focal length, the distance can be calculated by
manipulating the same formula. The zooming process was set to start at a distance more
than 80 cm. The zoom was set to magnify two times only.
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Fig. 5. The relationship between hand, camera, and distance

3 Results and Analysis

Figure 6 shows the hand tracking results on the right-hand side. The number on the
top left Fig. 6 displays the number of frames per second of the tracking process that
corresponds to images taken per second. The green square box indicated the bounding
box where the system detects the hand.

Fig. 6. The hand tracking using hand landmark.

For the system’s accuracy, the HGR was tested at 1.5 m and 2.5 m. Using the mouse
commands as shown in the command list in Fig. 7, The HGR was tested and repeated
50 times. The result of the HGR accuracy is tabulated in Table 1. From the table, the
HGR is highly accurate to detect HGR at 1.5 m from user to the camera. The result
from Table 1 also shows that at higher ranges, accuracy was still maintained at a high
level. However, the Left click command displayed the highest drop in accuracy among
the mouse commands. The left click command was triggered when two hand landmarks
from the tip of index and middle finger were very close to each other. Note that the
distance between them is in pixel units. As the distance user from webcam is increase,
the distance in pixel between index and middle finger is decreased that affects the HGR
accuracy.

The left click can be manipulated by adding zoom algorithm in the process of HGR.
The left click will trigger when index and middle fingertip distances are below 15 cm.
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Fig. 7. Command List

Table 1. Mouse command accuracy repeated 50 times from user to camera distance 1.5 m and
2.5 m

Mouse Command Accuracy percentage at 1.5 m (%) Accuracy percentage at 2.5 m (%)

Move Cursor 100

Stop Cursor Movement 100

Left Click 100

Scroll down 100

Scroll up 100

Arrow Left 100

Arrow Right 100

Do Nothing 100

So, in zoom mode, the value can be changed to below 7 so that it will not trigger itself
when the hand does not give the left click command. The zooming algorithm can be
stacked further if desired. The result of the zoomed image is shown in Fig. 8. The effect
of zoomed image algorithm at distance 2.5 m can be seen in Fig. 9. The left image is
the HGR without zoomed image algorithm and the right image is after zoomed image
algorithm. From the image, after zoomed image algorithm, the hand landmark is more
cleared compared to the without zoomed image algorithm.

The GUI was developed to integrate the HGR control as a function of mouse and
keyboard. Figure 10 shows the GUI developed for display and presentation applications.
GUI was developed using the Tkinter library which is supported by Python. The GUI
was developed to display 4 options of applications namely Microsoft PowerPoint, Canva,
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Fig. 8. Hand gesture recognition before and after zoom process

Fig. 9. Hand gesture recognition at 2.5 m without zoom algorithm and with zoom algorithm.

YouTube and Netflix. The GUI also provided a user guide for the first-time user that
is unfamiliar with the GUI. The GUI focuses on several usages like presentation and
watching video that can control using HGR.

Fig. 10. GUI for display application
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Figure 11 shows the GUI display when user choose PowerPoint application. The
GUI will display virtual keyboard and webcam images for HGR control. From this
point, user can hover the hand as a mouse control and choose the slide to open and make
the slide show for the power point. In Fig. 12, display the slide show in power point
application. Using the mouse command, the user can move to the next slide or to the
previous slide. Meanwhile, Fig. 13 shows when user choose other applications namely
You Tube, Netflix and Canva. These applications are web browsers and user can use
developed mouse command to use the applications.

Fig. 11. GUI for display Power Point application

Fig. 12. Display slide show in Power Point Application
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Fig. 13. GUI for YouTube, Netflix and Canva applications

4 Conclusion

The HGR system for presentation and display was fully developed and provides a promis-
ing solution for better electronic remote control. The action of mouse and keyboard was
successfully integrated and controlled by hand gestures where the system displayed the
virtual keyboard and mouse that can be controlled by HGR. The range of distance from
camera to user was improved by employing a zoom technique. Results show that the
added techniques improve the accuracy of the HGR. The interactive GUI that gives the
user application options and guides them has also been established. It is suggested that
the system’s robustness can be improved by incorporating more advanced techniques
such as deep learning or hybrid methods. Besides that, the system can be further applied
to other electronic devices such as television and other electronic home appliances for
better human machine interaction.
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Abstract. In the field of fresh fruit bunch ripeness classification, the availability
of annotated real-world datasets is often limited, posing challenges for developing
accurate and robust classification models. To address this limitation, synthetic data
generation techniques have emerged as a promising solution, offering the potential
to augment dataset sizes and improve model performance. This study investigates
the application of synthetic data for enhancing FFB ripeness classification. By
leveraging simulation-based approaches, a diverse set of synthetic FFB images
was generated, replicating variations in lighting conditions, object appearances,
and environmental factors. The synthetic dataset was carefully designed to match
the quantity of real data, ensuring a balanced comparison. Through extensive
experiments, the performance of classification models trained on synthetic data
was evaluated and compared with models trained solely on real data. The results
demonstrated the efficacy of synthetic data in improving the accuracy and gener-
alisation capability of the models. Furthermore, performance evaluation metrics,
including mean average precision (mAP), were employed to assess the models’
performance across different ripeness levels. The findings highlight the potential
of synthetic data for fresh fruit bunch ripeness classification and emphasise the
importance of leveraging simulation-based techniques for generating high-quality
synthetic datasets. This research contributes to the advancement of classification
models in scenarios with limited real-world data availability, paving the way for
improved accuracy and reliability in FFB ripeness classification.

Keywords: Synthetic data · Fresh fruit bunch · Ripeness classification ·
Simulation

1 Introduction

As the field of artificial intelligence continues to advance, the application of deep learn-
ing techniques for solving complex problems has gained substantial momentum. One
such problem that holds significant importance in the agricultural sector is the ripeness
classification of oil palm fresh fruit bunches (FFBs). Accurate and timely identification
of FFB ripeness is crucial for optimising harvesting operations, improving yield qual-
ity, and enhancing overall productivity. Traditionally, the ripeness classification of FFBs
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has relied on manual inspection by human experts, which is time-consuming, subjective,
and prone to inconsistencies [1]. However, with the advent of computer vision and deep
learning, there is great potential to revolutionise this process. By leveraging the power
of artificial neural networks, the capability to automatically analyse images of FFBs can
be harnessed and accurately classify their ripeness levels. Real-time object detection
models have predominantly relied on network architecture optimisations, anchor-based
predictions, and efficient feature extraction. In addition, these features exhibit invari-
ance to rotation, scale, and partial occlusions, which lack robustness against changes
in illumination or partial deformations of objects. Furthermore, the effectiveness of the
model is limited to textured objects that possess distinctive interest points and local
features [2]. Nevertheless, the performance of convolutional neural networks (CNNs)
heavily hinges upon the availability of an extensive and diverse training dataset, which is
often scarce for more intricate computer vision tasks like object classification due to the
numerous variables involved. This scarcity results in a laborious and time-consuming
process of manually preparing annotated datasets [3]. In addition, recent advancements in
computer-generated imagery have facilitated the automation of data generation, enabling
the creation of fully annotated synthetic datasets. Gao et al. demonstrated the realistic
simulation of the pelvic X-ray dataset [4] from human models combined with domain
generalisation or adaptation techniques. By leveraging synthetic data for training, the
models achieved a comparable performance to those trained on a meticulously matched
actual data training set. Notably, this approach provided the added advantage of circum-
venting the ethical and practical complexities associated with collecting data directly
from live human subjects. In addition, Becktor et al. proposed a pipeline for generating
simulated synthetic data that matches the target domain for maritime object detection [5]
that the real-life maritime data collection is harsh and dangerous. The trained CNNs are
shown to outperform conventional methods of training the models with actual images
and self-annotation datasets in multiple field examples which require high fidelity and
large datasets [6–11]. However, within the domain of FFBs, the challenge lies in the large
quantity and availability of high-fidelity datasets that represent real-world data captured
by genuine vision sensors in complex environments. This scarcity of reliable datasets
hampers the development of effective models for processing FFBs data and extracting
valuable insights.

In this paper, an approach for FFB ripeness classification datasets that integrates
simulation-based domain randomisation and synthetic data generation was conducted.
The generated synthetic data is capable of providing the CNNs model training with
the complexity required for dynamic outdoor environment on-tree FFBs characteris-
tics. Through domain randomisation techniques, variations in lighting conditions, back-
grounds, textures, and object placement characteristics were introduced to ensure the
models can effectively adapt to different environmental factors, especially in dynamic
outdoor environments. The core concept of the methodology is to leverage simulation
environments that mimic real-world scenarios and generate synthetic data that closely
resembles the actual FFBs encountered in real-world practice. The working principle
of the simulation approach, the details of the work procedures for conducting the sim-
ulation, and the training result on CNN models with discussion will be discussed in the
following sections.
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2 Working Principle

In the context of FFBs ripeness detection, the conventional approach to data collection
and annotation involves the labour-intensive process of physically capturing real-world
images or videos of FFBs and manually annotating them with object labels or bounding
boxes, as shown in the left column of Fig. 1. This time-consuming method requires
meticulous setup, image capture, and individual annotation by human annotators who
carefully examine and label each FFB based on their understanding of ripeness. However,
synthetic data generation in the simulation provides a more efficient and automated solu-
tion for generating training data in this domain, as shown in the right column of Fig. 1. By
utilising 3D model assets and adjusting randomisation parameters, synthetic data genera-
tion in simulation allows for the creation of diverse FFBs datasets. These datasets include
precise annotations and undergo automated validation within the simulated environment,
eliminating the need for manual annotation. This approach significantly reduces the time
and effort required for conventional manual dataset preparation, making it particularly
advantageous when large amounts of diverse data with annotated ground truth are needed
for training ripeness detection models. The synthetic data generated closely mimics the
characteristics of real FFBs, enabling the creation of training datasets of various sizes,
at any given time, and in any desired location within the simulated environment. This
flexibility is invaluable for training CNN models to accurately detect and classify the
ripeness of FFBs. Synthetic data generation in simulation thus presents a reliable and
efficient approach to producing training material specifically tailored for FFB ripeness
detection.

The generation of synthetic data for FFBs ripeness detection relies on two fundamen-
tal principles: ground truth generation and domain randomisation. The ground truth gen-
eration involves associating the automated annotation process, such as bounding boxes
or semantic labels. Within the simulation environment, the randomisation of domain
parameters is crucial to emulate the complexity of the dynamic outdoor environment
found in palm oil estates. Both working principles will be discussed in the following
subsections. In this study, Unity®, an open-source game engine, was employed along
with a package called Unity Perception to generate synthetic data. Unity Perception
offers valuable tools for producing synthetic data with precise annotations and a frame-
work for designing bespoke randomisation techniques for synthetic data. Despite the
package providing a few randomisation tools, additional scripts will incorporate the
remaining randomisation functionalities. Additionally, the experimental designs used to
validate the output images and train a deep-learning model with the generated data will
be discussed. The simulation work procedures are categorised into two main parts that
contributed to the synthetic data generation of FFBs: 3D modelling that involved the
creation of realistic and detailed 3D models of FFBs followed by domain randomisation
with simulation setup that introduced the variability into the simulated environment to
create diverse and realistic scenarios.

2.1 3D Modelling

The methodology for 3D modelling of a FFB involved the utilisation of Autodesk 3ds
Max® software to create two distinct types of 3D models representing different levels of
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Fig. 1. The overall concept of FFB synthetic data generation and machine learning usage with a)
Conventional data generation approach b) Synthetic data generation approach.

ripeness: ripe and unripe. The models were meticulously designed to closely resemble
actual FFBs, complete with accurate representations of fruitlets, spikelets, and stalks, as
shown in Fig. 2(a). The design of each component within the FFB model was carefully
executed, ensuring the inclusion of features that are pertinent for dataset usage. The FFBs
3D model, consisting of 206,404 polygons and 108,447 vertices, exhibits a high level of
detail and resolution. Polygons are the building blocks of 3D models, representing the
surfaces and contours of the objects. Vertices, on the other hand, are the points where
the edges of polygons meet, as shown in Fig. 2(b). Hence, the significant number of
polygons indicates that the model employs numerous surfaces to accurately represent
the intricate contours and features of the FFBs. This results in smooth curves, intricate
fruitlets, spikelets, and stalk, and a faithful representation of the overall shape and form
of the FFB. Moreover, the abundance of vertices contributes to the precise definition
of the FFB’s geometry, ensuring the accurate positioning of edges and corners. The
higher vertex count allows for finer details and enhances the fidelity of the model’s
surface. In 3D modelling, UV mapping and wireframe are fundamental concepts and
techniques used to create realistic textures and define the structure of a 3D object. UV
mapping is the process of projecting a 2D texture onto a 3D model. It involves creating
a flattened 2D representation of the FFBs surface, known as a UV map, which serves
as a template for applying textures. The UV map comprises coordinates (U and V) that
correspond to the vertices of the 3D model. Texture artists utilise these UV coordinates
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to accurately paint or apply textures onto the surface of the 3D model, imparting it
with colour, detail, and realism. Wireframe, on the other hand, refers to the underlying
structure of a 3D model represented by a network of lines or edges. It reveals the shape
and topology of the FFBs model without any surface details or textures. In a wireframe
representation, the model is displayed as a mesh composed of interconnected edges and
vertices. This visual representation enables the comprehension of the overall structure,
proportions, and geometry of the model, facilitating manipulation and refinement of the
object’s shape. By incorporating precise details and characteristics relevant to the FFB,
the resulting 3D models accurately captured the visual attributes and structural elements
necessary for subsequent analysis and evaluation. This methodology ensured the creation
of highly realistic and representative 3D models that form a valuable resource for various
applications in the domain of fruit bunch analysis and related research fields. By using
3D model FFBs, the data variability and augmentation advantage from actual photos of
FFBs are more significant as the simulation provided the ability to introduce variability
into the generated data by adjusting randomisation parameters.

Fig. 2. The 3D Model of FFB created in Autodesk 3ds Max® software. a) The 3D Model with
UV Mapped texture that represented the colour features. b) The wireframe of the 3D model that
represented the structure geometry of the model.

2.2 Simulation Setup and Domain Randomisation

Rather than aiming for a replication of the reality palm oil estate environment, models can
be developed to exhibit robustness in the face of environmental variability. To address the
challenges posed by domain mismatch between simulation and the real world, the effec-
tive technique for generating synthetic training data versatility is domain randomisation,
which introduces synthetic or enhanced data with random variations in environmental
properties. A randomisation framework can be employed to introduce variation into
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synthetic environments, resulting in diverse datasets. This framework involves a control
entity, such as a scenario, that coordinates the randomisations in the scene. By defining
predetermined orders and schedules for randomisations, the creation of intricate and
deterministic variations throughout a simulation will be conducted. By adopting these
approaches and utilising suitable frameworks, researchers can develop robust models
that exhibit improved performance and generalisation capabilities in the face of environ-
mental variability and domain mismatch. By applying domain randomisation, a range of
factors, including lighting conditions, the placement and orientation of the FFB models
as foreground objects, and the positioning of background objects featuring distinct fruit
images, are subject to randomisation, as shown in Fig. 3. The camera is positioned to cap-
ture images at a resolution of 640 × 640 pixels, enabling the acquisition of high-quality
frames for domain randomization within the simulation. The camera setup incorporates
a specific field of view of 27° illustrated in Fig. 3, carefully chosen to capture an optimal
view of the simulated environment and ensure the desired level of coverage and detail
in the captured frames. This dynamic and versatile approach enables the generation
of a multitude of diverse scenarios and environments during each simulation run. By
introducing variations in these critical aspects, the models are exposed to a comprehen-
sive range of conditions, equipping them with the necessary flexibility and resilience to
handle the complexities of real-world scenarios effectively. The integration of domain
randomisation ensures that the simulated environment accurately represents the inherent
variability present in palm oil estates and fosters the development of robust and adapt-
able models capable of addressing the challenges posed by real-world environments. To
attain a randomised environment utilising the 3D models, a series of randomisers were
employed, each responsible for a distinct randomisation task.

In essence, the subsequent elements were subjected to randomisation:

• Foreground FFB object: A randomly chosen subset of the two different ripeness FFB
model objects is generated and positioned randomly in front of the camera for each
frame, as shown in Fig. 3. The density of these objects is also randomised, resulting
in frames where they are placed closer together and more numerous than in others.
Moreover, the sizes of these objects are randomised for each frame, and the entire
group of objects is given a consistent random rotation. The position of the placement
may also exceed the camera frame to be partially seen, as shown in the camera preview
in Fig. 3, the purpose is to mimic the actual condition of FFBs on the tree that may
be obstructed by the leaves.

• Background objects: To recreate the surrounding environment, a virtual scene is
created, incorporating randomised background objects. Different geometric shapes
such as circles, rectangles, and triangles are used, and UV mapping techniques are
applied to assign different fruit textures to these shapes as shown in Fig. 3. A collection
of basic 3D objects is positioned randomly in close proximity to one another, forming
an intersecting arrangement akin to a “wall” situated behind the grocery objects. These
objects are adorned with diverse textures, randomly selected from a pool of different
fruit and vegetable images and applied to them for each frame. Furthermore, the
rotations and colour hues of these objects undergo randomisation on a per-frame
basis. This approach effectively mirrors the diverse and complex backgrounds found
in palm oil estates, enhancing the realism of the simulation.
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• Lighting conditions: The lighting conditions in the simulation are based on the average
sunlight intensity experienced in the equator region, ranging from 9 klx to 67 klx.
Point lights are used to replicate the sunlight source typically found in outdoor palm
oil estates shown in Fig. 3 illustrated as the view from behind of the objects, ensuring
the simulation reflects real-world environmental conditions accurately. The facing
of sunlight was made towards the object to make sure the lighting condition can be
reflected on the objects fully and captured by the camera.

Fig. 3. The overall scene for the simulation, every frame of randomisation was captured by the
camera. Foreground objects and background objects generated with different positions and ori-
entations for every frame. The representation of the sunlight in the simulation displayed in the
window.

The creation of synthetic data requires automatic annotation labelling of generated
images that involves ground truth labelling. Ground truth refers to the accurate and
reliable information or data that serves as a reference or benchmark for evaluating the
performance of a system or model. In the context of computer vision or machine learning,
ground truth data often involves manually annotated or verified data that represents the
correct or desired outcomes for a given task. In this case, ground truth data may consist
of labels assigned to the ripe or unripe FFBs objects or classes in an image. This ground
truth data is used to train and evaluate computer vision models, enabling the learning
process and conducting accurate predictions or classifications. In this simulation, both
frames and ground truth information will be captured and generated, which the ground
truth data will be derived by the labelers. Labelers is a C# customisable component
for labels assigned to the 3D assets in the scene. To ensure versatility across different
dataset labelling and generation, the labelers are configured with a mapping that translates
human-readable semantic labels into numeric canonical class IDs used for training the
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target model. During simulation, these labelers compute ground truth by analysing the
state of the 3D scene and the rendering results, employing a custom rendering pipeline.

2.3 Performance Metrics

In object detection tasks, predictions are made by assigning a bounding box and a class
label. The accuracy of these predictions is determined by measuring the overlap between
the predicted bounding boxes and the ground truth bounding boxes, which is commonly
referred to as intersection over union (IoU). To compute the precision and recall of
the object detection model, an IoU threshold is set, establishing a criterion for the IoU
value. A significant area under the curve indicates a combination of strong recall and
high precision, where high precision corresponds to a low false positive rate, and high
recall corresponds to a low false negative rate. The average precision (AP) is determined
by calculating the area under the precision-recall curve. In the context of multi-class
detection tasks, the most commonly used metric is the mean average precision (mAP)
score. AP is derived from precision (p) and recall (r), and mAP is computed by the
average is computed of all AP divided by the total number of classes (Q), as shown in
the following Eq. (1) and (2):

AP =
∫ 1

0
p(r)dr (1)

mAP = 1

Q

Q∑
q=1

APq (2)

with q = 1 . . . Q and Q is the number of classes. mAP yields a high value close to 1
when the model demonstrates commendable performance in both recall and precision.
On the other hand, the minimum value achievable is zero.

3 Result and Discussion

Once the simulation was completed, the synthetic data was generated with the annotated
labels in JavaScript Object Notation file format. The dataset was distributed into three
categories: Training - 80%, validation - 10% and testing - 10%. The dataset was originally
created in Synthetic Optimised Labeled Objects dataset format, which required dataset
conversion to You Only Look Once (YOLO) dataset format to be compatible with the
training of the CNN model. YOLO v8 real-time object detection model by Ultralytics®
was employed with Darknet-53 as the backbone. Several key hyperparameters were
selected for the training process, including a learning rate of 0.01, weight decay of
0.0005, Adam as the optimiser, and a batch size of 16 on an NVIDIA® 1660Ti GPU,
which is the recommendation value from Ultralytics®. The performance of the manually
labelled real dataset and the generated synthetic dataset was assessed in this phase. The
CNNs was trained independently using two datasets: (i) the manually labelled dataset
with 2D bounding boxes comprising 150 images from the actual palm oil estate, (ii)
the simulation-generated synthetic dataset consisting of 30000 images with foreground
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objects randomly placed on background images. In this experiment, the effectiveness
of using synthetic data for the object detection model was analysed, and benchmark
comparison was made for dataset quantity optimising and validating with real FFBs
datasets.

3.1 Dataset Quantity Optimising

The quantity of data available for training a CNN model plays a pivotal role in deter-
mining its performance. This is particularly evident in the context of FFBs ripeness
classification, where the limited availability of real data imposes significant constraints
on CNN’s ability to learn and generalise patterns effectively. By examining the results
of an experiment conducted in this regard, it becomes evident that increasing the dataset
size yields improved performance, underscoring the importance of large-scale data.
The experiment involved exclusively synthetic data, which was generated and utilised
in training the YOLOv8 model. To ensure consistency, the validation conditions were
maintained with a consistent epoch of 1 for each dataset size. The findings of this exper-
iment were compiled in Table 1 and illustrated in Fig. 4, offering quantitative evidence
of the impact of dataset size on the model’s performance. The results highlight the
necessity of accessing large and diverse datasets to enhance the CNN’s ability to dis-
cern subtle patterns and make accurate predictions. A larger dataset provides a broader
representation of the real-world scenarios and variations that the model may encounter
during deployment. This exposure to diverse examples helps the CNN to learn a more
comprehensive range of features and patterns, enabling it to make more accurate and
robust predictions. Moreover, a larger dataset mitigates the risk of overfitting, which
occurs when a model becomes overly specialised to the training data and fails to gener-
alise well to unseen examples. With a limited dataset, the model may memorise specific
instances rather than truly understanding the underlying patterns. However, by training
on a large dataset, CNN is forced to learn more generalised representations, reducing
the likelihood of overfitting and improving its ability to handle new, unseen data, which
further justified from this experiment that 30,000 synthetic datasets were deployed in the
same training condition, the result showed major improvement in comparison with the
previous dataset sizes. By using 30,000 images, the mAP50 reached 0.995, and mAP50–
95 obtained 0.814, which is very close to the 1.0 ideal performance. Hence, the use of
synthetic data can provide large data with a lesser amount of time to prepare. Generat-
ing synthetic data allows researchers to create an almost unlimited number of training
samples, surpassing what can be feasibly collected from real-world sources. This large
volume of synthetic data enables CNN models to be trained on a diverse range of sce-
narios, variations, and object configurations that may not be easily accessible or present
in real datasets.

3.2 Validation with Real FFBs Dataset

The validation of the synthetic FFBs dataset with the real FFBs dataset is essential
to assess the performance and generalisation capability of the CNN model trained on
synthetic data. While synthetic data offers advantages in terms of dataset size and con-
trollability, it is crucial to validate the model’s performance on real-world data to ensure
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Table 1. mAP performance on the validation set for each dataset size.

Size of Dataset Metrics

mAP50 mAP50–95

500 0.092 0.029

1000 0.075 0.035

1500 0.109 0.043

2000 0.292 0.162

2500 0.291 0.155

3000 0.602 0.295

30000 0.995 0.814

Fig. 4. The graph plotting for mAP performances of each dataset size.

its applicability in practical scenarios. By comparing the model’s performance on both
synthetic and real FFB datasets, an evaluation of the ability to generalise and accurately
classify real FFB instances was carried out. This validation process helps identify any
discrepancies or limitations that may arise from the differences between synthetic and
real data, such as variations in lighting conditions, object appearances, or environmental
factors. The real FBBs dataset consists of 150 actual images of FFBs from primary and
secondary data collection with data augmentation performed as shown in Fig. 5. Since
the available data is limited, data augmentation is crucial for small real FFBs datasets as
it helps to artificially increase the size and diversity of the available data. By applying
transformations such as flipping, rotation, cropping, shearing, blurring, Gaussian Noise,
cutout and mosaic, data augmentation introduces additional variations and helps prevent
overfitting. It allows the model to learn from a larger and more representative set of
examples, improving its ability to generalise and make accurate predictions on unseen
data. To ensure a balanced comparison, the synthetic data used for training is matched
in quantity to the real dataset. The validation is conducted under identical conditions,
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providing a fair evaluation of the CNN model’s performance. By maintaining consis-
tency in dataset size and training conditions, any observed differences in performance
between the synthetic and real datasets can be attributed to the inherent characteristics
and limitations of each dataset.

The obtained results are tabulated in Table 2, with the synthetic data outperforming
the real data by 80.11% which increased from 0.533 to 0.96 for mAP50; whereas the
result for mAP50–95 increased from 0.219 to 0.678 by 209.59%. The result indicates
a significant performance advantage of the synthetic dataset in this particular experi-
ment. These substantial differences highlight the potential benefits of using synthetic
data for training the CNN model. There are several factors contributing to this notable
performance gap. Firstly, the synthetic data was carefully generated with specific control
over various factors such as lighting conditions, object appearances, and environmental
variations. This control allowed for a more consistent and controlled learning experi-
ence for the model, enabling it to understand better and capture the essential features
and patterns. Whereas the real dataset may have inherent variations and inconsistencies
that could introduce challenges for the model. Lighting conditions might vary across
images, object appearances may differ due to factors like FFBs ripeness or quality, and
environmental elements might introduce additional complexities. These variations in the
real data could potentially hinder the model’s ability to generalise effectively, leading
to lower performance compared to the synthetic data. In addition, data augmentation
techniques applied to the real dataset can also contribute to improved performance.

Table 2. mAP performance for real and synthetic dataset.

Type of Dataset Metrics

mAP50 mAP50–95

Real 0.533 0.219

Synthetic 0.96 0.678

Fig. 5. Training batches for real FFBs dataset on the left and synthetic FFBs dataset on the right.
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4 Conclusion and Future Work

In this paper, the significance of synthetic data in addressing the challenges of FFBs
ripeness classification is emphasised. By training classification models on this extensive
synthetic dataset, substantial improvements in accuracy and generalisation capabilities
compared to models trained solely on real data were observed. The first experiment
focused on the impact of dataset size, which demonstrated higher mAP values with
larger datasets. This highlights the advantages of utilising a larger synthetic dataset,
allowing the model to learn from a more comprehensive range of examples and capture
a wider variety of ripeness patterns. The controllability and scalability of synthetic data
facilitated the generation of a dataset well-suited to the classification task, resulting in
superior model performance. The second experiment focused on the comparison between
real and synthetic data. By training classification models on synthetic data, significant
improvements in accuracy and generalisation capability were observed compared to
models trained solely on real data. The synthetic data proved to be a valuable resource for
addressing the limitations of limited real-world datasets in FFB ripeness classification,
with the synthetic dataset surpassing the real dataset by 80.11% for mAP50 and 209.59%
for mAP50–95. Synthetic data can serve as a valuable tool in situations where real data
availability is limited, providing a means to generate larger and more diverse datasets
for training robust models.

Future research in enhancing synthetic data for FFB ripeness classification involves
two key areas. Firstly, validating models in real field conditions with dynamic video
to assess their real-world applicability. Secondly, incorporating weather conditions and
variations in the simulation process to enhance synthetic data authenticity and improve
performance in real-world scenarios.
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Abstract. The development of Artificial Intelligence (AI) technology is used to
minimize the risk of maternal disorders during pregnancy. Maternal health needs
to be monitored so as not to cause problems during the baby’s birth. The purpose of
this study is to provide a literature review from 2017 to 2023. The method used is
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA).
This study is a basis for researchers to help solve maternal health problems using
AI. This technology is proven to detect and predict problems during pregnancy,
thereby reducing maternal and infant mortality and preventing abnormalities in
the development process. In addition, AI can help improve medical personnel’s
performance by minimizing human error. This study also presents trends in AI
problems and methods used. However, the rapid development of AI methods has
not provided novelty in solving maternal pregnancy issues because researchers
rarely implement them on a wider scope of problems. Furthermore, it needs to be
developed with other methods, such as simulation.

Keywords: Systematic reviews · Pregnancy disorders · caesarian section ·
Health status · Preeclampsia

1 Introduction

Pregnancy is a process a maternal goes through to deliver a baby, generally with careful
preparation. Maternal health is an essential factor that needs to be considered compre-
hensively. The unmonitored maternal health history will cause problems at the time of
the baby’s birth, such as low birth weight (Berat Badan Lahir Rendah or BBLR), stunted
baby growth (Pertumbuhan Bayi Terhambat or PJT ), low immunity, and a high risk of
death for the baby, maternal or both [1–3]. The development of Artificial Intelligence
(AI) technology is one of the solutions to detect and predict disorders during pregnancy
automatically [4].

Based on the previous explanation, AI application has successfully increased effi-
ciency and productivity in helping maternal during pregnancy. The purpose is to present
various brief pieces of literature from 2017 to 2023. This study will help medical per-
sonnel to monitor and detect early pregnancy disorders in maternal. In addition, it can
help researchers to develop AI for health problems to be more optimal.
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This study has five sections, namely Sect. 2 about the methodology of the literature
study, next related to the review results obtained. Afterward, Sect. 4 presents a discussion
on the application of AI. Conclusions and potential study follow in the last section.

2 Methodology

The relevant article search strategy in this study used Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses (PRISMA) flowchart [3] (see Fig. 1). First, deter-
mine the queries needed. The query uses two types, namely “Kecerdasan Buatan untuk
Ibu Hamil di Indonesia” and “Artificial Intelligence for Maternal Health in Indonesia”.
The query used Bahasa and English because the case study discussed maternal health in
Indonesia. Second, the article search was limited to the year of publication from 2017
to 2023. The search was conducted on Google Scholar by identifying titles that match
the study. Third, the article obtained were re-filtering based on the abstract. Based on
the results of these three stages, 30 articles were obtained, the distribution of which can
be seen in Table 1.

Fig. 1. Article finding strategy in this study
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Table 1. Result for query in Google Scholar

Year AI using Algorithm Reference

2017 Detection, Prediction Artificial Neural Network, Backward Chaining,
C45, Certainty Factor Decision Tree, Forward
Chaining, Random Forest

[4–7]

2018 Detection Backward Chaining, Certainty Factor [8, 9]

2019 Detection, Prediction Breadth First Search, Forward
Chaining, Naïve Bayes, Neural Network

[10–13]

2020 Detection, Prediction Certainty Factor, Forward Chaining, K-Means,
Naïve Bayes, Natural Language Processing, Soft
Voting-based Ensemble

[2, 14–18]

2021 Detection, Prediction Certainty Factor, Decision Tree, Forward Chaining,
Linear Discriminant Analysis, Naïve Bayes, Neural
Network, Support Vector Machine

[19–25]

2022 Detection Breadth First Search, Forward Chaining, K-Nearest
Neighbour, Naïve Bayes

[26–28]

2023 Detection, Prediction Forward Chaining, Machine Learning, Deep
Learning

[29, 30]

Fig. 2. Number of articles selected by maternal issue type
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3 Result

AI has helped find preventive and treatment solutions for maternal health. Based on the
findings of the selected articles (see Fig. 2), AI has successfully solved to the problem
of Caesarian section, Health status, Preeclampsia, and Pregnancy disorders. The success
of AI on each problem will be discussed in the next section.

3.1 Caesarian Section

Caesarian section (C-section) is one way to deliver a fetus to reduce the risk of maternal
and infant mortality. This delivery can help achieve Indonesia’s Millennium Develop-
ment Goals (MDGs) targets [31]. Based on data from the Ministry of Health 2022, the
maternal mortality rate is around 305/100,000 live births which have not reached the tar-
get set in the 2024 National Medium-Term Development Plan (Rencana Pembangunan
Jangka Menengah Nasional or RPJMN) target of around 183/100,000 live births [32].
Therefore, a C-section is one of the efforts that can reduce the Maternal Mortality Rate
(MMR or AKI/Angka Kematian Ibu).

However, C-section is the last alternative to childbirth as it carries five times more
risk than expected delivery. Several factors can increase the risk, including embolism or
blockage of blood vessels, endometritis or endometrium inflammation, bleeding during
surgery, anesthesia, complication, and recovery of the shape and location of the uterus
to be imperfect [33, 34]. One of the impacts is the emergence of infections in the uterus,
bladder, intestines, and surgical wounds [35]. Determination of C-section delivery is
necessary to reduce MMR caused by postoperative morbidity.

The AI application to C-section patients can be classified and predicted easily with
the parameters shown in Table 2. The steps taken (see Fig. 3) are (1) finding a dataset, (2)
processing the data by pre-processing and splitting the data into training and test data,
(3) building a model, and (4) evaluating the model. The C-section problem requires
supervised learning so that the stages of building the model have a learning process.
The use of this method applied by [13] to determine C-section labor in pregnant women
with the Neural Network (NN) method successfully obtained an accuracy of 74.17%.
In addition, it is not uncommon for researchers to add a feature weighting process
before the learning process, as in [25]. In anticipating the risk of childbirth, [25] utilized
classification techniques with the same method as [14] but added the Particle Swarm
Optimization (PSO) method to help optimize feature weighting. The accuracy increased
by 6.25% to 93.75% when PSO was added. In addition to NN, another classification
technique, Support Vector Machine (SVM), is used [24] to predict the presence of C-
sections because pregnant women have a great chance of getting Covid-19. In addition,
in data pre-processing, [24] added the Linear Discriminant Analysis (LDA) method to
obtain data by the research objectives. The accuracy result obtained was 100%. Based on
the three studies, a Confusion Matrix, Receiver Operating Characteristic (ROC) Curve,
and Area Under Curve (AUC) are commonly used to measure the performance of models
applied to C-section problems.
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Fig. 3. Research framework of C-section

Table 2. C-section dataset features

Attribute Value

[13] [24] [25]

Age (years) 17–41 17–40 17–40

Delivery number 1, 2, 3, 4 1, 2, 3, 4 1, 2, 3, 4

Delivery time

- Timely 0 1 0

- Premature 1 2 1

- Latecomer 2 3 2

Blood pressure

- Low 0 1 0

- Normal 1 2 1

(continued)
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Table 2. (continued)

Attribute Value

[13] [24] [25]

- High 2 3 2

Heart status

- Apt 0 1 0

- Inept 1 2 1

Caesarean class

- No 0 0

- Yes 1 1

3.2 Health Status

The relationship between maternal health status and birth outcomes is the basis for
finding solutions to improve the quality of life to avoid adverse birth out-comes. This
issue has been supported by the development of AI technology, making it easier to solve
these problems. [8] used Backward Chaining (BC) to determine proper nutrition for
maternal. The result is that the approach is proven to provide nutrition following the
symptoms experienced by maternal. In addition, [2] clustered maternal health status
based on age, gestational age, and weight gain. The K-means method helps group the
maternal health status into normal, abnormal, and at-risk. The parameters to determine
the maternal health status can be used in Table 3. The results are used as evaluation
material to improve maternal quality in pregnancy and reduce the risk of disorders in
infants.

Table 3. Maternal nutritional status features based on [2, 8]

Attribute Value

Status

Age (years) 19–40

Age of pregnancy (months) 2–9

Weight gain (kg) 1–30

Nutrition needs

Carbohydrate 0, 1

Proteins 0, 1

Vitamin 0, 1

(continued)
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Table 3. (continued)

Attribute Value

Zinc 0, 1

Folic acid 0, 1

Symptoms

The body is easily sluggish, tired, and tired quickly 0, 1

Lack of energy 0, 1

Irritable 0, 1

Stressed and always have a headache 0, 1

Sleepiness 0, 1

Abnormal body weight 0, 1

Sleepiness 0, 1

Abnormal body weight 0, 1

Appetite is not good 0, 1

Loose bowel movements and frequent constipation 0, 1

Dry and chapped lips 0, 1

Gums often bleed 0, 1

Dark eye bags 0, 1

Swollen feet 0, 1

3.3 Preeclampsia

Preeclampsia is one of the causes of maternal and fetal mortality and morbidity due
to hypertension, proteinuria, and edema in pregnancy. Based on World Health Orga-
nization (WHO) predictions, preeclampsia cases have the potential to occur in devel-
oping countries seven times higher than in developed countries. Delays in recognizing
the emergence of dangerous conditions and taking preventive measures are important
factors in increasing maternal and fetal deaths. The government has established an
obstetric-related policy in Ministry of Health (Kementerian Kesehatan or Kemenkes)
No. 369/Menkes/SK/III/2007 to support prevention by optimizing health during preg-
nancy [22, 27]. However, the policy needs to be supported by AI technology to make
the prevention process effective.

Several studies have proposed effective and efficient methods for preventing
preeclampsia during pregnancy. The parameters to identify preeclampsia in maternal
can be used in Table 4. [12] successfully used Long Short-Term Memory (LSTM) to
prevent the risk of preeclampsia through the classification and prediction process shown
with an accuracy of 90.22%. Afterward, [15] could obtain an accuracy of 96.66% with the
Soft Voting-based Ensemble method. [16] using Natural Language Processing (NLP),
the Confidence Interval (CI) value can reach 0.88–0.89 in predicting preeclampsia in
maternal.
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In addition, some researchers have created early detection systems for preeclampsia,
such as an early detection system to monitor maternal to get immediate and appropriate
treatment for preeclampsia [22]. The use of the Certainty Factor (CF) method in the
system has an accuracy of 91.45%. In addition, [27] built a system using the Forward
Chaining (FC) method proven to help increase knowledge in minimizing the risk of
preeclampsia.

Table 4. Preeclampsia features based on [12, 16, 22]

Attribute Value

Demographic

Age (years) 19–50

Role in family [wife, child, primary member, additional member] 0, 1

Work [company-paid labor, government-paid labor, entrepeneur, non-labor] 0, 1

Status

Case history

[hereditary preeclampsia, hereditary hypertension (PHT), hereditary pregnancy with
hypertension (PPHT), herditary diabetes pregestational, immune disorders, birth
control (Keluarga Berencana/KB) acceptor]

0, 1

First pregnancy 0, 1

Pregnancy distance 0, 1

Twin pregnancy 0, 1

Blood pressure 0, 1

Body mass index (BMI) 0, 1

Glucose (mg/dl) 90–110

Proteinuria (mg/dl) <10

Symptoms

Severe headache 0, 1

Heartburn 0, 1

Visual disturbances 0, 1

Depression/stress 0, 1

Difficulty breathing 0, 1

Weak baby movements 0, 1

3.4 Pregnancy Disorders

One of the changes that occur in maternal is a decreased immune system. The risk of
diseases increases if maternal do not maintain their health. Various kinds of research to
reduce the risk with AI both the application of the Naïve Bayes (NB) method [10, 21],
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FC [7, 14, 19, 20, 29], Breadth First Search (BFS) [26], and the combination of FC and
BFS [11] can help early detection of the risk of disorders during pregnancy. In addition,
the application of the Artificial Neural Network (ANN) method [5, 6] is used to predict
the risk of pregnancy based on the detection results, and the Genetics Algorithm (GA)
method [36] to optimize the method so that the detection and prediction obtained are
accurate.

The maternal’s lack of information and knowledge regarding the risk of disorders
that will occur in the pregnancy process can result in miscarriage. This problem happens
because the mother is late in knowing her disease during pregnancy. Table 5 is an
example of a symptom matrix in maternal disease. [37] developed a website-based
system to prevent the risk of abnormalities during pregnancy in order to reduce the
Infant Mortality Rate (IMR or AKB/Angka Kematian Bayi). This system applies the FC
method, which has been proven to help experts and mothers consult during pregnancy.

Table 5. Symptoms matrix in the disease [14]

Symptoms Disease

D1 D2 D3 D4 D5 D6 D7 D9 D10

S1 Discharge of
spots

✓

S2 Bloody
discharge

✓

S3 Prolonged
bloody discharge

✓

S4 Nausea and
excessive
vomiting

✓

S5 Pain in the
placenta

✓

S6 Prolonged
dizziness

✓

S7 Pain during
urination

✓

S8 Vaginal bleeding ✓

S9 Drastic changes
in pregnancy
symptoms

✓

S10 Pain and
tenderness in the
pelvis and
abdomen

✓

(continued)



298 D. Kurnianingtyas et al.

Table 5. (continued)

Symptoms Disease

D1 D2 D3 D4 D5 D6 D7 D9 D10

S11 Dysminorrhea
(pain during
menstruation)

✓

S12 Irregular
menstruation

✓

S13 Vaginal
discharge and
odor

✓

S14 Abdominal pain ✓

S15 Pain during
intercourse

✓

S16 Heavy bleeding ✓

S17 Swelling in the
groin

✓

S18 Lump or
swelling in the
vagina

✓

S19 Pain and
tenderness in the
pelvis

✓

S20 Intense aches
and pains during
exertion

✓

S21 Abdominal
cramps before or
during
menstruation

✓

S22 Difficulty
sleeping

✓

S23 Back pain ✓

S24 Dizziness and
headache

✓

S25 Loss of appetite ✓

S26 Chills ✓

(continued)
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Table 5. (continued)

Symptoms Disease

D1 D2 D3 D4 D5 D6 D7 D9 D10

S27 Heartburn ✓

S28 No menstruation
for about two
months

✓

S29 Dehydration ✓

S30 Hypotension or
low blood
pressure

✓

S31 Heart
palpitations

✓

S32 Excessive
salivation

✓

S33 Feeling stressed,
confused,
anxious

✓

S34 Highly sensitive
to smells

✓

S35 Discharge of
fluid

✓

S36 Pain in the lower
abdomen

✓

S37 Itching in the
external genital
area

✓

S38 Vaginal
discharge,
inflammation,
and redness of
the external
genitalia

✓

S39 Intense pain ✓

S40 Water discharge
at the surgical
site

✓

(continued)
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Table 5. (continued)

Symptoms Disease

D1 D2 D3 D4 D5 D6 D7 D9 D10

S41 Pain on the left
side

✓

S42 Prolonged back
pain

✓

S43 No period and
positive
pregnancy test

✓

S52 Body fatigue ✓

S53 Fever ✓

S54 Itching in the
abdomen and
legs

✓

S55 Nausea and
vomiting

✓

S56 Sudden
abdominal pain

✓

S57 Frequent feeling
of dizziness

✓

S58 Chest tightness ✓

S59 Problems
urinating and
defecating

✓

S60 Pain in hips,
stage, and thighs

✓

S61 Heavy
menstruation

✓

S62 Intense blood
discharge

✓

S63 Period pain ✓

S64 Pain when
pressing on the
pelvis

✓

S65 Pelvic pain after
intercourse

✓

(continued)
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Table 5. (continued)

Symptoms Disease

D1 D2 D3 D4 D5 D6 D7 D9 D10

S66 Feeling of
pressure in the
lower part of the
colon

✓

S67 Abdominal
fullness and
bloating

✓

D1: Abortion; D2: Adenomyosis; D3: Bartholinitis; D4: Menstrual disorders;
D5: Hyperemesis gravidarum; D6: Vaginal infection; D7: Ectopic pregnancy; D8: Ovarian
cyst; D9: Uterine myoma

4 Discussion

Indonesia is the most populous country in Southeast Asia, with 277.43 million people by
2023. In connection with this, the government seeks to improve the population’s quality
by monitoring maternal health to give birth to a healthy and quality generation and reduce
MMR and IMR [38] because Indonesia is one of the ten countries with the highest
postpartum mortality rate globally [39]. Disorders that occur during pregnancy will
cause severe impacts if not monitored properly. AI has a function to help early detection
and prediction of these problems. This technology is done to help the performance of
medical personnel. The increasing number of patient visits to health services will reduce
the performance of medical personnel. AI technology can reduce human error when
medical personnel experience fatigue due to many patients requesting health services.
In addition, AI helps the performance of medical personnel so that work is completed
quickly and with good and precise accuracy. The basis of AI is to learn in order to solve
problems. In maternal problems, AI performs the detection process and then can make
predictions [1–4]. Various AI methods can be used for detection, prediction, or both.
Based on Fig. 4 (a), the most commonly used methods for detection and prediction are
ANN and Decision Tree (DT).

One branch of technology that AI belongs to is Expert System (ES). This method
adopts the working principles of experts to solve problems to find conclusions and deci-
sions based on existing facts. The system is designed to help laypeople solve complex
problems that experts can only solve. ES has four important components, including the
knowledge base, database, user interface, and inference engine. These four components
cannot be separated [10, 17, 19, 26, 27]. The problem of pregnancy disorders is in dire
need of ES to improve the accuracy of interpretation, diagnosis, prediction, monitoring
and recommendations needed to minimize the risk of disorders during pregnancy. Fol-
lowing Fig. 4 (b), the methods most often used by researchers to develop ES include FC,
BC, BFS, and CF.
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Fig. 4. Research mapping based on AI application for its uses (a) and expert system (b)
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The development of AI technology in the health sector felt in Indonesia, especially
in diagnosis. However, several challenges must be faced, such as AI technology devel-
opment. Indonesia is a developing country that generally has relatively low income, so it
has yet to be able to design its technology. Next, AI technology based on learning many
data increases the risks of data security and privacy violations. In addition, implementa-
tion of information and communication technology in Indonesia is uneven. Most people
have difficulty accessing technology, especially AI. This constraint causes the use of
technology to be suboptimal. Efforts to reduce MMR and IMR cannot be instantaneous.
AI technology can help with obstacles, such as the limited number of medical personnel,
unreachable health facilities, and the need for maternal knowledge [39–41]. Resolving
these challenges requires collaborating with the government, the community, and other
interested parties. Addressing this challenge requires collaboration with the government,
communities, and other interested parties to find the proper regulations to maximize AI
technology in Indonesia.

5 Conclusion

In this study, we discuss AI’s application to maternal health problems. Problems are
divided into four categories: Caesarian section, Health status, Preeclampsia, and Preg-
nancy disorders. AI is implemented to minimize the risk of complications during preg-
nancy. This prevention helps reduce maternal and child mortality and prevents abnor-
mal growth and development of babies. This study helped stakeholders find ways to
solve maternal and child health problems using AI. In addition, researchers with similar
expertise found research gaps in AI methods and maternal and child health issues.

AI proves its ability to do learning, problem-solving, and pattern recognition. In
addition, AI has a branch of knowledge, namely ES. ES is proven to be able to solve
complex problems with the help of experts. This system is considered suitable for accel-
erating the detection and prediction of maternal disorders with the help of a doctor’s
knowledge. The number of patient visits that continues to increase does not interfere
with ES performance. Instead, it speeds up the detection and prediction process. Thus,
events in mothers and children during pregnancy can be minimized. Methods of FC,
BC, BFS, and CF are often used. The progress of AI methods is relatively rapid, but
researchers tend to choose AI methods that are commonly known. These developments
can be used as opportunities so that the process of detecting and predicting maternal and
child disorders is more accurate by increasing the scope of the problem. In addition, the
problems are more than just a matter of detection and prediction. Therefore, this limita-
tion can be developed in future research by combining it with other methods, such as the
simulation approach. In addition, because there are still obstacles to implementation in
Indonesia, it is necessary to determine priority needs in the health sector. This obstacle
can allow researchers to conduct studies using various approaches to assist stakeholders
in determining policies to use AI technology optimally.
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Abstract. Dengue virus, DENV, is the cause of dengue fever and carries the
risk of developing dengue hemorrhagic fever and dengue shock syndrome (DSS),
which can lead to death. The high mortality rate is due to the blockage of blood
circulation resulting from delayed patient management, particularly in cases of
advanced-stage DSS. Intensive examinations and new treatments are only provided
when the patient has been admitted to the hospital. Therefore, we proposed to
develop an early detection for DSS risk based on the clinical data using ensemble
method through bagging Tree-CART, namely Tree-Bag algorithm. We explored
information from patient’s clinical data including temperature, vomiting, pain,
as well as the levels of erythrocytes, leukocytes, creatine level, hemoglobin, and
time series data on the patient’s condition. In the preprocessing data stage, we
applied oversampling data due to imbalanced class in dataset. The experimental
results show that the Tree-Bag achieved high performance with accuracy of 0.91
and the AUC of 0.84. It is dominant when compared to single machine algorithms
including: KNN, Naïve Bayes, CART decision tree, and SVM.

Keywords: Dengue Shock Syndrome · Tree-Bag · Ensemble method

1 Introduction

Dengue Fever is an acute febrile illness lasting for 2–7 days with two or more of the fol-
lowing manifestations: headache, abdominal pain, nausea, vomiting, retro-orbital pain,
myalgia, arthralgia, skin rash, hepatomegaly, bleeding manifestations, and leukopenia.
Dengue Hemorrhagic Fever (DHF) is a case of dengue fever with a tendency for bleeding
and manifestations of plasma leakage. Dengue Hemorrhagic Fever (DHF), also known
as Dengue Fever with hemorrhagic manifestations, is dengue fever accompanied by liver
enlargement and bleeding manifestations. Dengue Hemorrhagic Fever (DHF) is a dis-
ease caused by the Dengue Family Flaviviridae virus, with its genus being Flavivirus.
The virus has four known serotypes, DEN-1, DEN-2, DEN-3, and DEN-4. Clinically, it
has different levels of manifestations depending on the dengue virus serotype [1, 2].
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In Indonesia, Dengue Hemorrhagic Fever (DHF) remains one of the primary health
problems. The increasing mobility and population density contribute to the growing
number of cases and the spread of this disease. In 2015, data from the Ministry of Health
recorded a total of 126,675 DHF cases in 34 provinces in Indonesia, with 1,229 deaths.
These numbers were higher compared to the previous year, where 100,347 DHF cases
were reported in 2014, with 907 deaths. The number of outbreaks of DHF also increased
from 1,081 cases in 2014 to 8,030 cases in 2015. The reporting of DHF outbreaks
expanded from 5 provinces and 21 districts in 2014 to 7 provinces and 69 districts in
2015 [3, 4].

Degue Virus 
Infec�on 

Dengue 
Fever

Dengue 
Hemorragic 

Fever

Dengue 
Shock 

Syndrome

Fig. 1. Development of Dengue Fever Leading to Dengue Shock Syndrome

Dengue Shock Syndrome (DSS) is a severe form of dengue hemorrhagic fever (DHF)
characterized by circulatory failure/shock and the progression of the disease is shown in
Fig. 1. This condition occurs in individuals with widespread and sudden manifestations
of Dengue Hemorrhagic Fever or Dengue Fever (DF), but it is also a clinical concern.
Approximately 30–50% of dengue fever patients will experience shock and potentially
fatal outcomes, especially if not promptly and appropriately treated. Managing shock in
DHF is a critically important issue, as the mortality rate increases if shock is not addressed
early and adequately. The fundamental approach to managing DHF shock is volume
replacement or intravascular fluid replacement to compensate for the loss of fluid due to
capillary wall damage, leading to increased permeability and resulting in plasma leakage.
The death may occur when there is severe bleeding, uncontrolled shock, significant
pleural effusion and ascites, or seizures. Currently, there is no commercially available
vaccine for dengue fever caused by flaviviruses. The primary prevention of dengue
fever lies in eliminating or reducing the mosquito vector responsible for transmitting the
disease.

Related studies have explored dengue fever detection using supervised learning meth-
ods with a single classifier including SVM, Decision Tree, Naïve Bayes, and Back Prop-
agation Neural Network algorithm. The kinds of data set were used including sequence
data, spatial data, and clinical data [5–9]. Several studies on dengue using data anal-
ysis are conducted using conventional machine learning with single classifier and the
performance evaluation are including Logistic regression (59.1%), Linear Regression
(17.4%), and General Linear Model with 70% [10]. Also, another research related risk-
stratification of dengue on clinical data based using Artificial Neural Network (ANN)
achieved an AUROC of 0.82. Specificity of 0.84, and sensitivity of 0.66 [11]. There-
fore, this research is proposed an ensemble method by bagging of decision tree with
up-sampling data due to imbalanced data distribution in class.
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2 Research Method

In general, we proposed Tree-Bag using resampling dataset. First stage, we applied pre-
processing data including to handle missing attribute values and normalization. Before
applying the machine learning method, we resampled data sets to avoid any bias in
defined class. Then, we applied an ensemble method by bagging CART algorithms, and
the information detail is shown in Fig. 2.

Clinical Data

Input 
Pa�ent’s 
Dengue 

Fever Data

Preprocessing 
Data

Resampling data 
set

Ensemble 
Method

Dengue 
Shock 

Syndrome 
Detec�on

Handling 
Missing Value 

of Feature

Normaliza�on

Fig. 2. General Steps of Dengue Shock Syndrome Detection Using Ensemble Method

2.1 Preprocessing Data

Handling Missing Attribute-Value Data. Missing values refer to the absence of data
or information for certain variables or observations in a dataset. They can occur due to
various reasons, such as data collection errors, data entry issues, or intentional omissions.
Handling missing values is an essential step in the data preprocessing stage to ensure
accurate and reliable analysis.
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In this research, we use two techniques to solve the problem depending on the type
of data. In the case of numerical attribute values, one effective method is K-Nearest
Neighbors Imputation (KNNI). The KNNI is a data imputation technique that estimates
missing values based on the values of its nearest neighbors [12]. The stages of KNN
imputation are as follows:

1. To identify the numerical attribute(s) with missing values in the dataset.
2. For each observation with missing values, find its k nearest neighbors based on the

available numerical attributes. The value of k is typically chosen based on domain
knowledge or through experimentation.

3. To calculate the distance between the observation with missing values and its neigh-
bors. The distance can be computed using various distance metrics, such as Euclidean
distance or Manhattan distance.

4. To assign weights to the neighbors based on their distances. Closer neighbors
generally have a higher weight in the imputation process.

5. To estimate the missing value by taking the weighted average of the corresponding
attribute values from the k nearest neighbors. The weights are used as coefficients in
the weighted average calculation.

6. Repeat steps 2–5 for all observations with missing values in the dataset.

Then, for categorical data, a common approach is to impute missing values with the
mode, which represents the most frequent category in the variable. The mode imputation
is suitable for categorical variables because it maintains the original distribution and does
not introduce bias. The steps of handling missing value of categorical data are follows:

1. Identify the categorical attribute(s) with missing values in the dataset.
2. Calculate the mode (most frequent category) for each categorical attribute.
3. Replace the missing values in each attribute with its respective mode.
4. Repeat steps 2–3 for all categorical attributes with missing values in the dataset.

Normalization. In the preprocessing steps, we also implemented the minimax nor-
malization method. It eliminates the influence of different value scales: When different
attributes have values in different ranges, certain machine learning algorithms can be
biased towards attributes with larger value ranges as shown in Fig. 3. Normalizing
the attributes to a common range ensures that each attribute contributes equally to the
analysis.

Minimax normalization is a common technique used to transform numerical attribute
values into a specific range. It rescales the values of a variable to a fixed range, typically
between 0 and 1, to avoid the impact of disparate value ranges on certain machine
learning algorithms. Here is a step-by-step description of how minimax normalization
works:

1. To identify the numerical attribute(s) that you want to normalize.
2. To determine the minimum (min) and maximum (max) values of the attribute in the

dataset. The minimum value is the smallest observed value, while the maximum value
is the largest observed value.
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3. To apply the following formula to normalize each value in the attribute:

normalized value = (original value − minimum value)

(maximum − minimum)
(1)

This formula scales the original value based on the range of values in the attribute.
4. Repeat step 3 for all values in the attribute.
5. After normalization, the attribute values will fall within the range of 0 to 1. The

minimum value in the attribute will be mapped to 0, the maximum value will be
mapped to 1, and all other values will be scaled proportionally between these two
endpoints.

Fig. 3. Histogram of the frequency in numerical variables in Several clinical data of Dengue
Shock Syndrome

Resample Data. To improve input data quality, we apply resampling data due to imbal-
anced class distribution of data sets as shown in Fig. 4. Resampling data is a technique
used in data preprocessing to address class imbalance or uneven distribution of data
points across different classes or categories. When the number of observations in one
class is significantly higher or lower than the number of observations in other classes,
class imbalance arises. Resampling methods such as up sampling, down sampling, and
hybrid sampling can be used in such instances to create a more balanced dataset.
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Up Sampling. Up sampling involves increasing the number of instances in the minority
class (the class with fewer observations) to match the majority class. This is typically done
by randomly replicating instances from the minority class until a balance is achieved.
Up sampling helps to provide more representation to the minority class and prevents the
model from being biased towards the majority class. It can be particularly useful when
the minority class contains important or critical information.

Down Sampling. Down sampling, on the other hand, involves reducing the number of
instances in the majority class (the class with more observations) to match the minority
class. It is achieved by randomly removing instances from the majority class until a
balance is attained. Down sampling helps in reducing the dominance of the majority
class and prevents the model from being overwhelmed by its abundance. It can be
employed when the majority class has redundant or less informative instances.

Hybrid Sampling. Hybrid sampling is a combination of up sampling and down sampling
techniques. It aims to balance the dataset by applying both up sampling and down
sampling simultaneously. The goal is to achieve a more equal representation of all
classes while avoiding the potential drawbacks of solely using up sampling or down
sampling. Hybrid sampling can be a beneficial approach when both the minority and
majority classes have important information that needs to be preserved while achieving
better balance.

Fig. 4. The amount of data for resampling datasets

2.2 Machine Learning

A method for learning from directed data is machine learning. This suggests that the
machine learning algorithm is given a set of instructions on what to look for and how to
interpret it. Unsupervised learning is the practice of allowing the machine learning algo-
rithm to operate independently of human supervision. In machine learning, we utilize
supervised learning to determine how to map input (X) to output (Y). This is accom-
plished by employing algorithms to locate a function that can convert a set of input
values into a corresponding set of output values. It is necessary for the output variable
to be forecastable [13].

Supervised learning is a machine learning technique that learns from labeled training
data to assist users in predicting outcomes for unexpected data. In supervised learning,
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the machine is trained using properly “labelled” data that in fact is tagged with the
correct answer or prediction result. Supervised learning can be imagined by learning
in the presence of a supervisor or teacher who always directs the correct answer as
illustrated in Fig. 5 [5]. In this study, we applied the representative machine learning
including: KNN, Naïve Bayes, SVM and CART. We also involved an ensemble method
by bagging Tree-CART algorithm.

Input
(Training data)

Modelling 
trained data

Output

Tes�ng data

Fig. 5. Illustration of Supervised Learning Method

K-Nearest Neighbor (K-NN). K-Nearest Neighbor or also be called as K-NN classifier
is a supervised learning algorithm for classification that uses based on comparison for
the characteristics’ objects that are divided into their categories to predict the label
or category of the new information object. This method is recognized as a method of
classification that is considered lazy due to construction for modelling retrieved from
training data is not necessary. The majority vote of the training data object class in the
k nearest neighbor data to determine the class value of the new data [14].

Naïve Bayes Classifier. Naïve Bayes is a supervised learning method that can classify
data. The method is using unconditional and conditional probability to construct the
classifier model. The principal concept is the independence of each event (unconditional
probability) with very strong (naïve) hypothesis [15]. The model is constructed based
on (2).

P(C|X ) = P(C)P(X |C)

P(X )
(2)

where X is attributed, and C is class.

The posterior probability value of each class is maximized in the Bayes classifier. It
is defined as in the stated formula in (3).

HMAP = argmaxP(C|x1, x2, . . . xn)argmaxPnaïve
∏n

i=1
P(xi|C) (3)

Support Vector Machine (SVM). SVM classifier is another supervised learning
method for classification [9]. The function first divides the input space into two classes.
The goal of this strategy is to find the best hyperplane function for separating different
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classes. This method’s developed function can handle non-linear classification. The ker-
nel trick function is designed to convert a vector space with a suitably high dimension.
The SVM classifier uses a variety of kernel functions, including Linear, Polynomial,
Sigmoid and the Radial Basis Function (RBF) kernel function as used in this research
[16].

CART Decision Tree Algorithm. Classification and Regression Decision Tree (CART)
decision tree is a kind of machine learning algorithm that makes decisions based on a
tree-like model. It has each internal node representing a decision based on a particular
feature and each branch corresponds to the outcome of that decision. Also, each leaf
node represents the final decision or the predicted output. CART can be addressed for
predicting discrete categories in classification and regression for predicting continuous
values [17].

Bagging Tree-CART (Tree-Bag) Algorithm. Bagging, also known as bootstrap aggre-
gation, is a technique for aggregation in which the same algorithm is trained again using
various subsets picked from the training data. The predictions of all the submodels are
then averaged to get the final output forecast. Tree-Bag is an ensemble of decision tree
method by aggregation for output values. Bagging tree CART (Classification and Regres-
sion Tree) refers to a specific ensemble learning technique that combines the concepts
of bootstrap aggregating (bagging) and decision trees based on the CART algorithm.

In the bagging tree CART ensemble, multiple decision trees are trained using the
bagging technique. Each decision tree is built independently on a different bootstrap
sample of the training data. The final prediction of the ensemble is obtained by aggre-
gating the predictions of individual trees, either by majority voting (for classification)
or averaging (for regression).

3 Result and Discussion

This study utilized 501 clinical data of dengue fever patients, with 401 categorized
as fever and 100 patients experiencing shock syndrome. To know the correctness of
detection method, then there are various measurements, including accuracy, sensitivity,
specificity, and the Area Under the Curve (AUC) as this below Table 1 [18].

Remark:

– True positive (tp): the cases are predicted shock syndrome and, they are shock
syndrome.

– True negative (tn): the cases are predicted dengue fever and, they are same condi-tion
(no shock)

– False-positive (fp): the cases are predicted shock syndrome, but they are dengue fever.
– False-negative (fn): the cases are predicted dengue fever, but they are shock syndrome.

The proposed method was evaluated using performance evaluation measurements
including accuracy, sensitivity, and specificity. Then it was compared to other machine
learning algorithms as shown in Table 2, Table 3, Table 4, and Table 5 in various resample
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Table 1. The Performances measure metrics

Measure Formula Definition

Accuracy tp+tn
tp+fn+fp+tn

The fraction of successfully identified examples over the total
number of occurrences in the dataset

Sensitivity tp
tp+fn

A classifier’s ability to recognize the positive label

Specificity tn
tp+fn

A classifier’s ability to recognize the negative label

AUC 1
2

(
tp

tp+fn + tn
tp+fn

)
The classifier’s capacity to avoid mistaken classification

data. The bagging Tree-CART method is stable in any resample and achieves high perfor-
mances. In general, this method has superior performance compared to other methods,
especially using up sampling of training data sets.

Table 2. Performance Evaluation Without Resample Data Sets

Algorithms Accuracy Sensitivity Specificity P-Value

Bagging Tree-CART 0.8 0.806 0.5 1

Naïve Bayes 0.78 0.853 0.444 0.878

SVM 0.78 0.953 0.472 0.00183

CART 0.8 0.806 0.5 1

KNN 0.23 0.67 0.187 1

Table 3. Performance Evaluation Using Up Sampling Data Sets

Algorithms Accuracy Sensitivity Specificity P-Value

Bagging Tree-CART 0.91 0.72 0.973 4.31E−05

Naïve Bayes 0.8 0.6 0.875 0.5595

SVM 0.83 0.552 0.944 0.004095

CART 0.79 0.484 0.928 0.01747

KNN 0.67 0.367 0.961 0.0008747

Furthermore, we also got the AUC measurement is a combination between sensitivity
and specificity as shown in Fig. 6. By resample datasets including up sampling, down
sampling, and hybrid sampling, it applied to all algorithms. The results showed that
Tree-Bag using up sampling achieved the highest performance of AUC. Otherwise, the
lowest AUC is prediction using KNN algorithm by hybrid resample (up-down sampling).
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Table 4. Performance Evaluation Using Down Sampling Data Sets

Algorithms Accuracy Sensitivity Specificity P-Value

Bagging Tree-CART 0.8 0.5 0.984 8.50E−05

Naïve Bayes 0.79 0.333 0.804 1

SVM 0.76 0.444 0.938 0.007013

CART 0.79 0.484 0.928 0.0175

KNN 0.72 0.389 0.906 0.057123

Table 5. Performance Evaluation Using Hybrid Up-Down Sampling Data Sets

Algorithms Accuracy Sensitivity Specificity P-Value

Bagging Tree-CART 0.8 0.806 0.5 1

Naïve Bayes 0.78 0.853 0.444 0.878

SVM 0.78 0.953 0.472 0.00183

CART 0.8 0.806 0.5 1

KNN 0.23 0.67 0.187 1

Fig. 6. AUC Comparison for Machine Learning Algorithm in Several kinds of Resample Data

4 Conclusion

Research on detection of Dengue Shock Syndrome based on clinical data was applied
using either single learning classifier or ensembled method classifier. In terms of imbal-
anced class distribution, we applied resample data sets. The experimental result showed
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that the ensemble method, Tree-Bag by up sampling achieved the highest performance
evaluation including accuracy, sensitivity, specificity, and AUC.
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Abstract. Detecting cracks on concrete surfaces is a crucial task in civil engi-
neering inspections, but it poses significant challenges due to the small and con-
cealed nature of cracks. Visual detection is particularly difficult on uneven or
rough concrete surfaces. To overcome these challenges, our research focuses on
developing an automated system that utilizes a wall-climbing robot for crack
classification.Our main objective is to introduce a crack classification technique
using MobileNetV2, enabling real-time classification without human interven-
tion. The Convolution Neural Network (CNN) model used for crack classification
is based on MobileNetV2, which is fine-tuned by adjusting the sensitivity of its
hyperparameters. Through extensive experiments, we evaluate the performance
of this CNN approach specifically designed for embedded systems. After evalu-
ating our proposed approach of crack-detection on publicly available datasets, we
have found that out of all the pre-trained CNN models MobileNetV2 yields the
best performance with 99.56% detection accuracy, precision of 99.65%, recall of
99.48%, and F1-Score of 99.56%. However, it is important to note that the training
time for this model is relatively high, taking 25,500 s. Future study of the study
should focus on optimizing the computation time to improve efficiency.

Keywords: Crack classification · MobileNetV2 · Wall-climbing robot

1 Introduction

The image-based techniques are used to capture the texture and geometry of objects
in the scene [1]. In image-based object detection, a typical approach involves training
a machine learning or deep learning model on a labeled dataset. The model learns to
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recognize and differentiate between different objects based on the texture and geometry
features extracted from the training images. In real-time object detection, the first step
is image acquisition, where convert real-world data captured by cameras into a suitable
format that can be efficiently processed by computers or smart devices. This conversion
involves transforming the image data into a manageable array of numerical values that
can be easily manipulated and analyzed [2].

Examining cracks in extensive concrete structures like tall buildings involves inherent
risks when humans attempt access. It also requires substantial investments of time,
money, and the installation of extra structures. In addition, maintaining the impartiality
of visual inspections in this scenario poses a significant challenge. Substantial research
efforts have been dedicated to investigating automated crack detection methods utilizing
robotic systems. To overcome this constraint, this research paper focuses on detecting
cracks on walls using Convolution Neural Network (CNN) techniques implemented in
a wall-climbing robot. Equipped with a powerful embedded platform and a camera, the
robot is capable of efficiently identifying cracks on both vertical and horizontal surfaces.
By securely attaching itself to vertical structures, the wall-climbing robot demonstrates
the ability to classify concrete cracks while effectively navigating indoor environments
and bridges.

In recent times, there has been a surge in research efforts aimed at enhancing the
accuracy of crack detection through the application using Convolution Neural Network
(CNN). Liu et al. [3] introduced a method for concrete crack detection that exhibits
remarkable precision even with a smaller training dataset. Their approach, based on the
U-Net architecture, proved to be robust, effective, and highly accurate. Zhang et al. [4],
drawing inspiration from Full Convolutional Networks (FCN), proposed a full convolu-
tional network utilizing dilated convolutions. This network, composed of encoders and
decoders, demonstrated faster convergence and improved generalization on concrete
crack test datasets. Zou et al. [5] devised DeepCrack, a crack detection method built
upon the SegNet architecture. By intelligently merging convolutional features gener-
ated by encoder and decoder networks at the same scale, they successfully infer crack
presence. These methods, employing VGG16, ResNet18, and similar networks, were
experimented with on GPU-equipped desktop computers, exhibiting impressive accu-
racy. However, the computational demands of these approaches hinder their application
in mobile environments, where real-time processing is crucial.

2 Research Framework

As shown in Fig. 1, the framework for the potential methodology consists primarily of
two steps: The initial objective is to build an enhanced crack detecting system using a
wall-climbing robot, wireless data transfer, and a monitoring board for the screen. The
wall-climbing robot called as has been proposed by Riyadh et al. in [6] which using
hybrid method adhesion mechanism as shown in Fig. 2.
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Fig. 1. The framework of the proposed method
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Fig. 2. Wall-climbing robot

2.1 Mechanics of Wall Climbing Robot

As shown in Fig. 3(a), this is the free body diagram of the robot at static to maintain the
sticking. From the free body diagram of the robot, Eq. (1) is derived from the summation
of force on x and y axis to understand and plot the minimum condition for sticking.

Fa ≥ mg

[
sinsinθ

μs
− coscosθ

]
, 45 ≤ θ ≤ 180 (1)

From Eq. (1), Fa is the total adhesion force, m is the total mass of the wall-climbing
robot, g is the gravitational acceleration 9.81 m

s2 , θ is the Inclination angle and μs is
the static friction coefficient between wheels & surface. When the designed robot have
m = 1 kg and μs = 0.5, the plot of the threshold Fa with respect to the θ to maintain
sticking is shown in Fig. 3(b). From the plot, it is known that the maximum threshold
Fa is at θ = 118◦.

2.2 Tools and Hardware

The assessment of classification metrics such as recall, precision, and accuracy, as well
as the F1 score, use a personal computer with the specifications detailed in Table 1.
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Fig. 3. (a) Free Body Diagram of the wall-climbing robot at static (b) Plot of Adhesion Force
with respect to Inclination Angle

Table 1. Computer specification

Computer specification

Processor Intel(R) Core(TM) i5-3337U CPU @ 1.80GHz 1.80 GHz

RAM 4.00 GB

Operating system Windows 10 Pro

The tools used for this research are Python (Google Colab) as the programming
language, TensorFlow + Keras as the library, and Raspberry pi 4b as the microcontroller
for the robot.

3 Methods and Definitions

3.1 Dataset Preparation

The databases include images of various concrete surfaces, both with and without cracks
and the data is split into two categories: negative (without crack) and positive (with crack).
This dataset was obtained from the Mendeley Data - Crack Detection website, which
was provided as a helpful resource for crack detection research by Çağlar Fırat Özgenel
et al. in [7]. Using the strategy suggested by Zhang et al. in [8], 458 high-resolution
photos (4032 × 3024 pixels) were to develop a dataset that takes into account the high
variance in illumination conditions and surface finish. The dataset does not make use of
any data augmentation techniques like random rotation, flipping, or tilting in any way.

3.2 Data Processing

The images are resized to 224 × 224 pixels for uniformity. The dataset is split into
input and testing sets, which are used for learning and evaluation. The input set has two
parts: training and validation. The training set is used for learning, while the validation
set adjusts the hyperparameters. The input set has more images than the testing set.
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However, the specific ratio for dataset splitting is not universally defined and may vary
depending on the particular scenario [9]. Based on dataset, 11,429 files belonging to
2 classes (crack or non-cracked). Out of the total files, 9,144 files are being used for
training the model. Training data is used to teach the model to recognize patterns and
make predictions. The remaining 2,285 files are being used for validation. Validation data
is used to assess the model’s performance during training and tune its hyperparameters.

3.3 CNN Classifier Model Configuration

In this research, we utilized MobileNetV2 as a CNN classifier. The MobileNetV2 archi-
tecture [10], an impactful CNN model is utilised for feature extraction and classifica-
tion purposes. MobileNetV2 makes use of inverted residuals and linear bottlenecks,
which allows it to strike a good balance between the accuracy and computing efficiency
of its results. The model has demonstrated successful performance in various image
classification tasks, including object recognition and fine-grained classification.

MobileNetV2 uses depthwise separable convolutions to make a small and fast neural
network. This method splits the filters into depth and spatial parts and applies one filter
to each input channel. Then, it uses 1 × 1 convolutions to mix the results. This way, it
extracts features efficiently with less computation and model size. The networks were
implemented using Keras applications, which have ready-made CNN models for training
and prediction. Python and TensorFlow were used for programming and backend. The
CNN classifier application was built and tested using Google Colab, a platform for col-
laborative coding and experimentation which also been utilized in various other studies,
such as [11, 12], and [13], for collaborative coding and experimentation purposes.

3.4 Analysis of the Sensitivity of Hyper-Parameters

In order to find the top-performing models and train the hyperparameters, a sensitivity
analysis is also carried out. The study focuses on several crucial hyperparameters, such
as batch size, activation function, optimization function, loss function, and learning rates.
In this work, pre-trained ImageNet weights are used to start the training of CNN models.
After that, a process of iterative refinement is used to get the hyperparameters to their
optimal state. The details of these hyper-parameters are presented in Table 2.

The method of feature extraction in CNNs is nonlinear and uses activation functions
where the activation functions introduce nonlinearity to the model. In this study, the
Rectified Linear Activation (ReLU) function is employed for the CNN model, as depicted
in Eq. (2). ReLU is a linear function; if the input is negative, it generates zero, which
essentially deactivates the neuron. This approach offers computational advantages as
not all neurons are activated simultaneously. It is crucial to calculate the derivatives of
both the actual values and the expected values in order to update the model parameters
efficiently. This calculation is performed using the loss function, which measures the
discrepancy between the predicted and actual values. The loss function plays a crucial
role in updating the model variables during the training process.

f (x) = max(0, x) (2)
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Table 2. Details of hyper-parameters

Parameter Names Parameter values

Epoch 100

Batch size 32

Learning rate 0.01

Activation function ReLu

Loss function Binary Cross-entropy

Optimization function Adadelta

Callbacks Model Checkpoint

In this study, the binary cross-entropy (BCE) loss function is chosen for classification
purposes. This specific form of cross-entropy is utilized when making a decision between
two possibilities, namely crack or non-cracked. It is commonly used in conjunction with
the sigmoid activation function to achieve accurate predictions. By incorporating this
loss function into the CNN model, it ensures the highest compatibility when applied to
new datasets. The mathematical formulation of the binary cross-entropy loss function
(LBCE) is presented in Eq. (3), where yj represents the scalar output value, yi denotes
the corresponding target value, and n signifies the output size. This equation enables the
calculation of the average loss, facilitating effective model training.

Loss = −1

n

∑ ∑n

i=1
[yi ∗ log(yj) + (1 − yi) ∗ log(1 − yj)] (3)

The goal of optimization in a neural network is to find the best output for a given input
by changing the parameters during the training. The loss function measures how well
the model predicts the expected results and helps the optimizers to reduce the error. The
hyperparameters for CNN classifiers are chosen by analyzing the learning process. A
batch size of 32 and 50 epochs are used in this study. A model checkpoint callback saves
the best model if the validation loss improves. This helps prevent overfitting and allows
us to select the best model based on validation loss. When training the MobileNetV2
model, the Adadelta optimizer is employed, and a custom learning rate is calculated
based on best practices from past research on CNNs optimization.

4 Results and Discussion

The results of crack classification were evaluated by using a confusion matrix. A con-
fusion matrix (Fig. 4) is a commonly used tool in classification problems to assess how
well a classifier performs. The model’s accuracy represents the proportion of images that
are correctly classified according to their crack type. On the other hand, the recall and
precision scores measure the model’s ability to correctly identify concrete cracks among
all images classified as containing cracks and among all images, respectively, regardless
of crack presence. By combining precision and recall, the F1 score provides a balanced
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summary of the model’s performance. The specific formulas used for evaluation can be
found in Eqs. (4) to (7).

Accuracy = TP + TN

TP + TN + FP + FN
(4)

Recall = TP

TP + FN
(5)

Precision = TP

TP + FP
(6)

F1score = 2 × Precision × Recall

Precision + Recall
(7)

TP is the number of crack images classified right, TN is the number of non-crack
images classified right, FP is the number of non-crack images classified wrong as crack,
and FN is the number of crack images classified wrong as non-crack. The confusion
matrix shows these outcomes (TP, TN, FP, and FN). This research uses a binary confusion
matrix because there are only two classes: “crack” and “non-crack”. These metrics
measure the accuracy and reliability of the model.

Fig. 4. Confusion matrix

As results, MobileNetV2 attained the performance by adopting Adadelta optimizer
with an accuracy of 99.56%, precision of 99.65%, recall of 99.48%, and F1-Score of
99.56%. Next, according to Fig. 5, several sample results of crack identification using
the MobileNetV2 classifier are presented. Each result includes the image’s identification
number, size, predicted class, and the corresponding prediction outcome for the defect.
The probability percentages associated with each damage case represent the output gen-
erated by the CNN models developed in this study. Based on Fig. 6, the model checkpoint
reveals that the overall crack classification accuracy, achieved through parameter tuning,
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reaches an impressive 99.56%. However, it should be noted that the total computation
time to attain this level of accuracy is relatively high, amounting to 25,500 s. Efforts are
required to further optimize the computation time and reduce it in future iterations of
the study.

Fig. 5. Sample images for crack prediction using MobileNetV2 model

Fig. 6. Graph Performance Accuracy with Model Checkpoints

5 Conclusion

In this research, we utilize a binary classification technique to categorize cracks as
either “cracked” or “non-cracked” using a wall-climbing robot. The robot is securely
attached to walls and has the capability to detect even micro cracks while traversing
both indoor and outdoor surfaces, including vertical and horizontal orientations. We
evaluate the performance of a CNN technique that excels in detecting cracks in real-time,
even on non-smooth concrete surfaces. The employed CNN model for crack detection is
based on MobileNetV2, which is fine-tuned by adjusting its hyperparameters’ sensitivity.
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The achieved accuracy, after parameter tuning, is an impressive 99.56%. However, it is
important to note that the total computation time to achieve this level of accuracy is
relatively high, totaling 25,500 s. Future research can improve crack classification by
using crack segmentation. This method finds and outlines the crack regions in an image,
showing their shape, size, and distribution. This helps to understand crack features and
patterns better. Crack segmentation gives a complete view of cracks by capturing their
details and locations. This can help to develop better crack monitoring systems that
assess the structural health of different assets. Accurate evaluation of crack extent helps
to make informed decisions in infrastructure management, such as prioritizing repairs
and allocating resources. By using crack segmentation in crack analysis, researchers
can identify and visualize cracks precisely. This leads to more effective maintenance
strategies and better decision-making processes in infrastructure health monitoring.
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Abstract. Having accurate prediction on the health of machines in manufacturing
can lead to a profitable organization if the operations and maintenance decisions
are appropriately performed. This hinges on making well-informed operational
and maintenance decisions. Incorporating condition monitoring and predictive
maintenance strategies can significantly contribute to achieving this goal. By con-
tinuously monitoring the real-time condition of machines, organizations can gather
valuable data that offers insights into the performance and health of the equipment.
However, dealing with a scarce dataset, which is common in real world applica-
tions, makes any prognostics on the maintenance system intricate. This is further
exacerbated by the unavailability of failure data within the system which makes
degradation model is best suited for the said situation. Since there is no exten-
sive study discussing computational time under similar settings of two different
networks for the degradation model in estimating RUL, this study investigates a
simple Long Short-Term Model (LSTM) method for prognostics, which is com-
pared to a two-dimensional Convolutional Neural Network (CNN) under the same
training options. The networks are trained using the popular Commercial Modular
Aero-Propulsion System Simulation (C-MAPSS) dataset from the National Aero-
nautics and Space Administration (NASA). The aim of this study is to estimate the
remaining useful life (RUL) of a turbofan engine in the most effective way. With
carefully designed and defined network architectures, better performance can be
attained, enabling proper foreseen of the RUL of an engine as soon as it is more
likely to be close to failure. Based on the comparison, it is noted that the simple
LSTM method for RUL prediction outperforms the two-dimensional CNN with
better RUL prediction, Root Mean Square Error (RMSE), and computational time.
For future improvement, this study can be further explored for a more sophisti-
cated hybrid model that might produce better prediction in various sectors such
as manufacturing, automotive, and military applications.
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1 Introduction

Maintenance in aerospace, automotive, and manufacturing is very crucial and designing
strategies to overcome breakdowns is always intricate and challenging. Traditionally,
corrective model in maintenance is scarred due to the fact that the concept of ‘run-to-
failure’ is adapted. This approach, also known as reactive maintenance, that refers to the
procedure of addressing and fixing equipment or system faults after they have occurred.
It entails taking steps to restore the functionality of the apparatus or system to the state
required for regular operation. When performing maintenance tasks like corrective main-
tenance, unanticipated faults or malfunctions are addressed. When a piece of equipment
breaks down, sounds an alarm, or users/operators report a problem, maintenance is car-
ried out as needed. It is relatively unplanned maintenance, commonly associated with
unscheduled downtime and increased costs due to emergency repairs. In order to mini-
mize downtime and restore the system or piece of equipment to its intended functioning
state, the root cause of the failure must be immediately identified and corrected [1, 2].
Back then, the machines were simpler and specialized expertise was unnecessary. How-
ever, this type of maintenance is no longer convenient as the complexity of machines
has increased. Major breakdowns can take a significant amount of time to be resolved,
leading to temporary halting production. As the industrial revolution progressed, mass
production and electrically powered lines took center stage in discussions. Therefore,
specific timely planned maintenance started to be adopted, focusing on the practice of
carefully attending to every repair based on its necessity and discovery, with the aim of
boosting profitability.

Compared to reactive maintenance, preventive or proactive maintenance can be per-
formed in a more strategic way that usually involves performing regular checks, mainte-
nance work, and servicing on equipment or assets to avoid breakdowns, increase reliabil-
ity, and extend the life time of machine tools as addressed in [3–6]. Essentially, preventive
maintenance can be performed based on either periodic cycles or equipment condition.
Periodic cycles maintenance can unreasonably costly, which is why device-based main-
tenance is favored. In device-based maintenance, replacement of parts and alteration of
machines only occur when deviations from its normal operation start to appear, making
it more efficient and cost effective. The primary goal of preventive maintenance is to
identify possible problems and rectify them before they result in equipment failure or
performance degradation. However, the drawback of preventive maintenance is that it
requires more resources and is less adaptable to changing conditions. Hence, to overcome
these issues, predictive maintenance (PdM) can be adopted.

1.1 Predictive Maintenance

As technology of manufacturing evolving, PdM has emerged as the highest level of
maintenance that has been a hot topic discussed among researchers and manufacturers
as stated in [7–10]. It is a technique of foreseeing issues before any fault arise, achieved
through the analysis of production data trends to prevent failure of assets. It is also
referred to as prognostics. To achieve this, integration of big data analytics and artificial
intelligence is utilized to generate insights, spotting trends and abnormalities. Training
a predictive maintenance algorithm can be categorized into three categories: anomaly
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detection, fault identification or diagnostics, and remaining useful life (RUL) estimation
or prognostics. Eventually, the objective of predictive maintenance algorithms is to
transform sensor data into actionable maintenance decisions.

To evaluate proper functioning of machines, anomaly detection can be adopted.
This algorithm identifies any occurrences or patterns that deviate from the anticipated
behavior of a particular machine. Engineers and data scientists often utilize this approach
to identify faults in machinery or defects in manufacturing production lines, as seen in
[11–13]. However, even though anomaly detection is useful for pinpointing faults, it may
be unable to provide insight about the current and future health state of the machines.
For that purpose, condition monitoring could be more suitable.

Condition monitoring particularly addresses on diagnosing or assessing the current
health state of machines during operation. It achieves this by capturing and analyzing data
from sensors on the equipment, which is then used for further development into PdM.
Several case studies on fault diagnostics of rotating machinery have been discovered in
[14]. This algorithm enables manufacturers to reduce unexpected downtime by expecting
occurrence of abnormalities or faults and swiftly identifying their sources. Furthermore,
this algorithm also prevents unnecessary scheduled maintenance costs by performing
servicing only when it is necessary. Not only just data collection, but the condition
monitoring can also leverage the collected data to determine the maintenance status of
equipment. To further forecast the health of machine for upcoming event, prognostics
of remaining useful life (RUL) prediction can be implemented, as shown in [15–17].

In prognostic algorithm, through tracking sensor data from machines, the failure
event occurrence can be predicted, allowing manufacturers to prevent equipment failure.
This capability enables the modification of maintenance schedules based these projec-
tions, presenting an alternative to traditional preventative maintenance, which relies on
predetermined timescale. Additionally, manufacturers can reduce downtime of equip-
ment by foreseeing the issues early, thereby extending the lifetime of the equipment. By
determining the root cause of impending failures, manufacturers can speed up bringing
the equipment back online.

For predictive maintenance to be successful, prognostics algorithms are essential.
Sensors are used to detect temperature, pressure, voltage, noise, and vibration. To extract
characteristics known as condition indicators from this data, several statistical and signal
processing approaches are used. Using data clustering and classification or other machine
learning approaches, these status indicators can be compared with recognized markers of
problematic conditions, allowing for effective monitoring of the equipment’s health. To
train prognostics algorithms, the condition indicators serve as inputs to RUL prediction
models. The type of data supplied can influence the choice of RUL model, which can
be similarity, survival, or degradation model. The ultimate outcome is a prognostics
algorithm that capable of categorizing, forecasting, and providing a confidence bound
on the next failure occurrence.

Based on the available information, there are three ways to estimate RUL: survival
model, similarity-based, and degradation model. By having a complete series of datasets,
similarity model can be performed as in [18], which is a very rare case since data is often
scarce. On the other hand, survival model exemplified in [19] is performed when only
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failure data is available, without complete histories. However, this method has a disad-
vantage due to its data censoring characteristic, which means a lot of assumption must be
made. When no data is available, degradation model can be used, which is advantageous
because getting a set of flawless data would be challenging. In a degradation model
[20–22], under some circumstances, no failure information from related equipment is
accessible but with knowledge of a safety limit, the machine operations should not exceed
the threshold, as surpassing it could lead to failure. Prior data from the machine can be
utilized to fit a degradation model to the condition indicator that forecasts future changes
in the condition indicator. RUL can be calculated using statistical, machine learning, or
deep learning methods to estimate the number of cycles before the condition indicator
passes the threshold.

1.2 Deep Learning System Model

Convolutional Neural Network (CNN) was an inspiration of a cat visual center and has
arisen after multiple effort generations which yields good findings in image recognition
and speech analysis. The structure of weight sharing adopted in this method is almost
alike biological neural networks with a highly simplified networks and amount of weight.
Furthermore, to prevent an intricate data reconstruction and feature extraction, CNN can
consider an input of a two dimensional array. Two dimensional CNN makes it possible
for the proposed method to be used in the field of industry while requiring no prior
knowledge of prognostics or signal processing. Despite of good prognostics on machine
health, this type of deep learning model might computationally burden the training due to
more layers (5 layers) adopted such in [23]. Apart from that, without dropout technique,
the model might face overfitting issue especially when the dataset is small resulting
in poor performance of the testing dataset. Hence, to overcome the intricacy of the
architecture, this study implementing a simple Long Short-Term Model (LSTM) which
is in fact more suitable for sequential data such as in [24, 25]. LSTM is very well-known
Recurrent Neural Network (RNN) that is invented to solve the vanishing gradient issue
while performing back-propagation in training a model. The gates (input gate, output
gate, forget gate) in LSTM has the ability to control the flow of data into and out of the
cell with a memory capability which makes it holds the advantage of capturing long-term
dependencies between time steps of input. With all these advantage, several metrics must
be meticulously considered to measure the performance of these two networks.

Performance Evaluation. The predicted and actual values of RUL need to be compared
and analyzed. Appropriate metric is required to evaluate the performance of the trained
model.

Computational Time. In deep learning techniques, computational time is considered as
the amount of time taken to develop the training progress of the network model. The
layers of interconnected neurons may be at variance and usually have need of large
data streams and resources to be effectively computed and trained. It is worth noted
that computational time may vary depends on the complexity of the network model,
size of dataset, capacity of the processor, and optimization techniques employed. Fast
computational time is among the utmost important in PdM due to timely decision to be
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made, minimal downtime, cost effective, safety measures, and reliability of overall sys-
tem. it also important as an aid to a fast availability of system overall insights. However,
PdM selection does not solely depend on computational time, but a trade-off among
several factors such as accuracy of the model, availability of dataset, and maintenance
requirements.

Root Mean Square Error (RMSE). This RMSE is commonly used as a metric to evaluate
machine learning and deep learning tasks. It is an averaged measure of difference between
prediction of a model and actual values at hand. The average of the difference will be
taken under a square root and the equation will be,

RMSE =
√

1

N

∑N

i=1
d2

i (1)

The value of different between predicted values and actual values are presented as d
and N is the number of prediction values available. This metric delivers a viable measure
for evaluating a prediction model in deep learning. RMSE with lower values point toward
a better performance of a specific model due to the small differences between predicted
and actual values. Both models considered in the next subsection will be evaluated using
these two evaluation measures.

In this study, the prognostics of RUL prediction is developed based on a degradation
model with a predefined threshold due to the type of dataset available. This paper exam-
ines the effects of having deep learning models, specifically using LSTM and two dimen-
sional CNN on RUL predictions in term of computational time and RMSE. A summary
of PdM and deep learning networks research is provided in Sect. 1. The developments
of these trained networks to generate RUL estimations are shown in Sect. 2. Section 3
consists of the findings within the scope of this research. Finally, some discussion on
future directions are narrated in Sect. 4.

2 Methodology

In this study, the procedures of obtaining RUL estimations were set up (Fig. 1) using a
64-bit operating system with Intel(R) Core (TM) i5-9400F CPU @ 2.90 GHz processor
and 8 Gb RAM. The Windows edition was Windows 10 Pro version 21H2. There are
several components need to be available beforehand:

• MATLAB R2023a
• Deep Learning Toolbox
• Turbofan Engine Degradation Simulation data set (C-MAPSS) [26]

Dataset. This study considered on a prior benchmark investigation available on degra-
dation model of NASA’s turbofan engine in [26]. The dataset is developed by NASA
by that derived a model-based simulation program named Commercial Modular Aero-
Propulsion System Simulation (C-MAPSS) dataset which includes four division of sub-
datasets retrieved from 21 sensors. All subsets of data are partitioned into training and
testing data. The training data consists of sensors’ measurements on run-to-failure mode
of several aero-engines that includes multiple operating and fault conditions. To verify
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Fig. 1. The flowchart for training CNN and LSTM networks

the testing data, actual values of RUL are provided. In this study, the first data subset
named FD001 is specifically considered due to simplicity of the dataset. There are 100
engine units available for training and testing, one operating condition and one fault mode
with 17,731 of training samples and 100 testing samples. In this study, four units (unit
67, 69, 92, and 96) out of 100 engines are randomly picked for thorough observations
on its RUL estimation.

Networks Architecture. The data to be trained are processed and sorted in sequence
format. Furthermore, the data are divided evenly in mini-batches.

CNN. Two dimensional CNN is adopted, where the number of selected features are
presented in the first dimension and the length of time sequence is obtainable in the
second dimension. The convolutional layers are bundled along with batch normalization
layer, activation layer and are stacked together for feature extraction. Finally, the output
can be obtained by utilizing the fully connected layers and regression layers in order to
achieve the final value of RUL.

LSTM. For a simple LSTM network, the data is trained under a fully connected layer
of size 50. The sequence input layer is set equally as the sequential number of features.

To make both networks equally specified, similar training options are adopted using
the Deep Learning Toolbox. These networks are defined with a fully connected layer,
200 number of hidden units, and 0.5 dropout probability. The responses are clipped
with a predefined threshold 150, to pick up the patterns of sequence data as soon as the
engines are likely to failing. Both networks are trained by using the ‘adam’ solver for 60
epochs. These epochs had mini-batches of size 20 and the learning rate is specified to
0.01. The gradient threshold is set to one in order to avoid the gradient exploding effect.
The training data are sorted according to sequence length by setting the ‘Shuffle’ mode
to ‘never’. The training progress is turned on to monitor the computational time. After
the training is over, then, the performance of the RUL estimations will be analyzed and
evaluated in results section.
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3 Results

In this section, the comparison between CNN and LSTM networks’ performances are
presented by addressing the computational time, test engine observation, and RMSE. The
performance is monitored under similar condition of training options. The observations
of test engines are conducted for engine number 67, 69, 92, and 96.

Fig. 2. CNN test observation for different engine number (Color figure online)

Fig. 3. LSTM test observation for different engine number (Color figure online)

By referring to Fig. 2 and Fig. 3, the predicted RULs are presented for the dataset
FD001 by utilizing the CNN and LSTM, respectively. It can be observed that all different
four testing engine units produced different RULs but evolving around the predefined
threshold. Noticeable difference can be seen between the predicted RULs and the real
RUL values indicate by the red solid line and dashed blue line, respectively. The dif-
ference is considered as error and it can be seen that the error in RUL prediction of
CNN is slightly higher than the one that is LSTM-trained and the numerical values are
summarized in Table 1. To verify this, the distributions of the error can be quantified by
calculating the RMSE.

Figure 4 and Fig. 5 described the distribution of errors that occurred in the RUL
prediction of CNN and LSTM networks. The value of RMSE in CNN is 19.8332 which
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Table 1. RUL of test and predicted data for CNN and LSTM networks

Test 
Obser-
vation  

CNN LSTM 

Test 
Data 

Predicted 
Data 

Error Test Data Predicted 
Data 

Error 

67 77.0 115.7 38.7 71.0 77.0 6.0 

69 121.0 109.4 11.6 121.0 125.8 4.8 

92 20.0 33.8 13.8 20.0 20.2 0.2 

96 137.0 108.5 28.5 137.0 118.6 18.4 

slightly higher than in LSTM that produced 19.487 of RMSE due to the fact that the
CNN network adopted is having more intricate layers compared to a simple LSTM
network even though both networks are trained under a similar training options. The
computational time for training RUL prediction using CNN network is 37 s, while
LSTM-trained RUL prediction took only 9 s to be completed as can be seen in Fig. 6 and
Fig. 7, respectively. This information is summarized in Table 2. The faster computational
time is noticeably occurred in LSTM network which is significant due to fast-paced
environment in maintenance. Rapid computational time guarantees that forecasts can
be created promptly, which enables maintenance teams to take preventative measures to
avoid unexpected disruptions or catastrophic failures.

Fig. 4. CNN RMSE

Overall, it can be seen that the RUL prediction using a simple LSTM has outper-
formed the one using CNN in term of RMSE and computational time as the complexity
in a simple LSTM is reduced with a single LSTM layer compared to the two dimensional
CNN with five layers as in [23]. The estimations of RUL in prognostic is very crucial to
determine the time of engine units most likely to failure or damage because an accurate
RUL estimations can aid in maintenance activities to be performed on precise schedule
which will allow the maintenance team to conduct precaution steps exactly before any



Estimation of Remaining Useful Life 337

Fig. 5. LSTM RMSE

Fig. 6. CNN training

damage occur and prevent unnecessary costly disruptions. Additionally, the selection
of a predictive maintenance approach should take into account more than just compu-
tational time, taking into account evaluations like model accuracy, interpretability, data
accessibility, and the particular needs of the maintenance application. Good evaluation
on the status of engines can save a fortune for an organization indirectly, it can enhance
the reliability and safety of overall operation, avoid unexpected downtime, and reduce
maintenance costs.
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Fig. 7. LSTM training

Table 2. RMSE and computational time for CNN and LSTM networks

Network RMSE Computational 
time (seconds) 

CNN 19.8332 37 

LSTM 19.4887 9

4 Conclusion

In this study, a simple LSTM method for prognostics is compared to two dimensional
CNN under the same training options. The training for the networks are conducted using
the popular C-MAPSS dataset from NASA. The aim of this study is to estimate the
RUL of a turbofan engine with the most effective way. With the networks architecture
that is carefully designed, a better performance can be attained. The RUL of an engine
can be properly foreseen as soon as the engine is more likely close to any failure.
Based on the comparison, it is noted that a simple LSTM method for RUL prediction
has outperformed the two dimensional CNN with better RUL prediction, RMSE, and
computational time. For future improvement, this study can be further explored for a
more sophisticated hybrid model that might produce a better prediction in various sectors
such as in manufacturing, automotive, and military applications.
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Abstract. An innovative strategy, Software-Defined Networking (SDN), pro-
vides improved network programmability, flexibility, and scalability. However,
a lot of recent material on the transition from traditional network designs to SDN
has recommended providing static heuristic algorithms for determining the node
migration sequence in legacy networks. The approach is deemed unfeasible for
use in real-world circumstances and has issues managing the changing nature of
network traffic. Reinforcement learning (RL) has therefore been proposed for use
in SDN domains such flow entry management, controller placement, and routing
selection. In the study, we first examine the relevant research on reinforcement
learning applications on SDN conducted by previous researchers and identify
the difficulties in SDN migration. Finally, using Q-learning in this context, we
proposed a reinforcement learning technique to get around these problems and
carefully transition a network’s legacy nodes to SDN nodes. Thus, we have dis-
cussed designs for applying reinforcement learning to a hSDN deployment in a
legacy network in this article.

Keywords: Reinforcement-learning · Software-defined networking · Migration

1 Introduction

Machine Learning (ML) is a subfield of artificial intelligence research that trains com-
puters to learn from experience. Numerous complicated issues occurring in traffic engi-
neering and route optimization have been successfully solved using machine learning
approaches [1–3]. The area of machine learning known as reinforcement learning can
learn from its actions and adapt to its surroundings based on both positive and negative
reinforcements [4]. The Q-Learning, SARSA, and Greedy algorithms are just a few of
the algorithms available for creating this reinforcement learning agent [5]. Maximizing
the cumulative reward in the context at hand is the fundamental objective of the learning
process. Numerous aspects of Software-Defined Networking have used reinforcement
learning [1–4, 6]. The network architecture known as “Software-Defined Networking”
(SDN) removes itself from the control and data planes and unites everything under a sin-
gle centralised controller. Different applications of reinforcement learning to SDN exist,
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including resource allocation-focused flow entry management [2], dynamic switch and
controller clustering [3], drone management framework [7], etc. Reinforcement learn-
ing is used in these SDN applications because it optimizes network performance and
increases resource utilization. Users and businesses have reaped significant benefits from
the development of SDN technology, including the ability to optimize traffic flow inside
an SDN network and assign enough resources depending on network traffic and user
requests.

It is therefore highly feasible to implement reinforcement learning in SDN migration
to optimize the migration process and assure less disturbance to network services [1].
Since converting the current architecture to SDN has both technical and economical
limitations, one option to get around this problem is to swiftly and progressively migrate
SDN while only choosing the essential nodes. Hybrid SDN Architecture [5], the name
given to this migration, allows traditional and SDN-capable nodes to coexist in the
network environment shown in Fig. 1.

The article’s overall focus will be a well-researched overview of Reinforcement
Learning’s use in Software-Defined Networks. The following sections are as follows:
The related research on reinforcement learning applications on SDN is examined in
Sect. 2; the difficulties encountered in other studies on SDN migration are covered in
Sect. 3; and the proposed design of the reinforcement-learning based SDN migration
system is presented in Sect. 4.

2 Reinforcement-Learning Related Works in SDN

In order to create an effective rules placement algorithm that dynamically gathers the
optimal path from the DRL agent and predicts future traffic demands using the well-
known prediction method Long Short-Term Memory (LSTM), the authors in [1] used
SDN in conjunction with Deep Reinforcement Learning (DRL) in routing optimisa-
tion. The Knowledge-Defined Networking (KDN) method, which is separated into three
planes, including the Knowledge plane, Data plane, and Control plane, was used to cre-
ate the framework. The proactive forwarding module uses a DRL agent to select a way
to distribute incoming traffic, while the network measurement module in the control
plane is in charge of storing information about the traffic on the network. Together, these
two modules help the Knowledge plane estimate network congestion using techniques
like LTSM by giving it information. The Deep Reinforcement Learning agent, which
assures the optimum routing path, optimises the routing. The DRL agent interacts with
the environment through three signals: State, Action, and Reward. The DRL is repre-
sented as follows: G(V, E, C), where V, E, and C are, respectively, the vertex, edge, and
link capacity sets, and “|V | = N” denotes the number of network nodes. The (NxN)
Traffic Matrix, or State, represents the current network load. The “Action” that the agent
does is to decide which path to follow for the new incoming flow, and the agent’s “Re-
ward”, (r), is connected to the QoS parameters, which are primarily: Latency (L), Rate
(W), and Packet Loss (P L). The Reward r is determined as follows:

r = α · W − β · L − γ · P L (1)
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where the variable weights α, β, γ ∈ [0, 1] are decided by the routing method. The ideal
policy, π, for matching the set of states to the set of actions in order to maximise reward,
r, is what the DRL agent seeks to find.

In addition, it is stated in [4] that they have proposed an SDN Flow Entry Management
Using Reinforcement Learning and modelled using a Markov Decision Process (MDP),
where S = {s1, s2,…,si} is the state-space, A = {a1, a2,…,aj} is the action-space,
Pij defines the transition probability from state i to state j, and R defines the reward
associated with various actions a ∈ A. State-space, action-space, and reward function
definitions are used to categorise the issue:

• State set: Every potential combination of values for the flow match frequency and
flow recentness parameters is represented by the state set in our model.

• Action set: In our method, there are three possible courses of action: (i) taking no
action; (ii) raising the value associated with the selected parameter; and (iii) lowering
the value associated with the selected parameter.

• Reward Function: The amount of communications required between the controller
and switches in order to appropriately transmit the input packets is known as the
network setup overhead. Based on the assessed setup overhead and the switch’s
installed forwarding rules, the reward is calculated.

Researchers concentrated on employing reinforcement learning for route selection in
accordance with the work done by [8]. They proposed a network architecture known as
SDN-enabled wireless-Power Line Communication (PLC) Power Distribution-Internet
of Things (PD-IoT), which combines the benefits of PLC and wireless communica-
tions to adapt to the expansion of PD-IoT network scale and the continuously rising
number of devices. A SARSA-based Delay-aware Route Selection (SDRS) algorithm
is the method put out in this research for SDN-enabled wireless-PLC PD-IoT. On the
basis of the network condition data and performance feedback supplied by the SDN
controller, the SDRS may learn the ideal route selection technique. To regulate the route
that data packets take when being sent, SDRS also creates a Q-table. It is capable of inte-
grating wireless communications and PLC in dynamic network situations. SARSA has
the benefit of learning the best route selection approach, which can decrease transmis-
sion time and increase dependability. Additionally, it can adjust to the complicated and
dynamic communication environment. Numerical studies demonstrate that SDRS per-
forms superbly in terms of transmission latency and reliability when compared to other
heuristic algorithms, such as the shortest route selection (SRS) algorithm and random
route selection (RRS) method. The list of Reinforcement-Learning-based SDN-related
works is shown in Table 1.

We may draw the following conclusion from the facts above: Reinforcement learning
has demonstrated a number of benefits, including effective routing rules in dynamically
changing networks, a decrease in transmission delays and an increase in dependability,
as well as the capacity to adapt to the dynamic and complicated communication envi-
ronment. It has numerous and common applications in the areas of controller placement,
flow management, and routing optimisation, among others.
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Table 1. Summary of SDN using Reinforcement-learning

Reference Application
Area

Techniques Description

(Bouzidi et al., 2019)
[1]

Routing Deep Reinforcement
Learning (DRL) using
LTSM with an ILP
approach

• without needing to
know the network
architecture and traffic
patterns in advance,
effective routing
strategies in dynamic
networks

• DRL can create new
network states, speed
up processing, and
reduce storage
requirements for
Q-tables

(Shi et al., 2022) [8] Route
Selection

SARSA-based
Delay-aware Route
Selection (SDRS)

• discovers the best
route-selection
technique that may
lower transmission
delay and increase
dependability

• become used to the
complicated and
dynamic
communication
environment

(Li et al., 2022) [3] Controller
Placement

multi-agent deep
Q-learning networks
(MADQN)

• appropriate for use in
massive combinatorial
optimisation

• due to the information
gained from feedback,
may obtain
appropriate results by
exploring the solution
space and be adaptable
to the fast changes in
network state in
SD-IoV

• Decreases delay
• Balances load
• Promotes

dependability

(continued)
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Table 1. (continued)

Reference Application
Area

Techniques Description

(Mu et al., 2018) [4] Flow Entry
Management

Q-Learning • When compared to the
Multiple Bloom
Filters (MBF)
technique, emulation
results utilising the RL
algorithm indicate
around a 60%
reduction in the
long-term control
plane overhead and
about a 14%
improvement in the
table-hit ratio

• When RL is used, the
packet delivery ratio is
greatly increased

• RL was suggested as a
way to increase the
effectiveness of
network routing

• Quality of Service
(QoS)-aware Adaptive
Routing (QAR)
outperforms previous
learning systems and
offers a higher
convergence rate in
QoS provisioning
thanks to an RL-based
methodology

3 Research Analysis and Challenges of SDN Migration

For SDN migration, the author [5] developed a static method based on a cost-location
aware heuristic algorithm. The method has performed well in terms of network improve-
ment, but it has shortcomings when it comes to handling the dynamic nature of traffic
in a specific network. To accomplish load balancing and reduce the amount of new
switch-controller assignments, the authors of another work [9] suggested a paradigm for
dynamic switch-controller mapping. Although the authors encountered a similar issue to
authors [5] during the testing phase of their model since their suggested solution offers
static mapping between switches and controllers, which according to the results cannot
handle changes in network traffic.
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The authors have used Deep Reinforcement Learning (DRL) in the deployment of
SDN switches based on the study by [10]. The choice to employ DRL is a result of
the limitations of static heuristic methods, which do not take into account the dynamic
nature of increasing network traffic, such as the Traffic Matrix (TM). The authors suggest
employing SEED (SDN deployment using DRL), an intelligent algorithm, to create
a hybrid SDN with an adaptive SDN deployment method that can better respond to
dynamic traffic. However, because it makes use of deep neural networks, more computing
power is required, which might restrict the scope and complexity of the issues that can
be resolved.

Table 2 shows the summary of limitations found in the techniques for SDN migra-
tion. The table consists of three columns, the authors, the techniques and its limitation
explanation.

Table 2. Summary of Technique Limitations Used for SDN Migration

Authors Techniques used in SDN
migration

Limitations

Wei et al., 2021 [4] Algorithm for multi-periods
cost-location aware SDN
migration

A static heuristic approach
cannot adequately address the
dynamic nature of a particular
network, such as traffic
increase or topology change,
throughout the migration time

(Csikor et al., 2020) [10] To encourage SDN migration
for smaller businesses,
HARMLESS, a Hybrid
ARchitecture for Migrating
Legacy Ethernet Switches to
SDN, was developed

HARMLESS increases
network latency, which might
have an impact on the
performance of a task with a
high latency need

(Guo et al., 2022) [10] SEED (SDN deployment
using deep reinforcement
learning) uses several Traffic
Matrices (TMs) to
intelligently learn the SDN
deployment method

The need to implement it is
complex as it uses deep neural
network, and is heavy in term
of computational resources as
well

(AL-Tam & Correia, 2019) [9] Networking with several
controllers using a fractional
switch migration

Both flat and hierarchical
multi-controller SDN designs
have the potential to result in
large traffic fluctuations that
the controller may not be able
to handle, which can cause
failure and even cascade
failure
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We can see several drawbacks of each technique from the restrictions indicated in
the research above, particularly in terms of the static approach in SDN Migration. We
can observe how poorly it performs when it comes to dealing with the dynamic nature
of network traffic because it can only be used in set circumstances. As for DRL, we can
observe that it makes extensive use of computer resources because it uses deep neural
networks to train its model. This occurs as a result of the sheer volume of parameters
that must be understood.

4 The Proposed Design of Reinforcement-Based SDN Migration

We describe our strategy for software-defined networking migration utilising reinforce-
ment learning (RL) in this section. We begin by outlining the broad foundation. The RL
approach used for SDN migration will then be explained. The topology of our network
can be depicted by the equation G = (V, E), where V signifies the network’s nodes and E
defines the links. We and Ce, signifies the connection’s weight and capacity, respectively,
where e ∈ E. The traffic matrix, abbreviated as TMij, which depicts the traffic demand
from node i to node j where i,j ∈ V, represents the network’s traffic. The migration of
SDN nodes occurs over a period of time of t = 1,.., T steps with a budget of B for each
step. Each node that is upgraded to an SDN node costs btn, where t ∈ T and n ∈ V. S =
{Stn ∈{0, 1}: t ∈ T, n ∈ V }, represents a set of SDN nodes at step t when Stn = 1, n ∈ V.
A group of nodes that are needed to be excluded from migration is represented by xS.
In(v) signifies the ingress link established into node v where v ∈ V. Out(n) signifies the
egress link established from node n at step t where Stn = 1, n ∈ V, t ∈ T. Furthermore,
fe indicates the flow of traffic on link e where e ∈ E and gij

e shows the flow of traffic for
link e from node i to j where i,j ∈ V. xtexte is used to represent the splitting flow on the
link e ∈ Out(n) at time step t ∈ T and Stn = 1. Table 3 are the summary of the notations
used in SDN migration.

The goal of the SDN migration in hybrid SDN is to minimise the MLU for all time
periods.

θ = minimize�T
t=1Ut (2)

Furthermore, there are a set of constraints to follow when migrating the node. The
objective function is subject to a number of restrictions, which are given below:

0 ≤ Ut ≤ 1, t ∈ [1, n] (3)

• The value of MLU is between 0 and 1

∀t ∈ T , Stn = 1, n, v ∈ V

∑
e∈In(n)

fe + TM nv =
∑

e∈Out(n)
xt

e′ (4)

• Flow conservation is the concept that the traffic flow leaving a node is equal to the
traffic flow inside the node plus the traffic coming from the same node.
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Table 3. Notation for SDN Migration

∀t ∈ T , e ∈ E,
∑

i,j∈V
gij

e ≤ UtCe (5)

• A link’s capacity can never be exceeded in terms of total flow.

∀t ∈ T , n ∈ V , Stn = 0, n ∈ xS (6)

• Upgrades shouldn’t be made to the nodes that won’t be migrated

∀t ∈ T ,
∑

n∈V

Stnbn ≤ B (7)

• For each time step there is a budget cap for the expense of upgrading a traditional
node to an SDN capable node.

The following shows the environment, states, action and the reward with a more
broken down explanation of our proposed framework for the SDN migration problem.
We have the environment, which our reinforcement learning agent will be interacting
with. The state set would be the calculations related to the present environment such as
the traffic demand, link capacity, traffic flow and budget. The action space describes the
decision taken to migrate a node or not to migrate it and lastly the reward given to the
learning agent based on the action taken.

Environment: An agent continuously interacts with the environment by informing
it of the observed state Pt by using Reinforcement Learning. After an action, at the
environment returns the reward, rt and the next state, Pt+1. Finding the best course of
action to maximise the expected cumulative discounted reward, J = E[∑∞

t=1ytrt] is
the aim of RL, where γ ∈ [0, 1] is the discount factor and yt is the discount factor that



Simulation Design of Reinforcement 349

is multiplied by the quantity of time steps to reflect how important future rewards will
become as the learning agent iteratively explores the environment. The environment in
this scenario is the SDN migration network.

State set: Based on the topology G, the state, Pt , contains information about the
current network, such as the nodes that needed to be migrated which is denoted as Stn=
[0 | 1], where 1 means it’s an SDN node while 0 means it’s a legacy node. There is also the
traffic matrix (TM ij) that determines the demand of a certain link flow. The observation
consists of the environment’s state St from the set of states P = {P1, P2, . . . }. . The (N
x N) Traffic Matrix, which represents the current network load, is the state. A learning
agent takes a state Pt = TM ij, as an input at time step, t. Furthermore, the current state
also consist of the reward rt , link capacity Ce from node i to node j. The budget B is
the overall cost of migration for a given network and the learning agent should always
ensure the cost of migration, bi do not exceed the given budget.

Action: The action, at includes the following options: (i) Do not migrate the node,
(ii) Migrate the node to SDN node. To migrate a node it follows the conditions from
Eqs. (5) and (6), where the node to be migrated is indicated by, Stn =[0 | 1]. The nodes
shall only be migrated if the conditions are met from the equations stated above, if they
don’t, the learning agent ignores the node and checks the following node on whether
it fulfils the conditions. Furthermore, the learning agent is responsible to determine the
proper splitting of traffic flow, fe on each link to ensure that the traffic demand (TM) is
fulfilled while link capacity never exceeded.

Reward: According to Eq. (8), the reward, rt is computed. When the environment
takes the action, at at in accordance with the state Pt , we utilise Ut to represent the MLU
of the current network. The formulae Uij = fe/Cij, where i, j ∈ V are the traffic flow
variables and fe is the traffic flow on link e, yields the MLU. The reward’s value informs
the agent of how effective the action is. The agent will receive a larger compensation
and a lesser MLU Ut if the decision made was the best.

rt = 1/U t (8)

Q-Learning is the policy employed by the reinforcement learning algorithm. The Q-
Learning technique was chosen because it updates the Q-values at each time step based
on the estimated action-value function and does not require a model for the environment.
2018 (Mu et al.). Based on the biggest expected payoff, the Q-learning algorithm assists
in determining the best course of action to take in each circumstance. The SDN migration
agent uses this outcome afterwards to decide how to proceed and adjust its behaviour
over time. The policy is written as:

Q(p, a) = Q(p, a) + α(r + γ (
[
Q

(
p′, a′)] − Q(p, a)) (9)

Q(p,a) is defined as the pairing of a state and an action. α represents the learning
rate weight, determining how much importance is given to new information versus
the existing Q-value. It is a value between 0 and 1, while, p’, is the following state
after taking an action, a, in the state, p, a’ is a potential action in state, p’, and maxa′
Q(p’, a’) represents the maximum Q-value among all actions a’ in the next state p’.
The algorithm selects the action that yields the highest Q-value in order to estimate the
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maximum expected future reward. In SDN migration, the state, Pt, consist the traffic
demand (TMij), link capacity (Ce), budget (B) and the reward (rt).

Furthermore, the action, a, consist of Stn, the choice between migrating a node to an
SDN node when Stn= 1 or to not when Stn= 0 following the conditions mentioned in the
Eqs. (5) and (6) above, and deciding the path to split traffic flow (fe) to different links, e,
in the network so it can ensure the traffic flow fulfills the traffic demand (TMij). Figure 1
depict the proposed design of reinforcement-based SDN migration using Q-learning.

Fig. 1. The proposed design of Reinforcement-based SDN migration

5 Conclusion

Based on the identified research challenges, the prevailing research perspective on SDN
migration has primarily concentrated on static methods. These methods often overlook
factors like traffic growth and solely rely on historical traffic patterns, failing to capture
the dynamic nature of network topology during deployment. As a result, the existing
literature on SDN migration, which employs static heuristic algorithms, is impractical for
real-world implementation. In response, a novel approach for achieving dynamic SDN
migration is proposed. This approach leverages reinforcement learning, specifically Q-
Learning, to address the dynamic environment. The method is framed as a Markov
Decision Process (MDP) tailored for hSDN. It also enhances performance metrics such
as maximum link utilization (MLU), while adhering to various constraints like link
capacity and budget. Consequently, the migration process becomes more adept and
efficient, empowering the agent to select actions that enhance network performance and
tackle SDN migration challenges. The paragraph also outlines forthcoming research
directions, which are currently in progress.
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Abstract. This research introduces a new approach to augment image caption-
ing for visually impaired individuals by integrating depth data with RGB images.
An overview of existing assistive tools and technologies indicates their limited
adoption due to high costs and various constraints. The proposed model, designed
to tackle these challenges, has the potential to enhance scene comprehension and
navigation for the visually impaired. The model, which includes stages from data
collection to its integration with assistive tools, uses a unique neural network
architecture to process both image types, merge their outputs, and generate more
detailed and practical descriptions of the environment. However, specific chal-
lenges exist, such as securing an appropriate RGB-D image dataset and creating
an efficient neural network. Ongoing research efforts are vital to refine the model
and evaluate its real-world applicability.

Keywords: Visually Impaired · Captioning · RGB-D

1 Introduction

The global prevalence of visual impairment is alarming, with the Globe Health Organi-
zation (WHO) estimating a staggering 285 million people suffering from some form of
visual impairment. Of this demographic, 39 million are completely blind. Such individ-
uals grapple daily with an array of challenges, one of the most significant being interior
navigation. The ramifications are profound: their autonomy and overall life quality are
detrimentally impacted. In fact, falls, a significant consequence of impaired navigation,
are alarmingly prevalent among those aged 65 years and above [1]. Statistics calculated
by Moreland et al. [1, 2] revealed that among the surveyed respondents who either expe-
rience blindness or have difficulty seeing, 42.1% reported having a fall, and an average
of 1,500 self-reported falls per 1,000 respondents over the course of a year.

The inability to comprehend visual information in the surroundings, such as signs,
landmarks, and impediments, is one of the main challenges experienced by visually
impaired people while navigating [2]. This often culminates in disorientation and a severe
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erosion of confidence in their navigation abilities, particularly in unfamiliar terrains.
Ideally, navigation should be an accident-free endeavor, minimizing potential hazards to
both the individual and others in the vicinity. Although accidents in real-world contexts
can sometimes be inevitable, successful navigation is typically gauged by one’s ability to
safely and independently reach their intended destination within a reasonable timeframe
[3].

Historically, there has been an evolution in the tools and technologies developed to aid
those with visual impairments. Initial solutions were simple yet effective, ranging from
the traditional white cane, the invaluable assistance of guide dogs, to the aid of fellow
humans. However, with technological advancements, there has been a shift towards more
sophisticated solutions such as virtual white canes, advanced navigational software, and
intelligent robots. Modern iterations often incorporate Bluetooth low-energy beacons and
diverse sensors, and cutting-edge research now delves into the possibilities of LIDAR
scanning [4].

Despite significant progress and a wide range of technical solutions, navigation
assistance devices for the visually impaired are still not extensively utilized, and user
approval is poor. Many of these devices are restricted in scope and have limitations
[5]. For example, the white cane, which is the most important tool used by individuals
with visual impairments, can only detect near-ground obstacles, leaving obstacles below
ground level or above knee level undetected [6].

Navigation is a complex task that has multiple precise stages. In order to success-
fully navigate, users with visual impairment must be aware of their physical location,
their relation to the surrounding environment (context) and the route they must follow
to navigate to a desired destination [7]. This research will not cover the entire pro-
cess of navigation, the primary focus will be on defining the relationship between the
surrounding environments.

In the realm of technology, image captioning is emerging as a bridge between visual
inputs and linguistic outputs. It aims to transform visual data into textual descriptions,
with potential applications ranging from augmenting multi-modal search platforms to
aiding visually impaired individuals in navigation [8]. Despite the commendable progress
in producing succinct descriptions for 2D images, there’s a prevalent focus on gener-
ating singular sentences. This study, in contrast, seeks to explore if blending depth
information with conventional RGB images can refine the captioning task, producing
richer descriptions to enhance visually impaired individuals’ understanding of their
environment.

2 Related Work

Several current navigation aid techniques and technologies have been developed to assist
visually impaired people in navigating their surroundings. The aids can be broadly
categorized as traditional, such as guide dogs, or human assistance; no-tech solutions
like white cane and lastly, software/hardware-based solutions, for example, navigation
systems for blinds (Dot Waker, Nearby Explorer, Get There, and Google Maps) [6],
portable blind navigation devices such as Canetroller by Microsoft [9] or Smart Cane
by The Robust Intelligence Program of the National Science Foundation [10]. The most
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recent assistive technologies are observed to use visual deep learning techniques and
LIDAR scanning [4, 7] for localization.

Traditional supportive technologies for the visually impaired, such as white canes
and guide dogs, present certain challenges. The range of detection offered by a white
cane is rather limited, reaching most 1.5 m, thus only allowing users to identify immi-
nent obstacles at ground level. Guide dogs, while proficient in assisting navigation, are
burdened by the extensive time and significant financial investment required for their
training. Moreover, the task of caring for these animals can pose considerable difficulties
for those with visual impairments.

Fig. 1. Example of traditional support for blind people

Amy et al., in their systematic survey [4] examined 35 scholarly articles published
between 2016 and February 2021 to categorize and depict the types of navigation aids
used by blind, visually impaired, or deafblind individuals in dynamic indoor and outdoor

Fig. 2. Smart cane prototype from Robust Intelligence Program of the National Science
Foundation
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environments. The findings revealed that smart device technology was incorporated in
33 of the 35 studies that fulfilled the selection criteria. Most of these devices made use of
low-energy Bluetooth beacons and other sensors, such as haptic sensors. The minimum
price for a cane equipped with sensors is $200, while a complete assistive system can
cost as much as $6000 [11].

Another comprehensive review [6] by Vahid et al., reported the most commonly used
mobile navigation services. Dot Waker, Nearby Explorer, Get There, and Google Maps
are the most commonly used navigation systems by visually impaired individuals. All
of these are mobile applications addressing the specific needs of sight-free trips. It is
supposed that the Talkback screen reader will be used with this application. Among the
apps, Google Maps is capable of voice guidance [12].

Fig. 3. Example of navigational software for blind people.

In addition to these technologies, there has also been research on navigation proto-
types that are AI-based. For example, Zhang et al. conducted a bibliometric narrative
review [3] on modern navigation aids for people with visual impairment. Another study
by S, ipos, et al. proposed a complete, portable, and affordable smart assistant [4] for
helping visually impaired people to navigate indoors, and outdoors, and interact with
the environment. These AI combined with sensor-based solutions while providing pre-
cise location measurements, come at a substantial cost, with prices starting from $300
[4].
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Several image and video recognition models have also been developed in recent
years, with outputs and capabilities for navigation. For example, a study by Rane et al.
[5] proposed an implementation of smart spectacles based on Image Captioning and
Optical Character Recognition (OCR) to ease the navigation process. Another study by
Ahsan et al. proposed altering AoANet [6], a state-of-the-art image captioning model,
to leverage the text detected in the image as an input feature.

Image or video captioning models, in general, have advanced in recent years with
the emergence of transformer-based deep learning models. Transformer-based models
have proven to be effective in a range of natural language processing tasks, including
image and video captioning. By using attention mechanisms to concentrate on the most
relevant parts of the input image or video, these models have been able to generate
high-quality captions [7, 8]. There has been a multitude of researchers suggesting that
these captioning models can help visually impaired people [9–14]. A few cloud-based
solutions have also been observed in the literature that combined image-to-text and text-
to-speech using AWS cloud that is capable of capturing an image of indoor space and
providing speech output explaining the surroundings [15–17].

However, there is still a gap in the research when it comes to using captioning models
for assisted navigation. While there have been some proof-of-concept prototypes created
to show the use cases of this technology, such as Third-Eye [15], Smartphone-based
navigation [17, 18], Concadia [19]. There has not been an attempt to research the needs
of blind people to take into account the nuance and complexity of blind navigation
[20, 21]. The core focus of these studies has been on developing or improving the
core technique of video captioning. In contrast, traditional or sensor-based solutions for
visually impaired navigation have scoped the problem with far more detail. Although
expensive, these solutions have followed the core argument of navigation: tracking,
localization, and planning.

Spatial awareness plays a crucial role in navigation, aiding in the prevention of
collisions and the identification of proximate objects. The human visual system’s ability
to interpret varying perspectives of a scene to form a three-dimensional understanding
of the environment has motivated the implementation of multiple cameras to construct
or identify the world in three dimensions [22]. While the distance information is missing
from the captioning model for the purpose of the visually impaired assistive tools, the
captioning model provides the context of the visual scene, in terms of features of the
surroundings. It has been reported in the surveys that people with visual impairments
often desire more than just information about their location; they want to link their
current position to the features of their surrounding environment [15, 23, 24].

Keeping the definition of navigation in mind and the need for contextual and distance
information, it can be argued that current approaches built for indoor navigation using
captioning systems are not yet ready for navigational use for the visually impaired,
because crucial elements for navigation, such as distance of certain hazardous items
or optimal safest path are not part of the captioning models. Therefore, iteration is
required to incorporate depth and utilization of contextual information into the traditional
captioning model for visually impaired assistive tools.
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3 Proposed Model

In this study, a novel method is introduced with the objective of amplifying the effec-
tiveness of image captioning to reinforce scene comprehension for visually impaired
individuals. This is achieved by integrating depth information with RGB inputs.

The process will commence with the pivotal stage of data collection and preprocess-
ing. An expansive dataset of RGB-D images will be compiled, each of which will be
complemented by a corresponding depth map. The subsequent preprocessing will ensure
the alignment and normalization of RGB and depth images, laying the foundation for
the effective consolidation of these distinct visual data sources.

A transformer-based neural network will form the core of the model architecture,
designed to simultaneously process both the RGB and depth images. The transformer
architecture has been chosen for this research due to its ability to handle long-range
dependencies with ease and its state-of-the-art performance in sequence-to-sequence
tasks such as caption generation [25]. The transformer architecture has shown state-of-
the-art performance in sequence-to-sequence tasks such as caption generation [26] that
is the core component of this research.

The proposed dual-branch architecture will process the RGB image and the depth
image in parallel. Once processed independently, the outputs from these branches will
be amalgamated through a fusion layer. The fused output will then be funnelled into
a caption generation module to produce the descriptive text, encapsulating the visual
content of the images.

Post-architecture development, rigorous training of the model will be undertaken
using optimal loss function, such as cross-entropy loss. This training will fine-tune the
caption generation process, with an aim to optimize the accuracy and relevance of image
descriptions.

An evaluation phase will follow to assess the performance of the model on a reserved
test set, using established captioning metrics such as BLEU, METEOR, ROUGE, and
CIDEr. This evaluation will provide insight into the model’s capability to generate precise
and comprehensive captions.

Ultimately, the trained and refined model will be integrated with existing assis-
tive tools intended for visually impaired individuals. This fusion is expected to signifi-
cantly enrich scene comprehension by delivering more comprehensive captions, thereby
providing a detailed understanding of the surroundings.

In offering elaborate environmental descriptions, this proposed model will poten-
tially improve the navigation capabilities of visually impaired individuals. It will foster
a greater degree of interaction with and understanding of their environment, opening
doors for more independent and efficient navigation.
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Fig. 4. Proposed Depth-Aware Image Captioning model using Transformer architecture.
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4 Discussion

In the literature review section of this study, an examination of existing techniques and
tools for aiding navigation in individuals with visual impairments is conducted. These
methods span from traditional aids such as guide dogs and white canes to advanced
technologies, including AI-infused navigation prototypes and image or video recognition
models. Despite substantial strides in developing assistive tools and technologies, their
widespread adoption and user acceptance remain deficient. A notable issue is that these
advanced solutions often come with a high price tag, making them inaccessible for
many. Furthermore, user acceptance of these tools is relatively low due to their limited
functional scope and various inherent limitations, such as the inability to describe related
contexts or features of any scene.

The model proposed in this study aims to mitigate some of these constraints by
fusing depth information with RGB images to enrich image captioning, thus improving
scene comprehension for visually impaired individuals. By generating more detailed
and informative depictions of surroundings, the model aims to enhance the navigational
challenge of individuals with visual impairments.

However, developing and implementing the proposed model is not without its poten-
tial hurdles. One such challenge is the collection and preprocessing of an adequate dataset
of RGB-D images, a process that requires meticulous alignment and normalization of
RGB and depth images. Another obstacle lies in creating an efficient neural network
architecture capable of processing both image types, amalgamating their outputs via a
fusion layer, and channelling them into a caption generation module. It becomes evident
that additional research efforts are required to navigate these obstacles and further refine
and optimize the proposed model.

5 Conclusion

In this study, we present a new approach to enhance image captioning for the visually
impaired by combining depth data with RGB images. The model proposed here includes
various stages such as data collection and preprocessing, the design of the model’s
architecture, the training phase, performance evaluation, and its fusion with existing
assistive tools.

With the provision of more comprehensive and practical depictions of their envi-
ronment, this method is expected to incrementally improve how visually impaired indi-
viduals navigate. Nevertheless, further refinement and optimization of the model are
required, and its practical efficiency in real-world scenarios needs to be assessed. The
ongoing enhancement of this model could potentially result in a significant breakthrough
in assistive technology for the visually impaired.
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Abstract. The widespread adoption of digital technologies has brought
momentous changes to all economic sectors, and the agriculture sector
is no exception. As one of the oldest and most vital professions, agricul-
ture and farming in Chanthaburi, the East of Thailand are also being
transformed by the digital revolution. The digital revolution in agricul-
ture, often referred to as “smart farming” or “smart agriculture” involves
the integration of various digital tools and technologies into traditional
farming practices. These technologies are aimed at enhancing productiv-
ity, efficiency, and sustainability in agricultural operations. This study
conducts comprehensive various technologies proposed for the agricul-
ture sector. Some of the technologies that could have been included in
the study are: Data Center in Chanthaburi (DCC), Internet of Things
(IoT), Unmanned Aerial Vehicles (UAVs)) and Smart Agriculture Man-
agement System (SAMs). The study also aims to showcase the potential
of integrating DCC, and SAMs in agriculture and how these technologies
can revolutionize farming practices. The findings could have significant
implications for the agricultural industry, encouraging the adoption of
these technologies to optimize agricultural processes, increase productiv-
ity, and contribute to sustainable farming practices.

Keywords: Smart Agriculture · Internet of Things · Big Data

1 Introduction

According to the Food and Agriculture Organization (FAO), it has been pro-
jected that the global population would reach 9.73 billion by the year 2050, with
a further growth expected to reach 11.2 billion by the year 2100. Food scarcity
and population growth are the greatest obstacles to global sustainable devel-
opment. Advanced technologies such as artificial intelligence (AI), the Internet
of Things (IoT), UAVs and mobile internet can offer practical solutions to the
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global problems [1]. The potential of smart agriculture lies in its utilization of AI,
IoT, UAVs and cyber-physical systems in farm management. This integration of
advanced technologies can lead to transformative outcomes in agricultural prac-
tices, enabling farmers to optimize their operations for enhanced productivity
and sustainability. Moreover, smart agriculture tackles numerous crop produc-
tion challenges through the monitoring of climate factors, soil characteristics,
and soil moisture. IoT technology plays a vital role by seamlessly linking various
remote sensors, including robots, ground sensors, and drones [2]. These inter-
connected devices operate automatically, facilitating efficient and real-time data
collection and analysis [3].

Over the past few years, farming has witnessed several technical revolu-
tions, leading to increased industrialization and reliance on technology. With
the adoption of intelligent agricultural technologies, farmers now have enhanced
control over crop cultivation, resulting in greater predictability and efficiency.
The integration of smart farming practices has been driven by the growing con-
sumer demand for farm products, contributing to the global proliferation of these
advanced technologies in agriculture [4]. The drive is built upon a diverse range
of digital technologies, encompassing Big Data, and digital behaviors like collab-
oration, mobility, and open innovation [5]. These technological components work
together to create a dynamic and innovative approach, fostering the effectiveness
in achieving its goals. As a result, the data-driven approach empowers farmers
to optimize their agricultural practices, leading to improved overall productivity
while ensuring sustainability and environmental stewardship.

Farmers can completely use relevant data sources to extract significant
insights, regularities, patterns, and knowledge from accumulated data in order
to create qualitative goods, enhance revenues, and make well-informed judg-
ments. Big data is important in smart farming because it allows us to properly
exploit this abundance of information. Agricultural practices are currently utiliz-
ing comprehensive data analysis tools to intelligently and cost-effectively utilize
smart farming data. Therefore, the adaptability of big data in smart farming
analytics is demonstrated by a variety of common smart-farming applications
[6]. These examples show how big data may help farmers acquire useful insights
and improve their farming methods.

In addition, big data encompasses vast amounts of information characterized
by its high volume, generated at high velocity, and exist in a variety of formats
and types [7]. It is difficult to handle and analyze agricultural data using tradi-
tional procedures because the sheer volume of data exceeds the capabilities of
standard data processing technologies. Specialized technology and cutting-edge
analytical techniques like data mining, machine learning, and artificial intelli-
gence are used to extract valuable insights and value from farming data. With the
help of these technologies, businesses and industries can turn raw data into useful
knowledge, improve processes, and gain a competitive edge in the current data-
driven environment [8]. Despite the extensive number of data mining-related
studies published, there is a notable scarcity of literature reviews specifically
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focusing on smart farming. Hence, it is imperative to address the significance of
big data in the field of agriculture.

Thus, the primary focus of this study is on the implementation and utilization
of smart agriculture techniques. In current smart farming scenarios, academics
are progressively directing their attention towards comprehending and execut-
ing agricultural data-oriented methodologies in conjunction with data center in
Chanthaburi, Thailand. The provided material possesses significant worth for
practitioners seeking to include and use big data within their smart farming
solutions with farming application. Futhermore, the primary aim of this study is
to address the existing gap and provide a comprehensive examination of modern
technology and applications that focus on big data in the field of smart farming
such as IoT and drone. The contributions of this study are as follows:

1. Filling the Knowledge Gap: By providing a detailed review of agricultural
data techniques in smart farming, the study addresses the existing lack of
comprehensive information in this area.

2. Insights for Practitioners: The study equips practitioners with valuable
insights and knowledge, enabling them to make informed decisions when
implementing big data technologies in their smart farming endeavors.

3. State-of-the-Art Analysis: Through a thorough examination of current prac-
tices and applications, the study presents the latest advancements and trends
in big-data-focused smart farming data analysis.

Therefore, this study serves as a valuable resource for those interested in the
intersection of data and smart farming, offering a comprehensive overview of
the techniques and applications that drive innovation and efficiency in modern
agriculture. The research questions considered as the main criteria for the selec-
tion of the research are as follows: What are the various types of data generated
by smart agriculture? What are the favored agricultural data applications in
smart agriculture? What are the techniques used for smart agriculture big data
analysis? By investigating these research questions, the study aims to provide
comprehensive insights into the use of big data in Data Center in Chanthaburi
(DCC) and Smart Agriculture Management System (SAMs) in Chanthaburi,
Thailand, contributing to a better understanding of how data-driven technologies
can transform modern agriculture and improve overall agricultural management.

2 Methodology

In the methodology employed for the agricultural data analysis and smart farm-
ing practices, the initial step is to gain a comprehensive understanding of the
data that will be utilized in the process. This involves exploring the nature of
the data, its sources, and the technologies that can be leveraged for effective
data management and analysis.
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2.1 Types of Data and Data Resources

The objective of this inquiry is to investigate the different data resources and
types of data generated within smart farming practices. The focus is on identi-
fying various categories of data collected, encompassing:

Environmental Data: This category includes information related to climate
conditions, soil properties, and water characteristics [9]. Data on temperature,
humidity, rainfall, soil nutrients, and water availability are some examples that
fall under this category [10]. Environmental data is crucial for making informed
decisions about irrigation, fertilization, and pest control.

Sensor Data: Derived from IoT devices, robotics, satellite and drones, sensor
data provides real-time information on various aspects of the farm [11]. This
data can include measurements of soil moisture, temperature, crop growth, and
atmospheric conditions. IoT sensors play a significant role in monitoring and
managing the farm environment efficiently.

Agricultural Data: This category involves data concerning both crop and live-
stock aspects of the farm. It includes information on plant growth, crop health,
soil characteristics, as well as data related to animal well-being, weight, activity
levels, and feeding patterns [12]. Monitoring agricultural data helps optimize crop
management practices, detect early signs of crop diseases, ensure proper nutrient
management, and improve overall animal husbandry practices. Integrating and
analyzing both crop and livestock data enables farmers to make well-informed
decisions, enhance productivity, and achieve sustainable and efficient agricultural
practices.

Crop Data: This category involves data specifically related to the cultivation
and management of crops on the farm. It includes information on plant growth,
crop health, soil characteristics, weather conditions, irrigation schedules, fertil-
ization practices, and pest control measures. Monitoring crop data helps farmers
optimize planting schedules, assess soil fertility, detect and address crop diseases
and pests, and make data-driven decisions to enhance crop yields and overall
agricultural productivity [13]. Analyzing and utilizing crop data play a crucial
role in implementing precision agriculture practices, conserving resources, and
achieving sustainable crop production.

Other Relevant Information Streams: Smart farming may involve the col-
lection of additional data from diverse sources. This can include data from
market trends, supply chain logistics, financial records, and other relevant data
streams that impact farm operations and decision-making [14].

Indeed, as the volume of data in agriculture continues to grow, proper cate-
gorization becomes essential to manage and make sense of the vast amounts of
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information generated [15]. Categorization helps organize the data in a struc-
tured manner, making it easier to access, analyze, and derive meaningful insights.

2.2 Network Organization

The concept of the network organization pertains to how stakeholders within the
agricultural ecosystem interact and collaborate to achieve data process objec-
tives effectively. The behavior of stakeholders within the network organization
can significantly impact the success of data center processes and the overall out-
comes of data-driven agriculture. Understanding and influencing this behavior
are crucial for optimizing data center operations and achieving the objectives
of data-driven initiatives in agriculture [16]. In this context, stakeholders can
include farmers, researchers, data center operators, technology providers, pol-
icymakers, and other relevant entities involved in the collection, management,
and analysis of agricultural data. The emergence of Big Data and Smart Farming
has led to significant technical changes in the agricultural sector, prompting a
need to comprehend the stakeholder network surrounding the farm [17].

The landscape of agriculture is evolving, with stakeholders from diverse
backgrounds collaborating to leverage data-driven approaches for enhanced effi-
ciency, sustainability, and productivity in agriculture. Indeed, open data sets in
the agricultural domain are typically owned and managed by government insti-
tutes responsible for collecting and generating the data. In addition, government
organizations and corporations, particularly those in the technology and data
sectors, have acknowledged the significant opportunities presented by agricul-
tural data center. Consequently, they are making substantial investments in the
exploration, advancement, and application of big data technologies within this
field. These organizations possess significant resources and specialized knowl-
edge, which empowers them to create advanced data analytics platforms, Inter-
net of Things (IoT) solutions [18], and cloud-based services specifically designed
for the agriculture industry [19].

2.3 Data Center

The surge in demands for data processing, data storage, and digital telecom-
munications has resulted in a significant expansion of the data center industry
[20]. Data centers play a crucial role in modern information technology (IT)
infrastructure, serving as specialized facilities designed to house and operate IT
equipment used for data processing, storage, and communication networking [21].
As depicted in Fig. 1, the data process commences with identifying the sources
from which valuable data is extracted [22]. Subsequently, the data is stored in
a suitable data model based on its structure - either structured or unstructured
(primary data, secondary data, real time data). The next step involves classifying
and filtering the data, depending on the specific type of analysis required [23].
The method of processing is then determined, whether it be data cleaning, data
transformation, data integration, or data aggregation. Once the data is classi-
fied, appropriate tools are employed for analysis. These tools encompass machine
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learning (ML), regression, deep learning and other data science techniques. The
insights obtained from the analysis are then presented using visualization tools.
Lastly, precision agriculture involves the application of various technologies such
as crop management software and Irrigation systems.

In addition, the ability of data center networks is determined by the effective
communication between devices and the responses from data center networks.
Data centers serve as critical industrial infrastructure for dynamic computing
and storage needs. The Data Center network is tasked with managing an enor-
mous number of elements within the network. This robust infrastructure enables
the storage and processing of large amounts of data in a highly efficient and reli-
able manner. Furthermore, cloud computing facilitates data accessibility and
collaboration. Stakeholders in different locations can access, analyze, and share
agricultural data seamlessly through cloud-based platforms [24]. This fosters col-
laboration between farmers, researchers, and other industry players, leading to
innovative solutions and improved agricultural practices.

Fig. 1. The framework architecture of data center.

2.4 IoT in Smart Agriculture

In Fig. 2 shows that smart Agricultural Applications concentrate on conducting
a thorough examination of current agricultural applications, encompassing a
wide range of aspects, including irrigation management, soil quality assessment,
weather forecasting, price prediction, and monitoring plant health. For examples,
smart irrigation systems are designed to optimize water usage in agriculture
by providing the right amount of water to crops at the right time [25]. These
systems use soil moisture monitoring devices to measure the moisture content in
the soil. Based on the readings, the irrigation system can automatically adjust
the irrigation schedule, ensuring that crops receive the appropriate amount of



368 P. Thongnim et al.

water without overwatering or underwatering [26]. The data collected from smart
agriculture applications can be shared with a data center, creating a symbiotic
relationship between smart agriculture and data centers. The integration of data
centers in smart agriculture allows for centralized storage, management, and
analysis of the vast amount of data generated by various IoT devices, sensors,
and other smart farming technologies. For fertilization, the data center takes
into account factors like soil nutrient levels and crop growth stage. Based on
this information, it determines the appropriate amount of fertilizer and other
supplements required to support healthy plant growth. The data center then
instructs the system to mix and distribute the specified amount of fertilizers to
the crops [27].

Therefore, the collaboration between smart agriculture anddata centers results
in improved agricultural practices, increased productivity, resource efficiency, and
enhanced sustainability. By harnessing the power of data analytics and advanced
technologies, farmers canmake informeddecisions to optimize their operations and
contribute to the transformation of the agricultural industry.

Fig. 2. The implementation of IoT technology in the agricultural sector.
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2.5 Machine Learning Models

In the field of smart agriculture, machine learning (ML) algorithms have emerged
as powerful tools for analyzing the vast amounts of agricultural data generated
today. These techniques have been widely applied to analyze various types of
smart farming data, including environmental data, sensor data, and crop data,
among others. For example, linear regression is a fundamental ML technique used
for predicting numerical values based on input features. In smart agriculture, it
can be applied to analyze climate data and predict crop yields, helping farmers
make informed decisions about irrigation, fertilization, and pest control [28].
Similarly, time series analysis techniques are used to analyze data that changes
over time. In smart agriculture, time series analysis can be employed to study
weather patterns, monitor crop growth, and predict market trends. Artificial
Neural Networks (ANNs) and their variants have indeed become one of the most
widely utilized techniques in the field of smart agriculture. In smart agriculture,
ANNs have been applied to various applications, and one of the significant areas
of use is yield prediction [29]. Yield prediction models based on ANNs take into
account various factors such as climate data, soil characteristics, crop variety,
and management practices [30]. They are also used for image recognition in
precision agriculture, enabling identification of pests, diseases, and weed species
from images captured by drones or cameras. The machine learning algorithm
and applications are listed in Table 1.

Table 1. Machine learning models and applications in smart agriculture.

Machine learning Algorithm Application Reference

Linear Regression Minimization of fertilizer and water [28]
Linear Regression Prediction of yield [31]
Gaussian Detection of leaves [32]
ANN Prediction of yield [29]
ANN Optimization of water [30]
Random Forest Prediction of yield [33]
Support vector machines Detection of fruit [34]

3 Application of Smart Agriculture

Chanthaburi, being one of the agricultural provinces in the east, is an excellent
starting point for the smart agriculture, considering its significance in the agri-
cultural sector. By starting with Chanthaburi and gradually expanding to cover
other provinces, smart agriculture will play a crucial role in transforming the
agricultural landscape in the region. It will empower farmers with data-driven
tools and knowledge, fostering a culture of continuous learning and improvement
in the agricultural community.
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3.1 Data Center in Chanthaburi

Having a dedicated agricultural data center in Chanthaburi, Thailand, in the east
of the country, will reflect a commitment to harnessing the power of data and
technology to drive agricultural advancements, sustainability, and productivity.
It will serve as a vital resource for the entire agricultural community, helping
them adapt to the challenges of modern farming and contribute to the growth
and development of the region’s agricultural sector.

The data center will also foster collaboration and knowledge-sharing among
different stakeholders within the agricultural ecosystem. This data center will be
a valuable repository of time series data, particularly secondary data, obtained
from various government organizations. This data will encompass a wide range
of agricultural-related information, including crop yield data, labor statistics,
economic indicators, weather data, and more.

As the data center evolves and expands its scope to cover more provinces in
the east of Thailand, it can become a regional hub for agricultural information
and innovation. Farmers across the region will have access to valuable insights
and historical data, aiding them in adapting to the challenges posed by modern
farming and making informed choices for their agricultural operation.

After classifying the data, a variety of appropriate tools are employed for
analysis, such as data visualization, machine learning, and other data science
techniques. The data can be exported as a csv file, enabling users to select and
visualize the information. The results and insights derived from this analysis
are then presented through visualization tools, as depicted in Fig. 3, facilitating
users’ comprehension and interpretation of the data effectively.

Fig. 3. Functions of data center in Chanthaburi.
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For primary data, IoT will continuously capture and store the data in real-
time. IoT devices and sensors are equipped to gather data directly from the
source, such as agricultural fields, livestock, weather conditions, and other rel-
evant aspects. The data collected by IoT devices is transmitted in real-time to
a centralized system or data center, where it is processed, analyzed, and made
available for further use. Moreover, the data collected by drones is then stored in
the data center for future analysis. As the data center accumulates a significant
amount of image data over time, it becomes a valuable repository for assessing
crop yield, monitoring changes in vegetation health, and conducting comprehen-
sive analyses to improve agricultural practices. By combining the real-time data
collected by IoT devices with image data from drones, the data center can pro-
vide a comprehensive view of the farm’s performance. This integrated approach
to data collection and analysis empowers farmers to make informed decisions,
optimize resource allocation, and enhance overall crop yield and farm productiv-
ity. Additionally, it facilitates research and innovation in the agriculture sector,
leading to the development of more efficient and sustainable farming practices.

3.2 Smart Agriculture Management System (SAMs)

SAMs, which stands for “Smart Agricultural Management System” is a
blockchain-based solution designed to enhance traceability, transparency, and
security in the agricultural supply chain [35]. By integrating blockchain technol-
ogy into the data center, SAMs can significantly improve the management and
sharing of agricultural data. Figure 4, the context of SAMs application demon-
strates that the traceability of durian refers to the capability of tracking the
journey of durian fruits from their point of origin (e.g., the farm where they
were grown) through various stages in the supply chain until they reach the end
consumer or market [36]. Therefore, the traceability of durian through SAMs
empowers stakeholders along the supply chain, including farmers, distributors,
retailers, and consumers, to have greater confidence in the origin, quality, and

Fig. 4. Traceability of durian of SAMs application.
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safety of durian products. This enhanced transparency and trust contribute to
a more efficient and sustainable agricultural ecosystem.

SAMs will initially be implemented and tested with durian farms. How SAMs
can enhance the traceability of durian? Information about the durian variety,
harvest date, farming practices, and quality control measures can be documented
on the blockchain. Consumers can access this data by scanning a QR code on the
product packaging, gaining insight into the product’s authenticity and quality. In
addition, each durian’s origin, handling, processing, and transportation details
are securely recorded on the blockchain. By providing transparent information
about the durian’s journey from farm to table (Fig. 5), SAMs fosters consumer
trust. Consumers can make informed decisions, supporting sustainable and eth-
ical practices in the agriculture sector.

Fig. 5. SAMs application on mobile.

4 Discussion

The research questions formulated in the Introduction and provide answers to
each of them based on the discussion presented: What are the various types of
data generated by smart agriculture? The data center and SAMs will serve as
a central repository for storing agricultural data collected from various organi-
zations and stakeholders in the agricultural sector [37]. Initially, the focus of
data storage and management will be on Chanthaburi, and subsequently, it will
expand to cover other provinces in the east of Thailand. This approach ensures
a systematic and scalable implementation of data storage and analysis capa-
bilities to cater to the agricultural needs of the entire region Data center and
SAMs will generate a wide variety of data [38], including environmental data
(climate factors, soil characteristics), crop health data (disease, pests, nutrient
levels), farm equipment data (operational status, fuel consumption), market and
price data, satellite, drone and remote sensing data, energy consumption data,
water usage data, farm operations data, and financial data. This diverse range
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of data enables precision agriculture, efficient resource utilization, and informed
decision-making for optimal agricultural practices [39].

What are the favored agricultural data applications in smart agriculture? In
smart agriculture, various agricultural data applications are favored for optimiz-
ing farm management, increasing productivity, and ensuring sustainability. The
integration of a data center and Smart Agricultural Management System (SAMs)
further enhances the capabilities of these applications. Some of the favored agri-
cultural data applications in smart agriculture, empowered by the data cen-
ter and SAMs, include: precision agriculture, crop monitoring, weather and cli-
mate prediction, market analysis and price prediction, and sustainable farming
practices [40]. It highlights how data center-supported data applications play a
pivotal role in promoting sustainable farming practices by enabling farmers to
monitor and optimize resource usage. Specifically, IoT-based irrigation systems
efficiently manage water usage, leading to reduced water wastage and minimizing
environmental impacts [41].

What are the techniques used for smart agriculture big data analysis? Smart
agriculture utilizes various techniques for big data analysis to derive meaning-
ful insights and optimize agricultural practices such as machine learning, data
visualization and internet of things (IoT) analytics. Together, data center and
SAMS create a robust ecosystem that empowers smart agriculture big data anal-
ysis. By harnessing the power of advanced technologies, they drive agricultural
advancements, optimize resource utilization, and contribute to sustainable and
data-driven farming practices [42].

Therefore, the integration of a data center and SAMs application will plays
a crucial role in facilitating the successful implementation and operation of this
advanced agricultural technology. First of all, the data center acts as a central
hub for managing, storing, and processing the vast amount of agricultural data
collected. The data center enhances the efficiency, reliability, and effectiveness of
the entire agricultural ecosystem. Secondly, the SAMs application complements
the data center by providing specialized functionalities and insights tailored to
the unique needs of smart agriculture. SAMs serves as an intelligent decision
support system that leverages the data center’s data resources to offer real-
time monitoring, analysis, and recommendations for farm management. Thirdly,
SAMs plays a vital role in tracking and ensuring traceability throughout the
agricultural supply chain. By integrating data center capabilities with SAMs’
tracking functionalities, smart agriculture can achieve enhanced traceability and
transparency in various stages of the agricultural process.

5 Conclusion

In conclusion, the agriculture sector’s importance in the global economy cannot
be overstated, as it drives economic growth and employment opportunities, espe-
cially in rural regions. In developing countries like Thailand, agriculture holds
a pivotal role in poverty reduction and economic advancement, contributing to
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the overall prosperity of the nation. The continuous development and enhance-
ment of the agricultural sector in Thailand, fueled by technological advance-
ments and data-driven approaches, further strengthen its potential for sustain-
able growth and improved livelihoods. Embracing smart agriculture practices,
facilitated by the integration of data center and Smart Agricultural Management
System (SAMs), empowers farmers with valuable insights, real-time monitoring,
and efficient resource management.

The data center acts as a central hub for storing and processing vast amounts
of agricultural data, while SAMs offers intelligent decision support and automa-
tion, enabling precise and sustainable farming practices. Together, they foster a
more productive, resilient, and environmentally conscious agricultural ecosystem,
addressing modern challenges and ensuring the well-being of farmers and commu-
nities. By making a plan for the future and putting it into action, Chanthaburi’s
agriculture industry will be able to reach its full potential and become a model of
data-driven, sustainable, and resilient agriculture. Integrating new technologies,
building more data centers, and using smart farming methods will help create a
prosperous and environmentally friendly agricultural setting in the future.

Acknowledgements. We would like to express our heartfelt gratitude to the dedi-
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Abstract. Infectious diseases are diseases that can be transmitted through var-
ious media. Based on the results of research that has been conducted at several
Health Center in Gowa Regency, it is found that from 2020 to 2022, Health Cen-
ter of Bontomarannu is one of the Health Center in Gowa Regency that handles
many cases of infectious diseases, namely 212 cases of tuberculosis, 224 cases
of dengue fever, and 427 cases of typhoid fever. This makes it difficult for the
Health Center to classify what factors cause the increase in these diseases every
day for one reason, namely the limitations of medical personnel to manually
detect the indicators that cause the emergence of these diseases through medi-
cal record data. Based on data obtained through questionnaires given to patients
of the Bontomarannu Health Center, there are several variables associated with
infectious diseases. Therefore, this study aims to visualize the results of cluster-
ing infectious disease data (tuberculosis, dengue fever, and typhoid) per village in
Gowa Regency in the form of WebGIS. The method used is K-means clustering
which will be optimized using the Particle Swarm Optimization (PSO) algorithm
to obtain better results. Moreover in the WebGIS visualization section, the fron-
tend will be made using NextJS, the backend using Flask Py-thon, and for DBMS
using SQLAlchemy. This WebGIS visualization will display cluster information
for each village in Gowa Regency. Through quantitative analysis and clustering,
the study aims to visualize the data and identify patterns and trends associated with
infectious diseases in Gowa Regency, ultimately aiding in better decision-making
and resource allocation for disease prevention and control.

Keywords: K-means Clustering · PSO · infectious diseases · WebGIS

1 Introduction

Infectious diseases are diseases that can be transmitted through various media. This type
of disease is a major health problem in almost all developing countries because of its
relatively high morbidity and mortality rates in a relatively short period of time [1].
Based on the results of research that has been conducted at several Health Center of in
the district of Gowa, it was found that from 2020 to 2022, Health Center of Bontonompo
II handled around 50 cases of tuberculosis, 20 cases of dengue, and 258 typhoid fever
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cases. Health Center of Gowa handled 212 cases of tuberculosis, 140 cases of dengue,
and 377 cases of typhoid fever, while Health Center of Bontomarannu handled 212 cases
of tuberculosis, 224 cases of dengue, and 427 cases of typhoid fever. From these data, it
can be seen that the Bontomarannu Health Center is one of the health centers in Gowa
Regency that handles many cases of infectious diseases such as tuberculosis, dengue,
and typhoid fever. The high number of cases of these diseases makes it difficult for the
health center to classify the factors that cause the increase in these diseases every day
because one of the reasons is the limitation of medical personnel to manually detect
what indicators can be used as a reference through patient information affected by these
diseases. However, there is actually potential that can be obtained from data, namely
how the data can be processed to support a case resolution [2]. Therefore, a visualization
is needed related to the grouping of medical record data of infectious disease patients to
minimize the spread of infectious diseases.

K-means is one of the popular clustering methods used to group data into groups
based on the closest distance to the cluster center (centroid). However, K-means has a
weakness, namely its sensitivity to the initial position or initialization of the centroid [3].
To overcome this problem, K-means optimization can be done using the Particle Swarm
Optimization (PSO) algorithm. PSO is able to optimize centroid placement adaptively
by searching in the search space based on particle performance [4]. With PSO, centroid
initialization will be more efficient and accurate so as to avoid bad local solutions. The
use of PSO in K-means helps to improve the accuracy and consistency of data clustering,
thus obtaining better results in the analysis of infectious disease data such as tuberculosis,
typhoid fever, and dengue hemorrhagic fever at Health Center of Bontomarannu in Gowa
Regency.

Geographic Information System (GIS) is a website-based information system that
can visualize information to users, namely recording, storing, writing, and analyzing
geographic data or mapping of an area [5]. In the case of infectious diseases, data
management will be carried out from the list of patients affected by tuberculosis, typhoid
fever, and dengue hemorrhagic fever at the Bontomarannu Health Center. This research
will optimize K-means clustering using Particle Swarm Optimization (PSO) algorithm.
The clustering results will be displayed in the form of a WebGIS visualization that will
display cluster information for each village in Gowa Regency.

Therefore, this research will develop research that has been done before by opti-
mizing K-means clustering by optimizing the value of the cluster distance using the
Particle Swarm Optimization (PSO) algorithm. The utilization of this clustering can be
a solution in helping the analysis of infectious diseases, namely tuberculosis, dengue
fever, and typhoid fever in the community based on the research variables. It is hoped
that this research can provide information as a basis for taking the necessary actions for
treatment, control, and prevention.

2 Related Work

Research related to K-means has been conducted by [6] who proposed the combination
of K-means algorithm and genetic algorithm to improve the final result of data clustering
with the results showing that the approach successfully reduces the impact of random
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initialization in K-means. Researcher [7] also tried to combine the K-means algorithm
with another algorithm, namely the Particle Swarm Optimization (PSO) algorithm with
results showing that the combination helped overcome convergence to a local optimum
and improve the accuracy of the clustering results. In addition, researchers [8] also pro-
posed a variation of the K-means algorithm to overcome its weaknesses by introducing
a new initialization method called K-means++ that selects the initial cluster centers
to reduce the possibility of getting stuck on a bad local solution. From the study, it
was found that K-means++ significantly improved the performance of K-means on the
dataset. Regarding WebGIS, researchers [9] conducted research related to visualizing
the spread of the Covid-19 pandemic using WebGIS with the aim of presenting infor-
mation related to the spread of the disease visually. The results of this visualization help
the government in making decisions in pandemic prevention and also this research is
useful for developing effective visualization systems in understanding and overcoming
pandemic outbreaks that are very high in transmission.

3 Research Methodology

This research will build a WebGIS-based visualization system using NextJS on the
frontend and Flask Python on the backend. This study will visualize the results of data
clustering obtained from the results of optimizing the K-means algorithm using the
Particle Swarm Optimization (PSO) algorithm. As shown in Fig. 1, the system design
in this study from start to finish.

Fig. 1. Research Process
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3.1 Data Collection

The first step is to input the dataset into the system. In this research, the user must input
data with the Comma Separated Values File (.csv) extension. As shown in Fig. 2, the
sample data collection with a total of 21 parameters.

Fig. 2. Data Collection Sample

3.2 Data Preprocessing

Feature Selection
As shown in Fig. 3, a sample of infectious disease patient data after the feature selection
stage into 9 parameters as follows.

Fig. 3. Feature Selection Sample
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Data Transformation
In the data transformation, a Multilabel Binarizer process is performed to convert the
features to a form of data that can be accepted by the algorithm used. As shown in Fig. 4,
displays sample data before and after Multilabel Binarizer as follows.

Fig. 4. Sample data before and after Multilabel Binarizer

In data transformation, it will also be transformed into per de-sa form. Data normal-
ization will also be carried out so that numeric data variables do not have the same scale
or range. The data normalization method used is L2 Normalization (Euclidean Norm)
to convert a vector of variable length into a vector of fixed length, which is 1 while
maintaining the relative direction of the vector. As shown in Fig. 5 below displays the
sample data after being grouped by address and as shown in Fig. 6 displays the results
of data normalization using the L2 Normalization method.

Fig. 5. Patient data samples per village
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Fig. 6. Data sample after normalization

3.3 Hybrid Sequential Clustering Algorithm

The K-means Clustering Algorithm
The K-means algorithm is an unsupervised learning algorithm that groups data into the
nearest cluster. K-means performs data clustering by partitioning existing data into the
form of one or more clusters/groups based on attributes into k partitions where k < n
[10], so that data that has the same characteristics is grouped into the same cluster and
data that has different characteristics is grouped into other groups [11]. This algorithm
also aims to find groups in the data, with the number of groups represented by the
variable K. The variable K itself is the desired number of clusters. In each cluster there
is a center point (centroid) [12]. The process stages in the kmeans clustering algorithm
are as follows [13]:

a Determine the number of clusters
b Randomly assign each cluster an initial center point value
c Calculate the distance of each village data in the dataset to the initial center point of

each cluster using euclidean distance with the following formula [14]

De =
√

(xi − si)
2 + (yi − ti)2 (1)

where

De : Euclidean Distance
i : many objects
(x, y) : object coordinates
(s, t) : centroid coordinates

d Allocate each data to the nearest centroid i.e. by taking into account the minimum
distance of the object

e Calculate the new center point in each cluster by calculating the average data in each
cluster that has been formed

f Repeat the three processes above until the resulting centroid value is fixed, the cluster
members do not move to other clusters, or have met the maximum iteration value
specified
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Hybrid With Particle Swarm Optimization Algorithm
Particle Swarm Optimization (PSO) algorithm is one of the evolutionary computing
techniques that has similarities with Genetic Algorithm, namely this algorithm starts by
generating a population randomly or randomly [15]. Particle Swarm Optimization is a
very simple optimization technique to apply and modify several parameters [16].

a Determine the starting point position as the cluster center of k data points randomly.
b Group the data into clusters by inserting the data into one of the clusters that has the

closest cluster center randomly.
c Calculate the Sum of Squared Error (SSE) and Silhouette coefficient values which

become fitness functions because SSE and Silhouette will be searched for values in
the clustering algorithm.

d Define the initial velocity of the particle (V0).
e Update the velocity value and calculate particle x based on the velocity value obtained

using the following equations [17]–[18]:

Vij(t + 1) = w ∗ Vij(t) + c1 ∗ rand1 ∗
(

pbestij(t) − pij(t)
)

+ c2 ∗ rand2 ∗ (gbestij(t) − pij(t)) (2)

pt
ij = pt−1

ij + V t
ij (3)

where,

t: indicates the iteration counter.
Vij: velocity of particle i in the jth dimension.
pij: position of particle i in the jth dimension.
Pbestij: pbest position of particle i in the jth dimension.
Gbestij: gbest position of the jth dimension.
w: inertia weight.
rand1, rand2: random function range [0, 1].
c1 and c2 : positive acceleration coefficient.

f Update the cluster center position, by summing the cluster center with the velocity
value.

g The SSE value obtained at the end is then compared with the previous SSE value to
obtain the new cluster center

h Repeat the three processes above until it meets the maximum iteration value specified
i After reaching the stopping criteria, the new centroid value is obtained which will be

the initial cluster center that will be used in the K-means clustering process.
j Repeat the clustering stage using K-means using the initial cluster center (centroid)

obtained from PSO optimization

Evaluation Model
In this section, we will evaluate the clustering process to see whether the application
of the PSO algorithm to K-means clustering is optimal or not by comparing the SSE,
Silhouette coefficient, and Davies Bouldin Index (DBI) values between the clustering
process using only K-means and the clustering process by applying the PSO algorithm.
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3.4 WebGIS Visualization

Web-based GIS (WebGIS) is a Geographic Information System (GIS) application dis-
tributed in a computer network to integrate and disseminate geographic information
visually on the World Wide Web [19]. WebGIS compared to desktop GIS offers several
advantages such as cost efficiency, human resource workload efficiency for installation,
maintenance and technical support, trimming the learning curve for end users and advan-
tages in terms of integration of spatial and non-spatial data [20]. The WebGIS architecture
consists of three layers, namely the user interface layer, the application server layer, and
the database layer [21]. In this research, WebGIS visualization is made using NextJS
for the user interface, Flask Python for the application server, and SQLAlchemy for the
database. The clustering data that has been grouped using kmeans and PSO will be dis-
played in WebGIS so that users can easily read the results of grouping infectious disease
data.

4 Result

4.1 Clustering Result

The final results of the clustering process are shown in the cluster result plots is shown
in Fig. 7 and Fig. 8.

Fig. 7. Plot of cluster results by number of tuberculosis and e neighborhood conditions

Figure 7 displays a sample of cluster results of one infectious disease against environ-
mental conditions where the x-axis is the infectious disease tuberculosis and the y-axis
is one of the environmental conditions, namely the availability of clean water. The x-axis
and y-axis values shown in the graph above are the centroid values of cluster results 1–8
and also the results of each cluster have been labeled with different colors.
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Fig. 8. Plot of cluster results by number of tuberculosis and lifestyle

Figure 8 displays a sample of cluster results of one infectious disease against lifestyle
habits where the x-axis is the infectious disease tuberculosis and the y-axis is one of
the lifestyle habits, namely poor appetite. The x-axis and y-axis values displayed in the
graph above are the centroid values of cluster results 1–10 and the results of each cluster
have been labeled with different colors.

4.2 Evaluation Result

Based on the results of K-means clustering optimization using the Particle Swarm Opti-
mization (PSO) algorithm, it can be seen in Table 1 that a more optimal value is obtained
with better SSE, Silhouette coefficient, and DBI values compared to using only K-means
clustering.

Table 1. Evaluation Model Clustering Algorithm

Cluster SSE Silhouette DBI

K-means PSO
K-means

K-means PSO
K-means

K-means PSO
K-means

1 1.116118 0.505705 0.502752 0.512179 0.608487 0.512963

2 0.858209 0.357805 0.535189 0.577407 0.576832 0.451819

3 1.043787 0.405219 0.517382 0.543259 0.582908 0.487524

4 1.180882 0.595071 0.842564 0.694180 1.087944 0.316235

5 1.056586 0.578959 0.861212 0.753807 0.439369 0.283324
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4.3 WebGIS Visualization Result

After obtaining the results of the disease grouping, WebGIS visualization is then carried
out which consists of several user interface pages.

Homepage
This page is the initial page of the WebGIS which consists of a side-bar and input page.
The data required on this page is an excel file with Comma-Separated Values (.csv)
extension and must follow the file template that has been used while developing the
clustering system. The home page can be shown as in Fig. 9.

Fig. 9. WebGIS homepage view

Data Page
On this page, the user can see the details of the data that has been inputted on the previous
home page. The generate cluster button at the top left serves to call the clustering program
to execute the data that has been inputted by the user. The page to display the data that
has been uploaded can be shown as in Fig. 10.

Fig. 10. Data Page view
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Clustering Page
On this page, users can see the results of clustering infectious disease data. As shown in
Fig. 11, the display of the clustering page.

Fig. 11. Clustering page view

This page will display a digital geographic map that maps infectious disease clusters
to each coordinate location point. In this map, there are several small circle symbols
with different colors that show what clusters are included in a village in Gowa Regency.
As shown in Fig. 12, the map view on the clustering page.

Fig. 12. Map view on the clustering page

If one of the circles is clicked on the map, it will display detailed information for
that cluster as shown in Fig. 13.
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Fig. 13. View when one of the clusters is clicked on the map in the clustering page

5 Conclusion

This research aims to visualize WebGIS on infectious disease data that is clustered using
a combination of algorithms, namely by optimizing K-means with PSO so as to obtain
better cluster results. The results show that this WebGIS visualization has mapped 39
villages with different numbers of tuberculosis, dengue fever and typhoid fever infectious
disease cases and with different environmental conditions and lifestyles. This research
can be used as a reference or policy material by the health centers or even the government
in handling and reducing cases of infectious diseases.
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Abstract. The rapid development and extensive application of
cyberspace have brought numerous opportunities to Internet users. Due
to the characteristics of virtual, and open nature, cybersecurity assets
are highly susceptible to attacks. Therefore, security asset risk assess-
ment is a challenging task in the field of cyberspace security. We present
Security Asset Attention Network (SeAAN), a novel model that achieve
risk assessment of asset node to capture temporal knowledge graph struc-
tural evolution. Specifically, SeAAN computes risk assessment of asset
node through joint attention focus on both structural neighbor and tem-
poral history, which assigns distinct snapshots to facts at various time
stamps, capturing dynamic knowledge fluctuations effectively. Exten-
sive experiments demonstrate that SeAAN achieves significant perfor-
mance on a real-world benchmark dataset for temporal knowledge graph
enhanced security asset risk assessment. Moreover, our ablation anal-
ysis confirms the efficacy of integrating structural attention and tem-
poral self-attention in a joint manner. Empirical results on real-world
datasets demonstrate that our model exhibits more substantial perfor-
mance enhancements compared to conventional approaches.

Keywords: Attention Networks · Risk Assessment · Security Assets ·
Temporal Knowledge Graph

1 Introduction

The rapid development and extensive application of cyberspace have brought
numerous opportunities to Internet users and organizations. However, due to
the characteristics of connectivity, virtuality, and openness, security assets in
cyberspace are highly susceptible to attacks [14]. Therefore, the real-time and
accurate assessment of asset risks is an urgent problem that needs to be
addressed. The risk assessment of cybersecurity assets in cyberspace has become
an important task in protecting personal, organizational, and national security.
Accurately assessing the risk level of cybersecurity assets is crucial for effectively
formulating security strategies, optimizing resource allocation, and ensuring the
sustainable operation of information systems.
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Asset risk assessment has been studied in numerous fields such as informa-
tion networks [4], finance [24], smart grids [18], and the Internet of Things [3].
However, research on asset risk assessment in the field of cyberspace security is
relatively limited. In addition, many research findings regarding risk assessment
methods involve the use of Analytic Hierarchy Process (AHP) and Fuzzy Com-
prehensive Evaluation to assign weights to risk indicators for comprehensive risk
assessment in terms of magnitude and probability regression [22,23]. There are
also widely used machine learning methods such as logistic regression, XGBoost,
support vector machines, random forests, and gradient boosting decision trees
[7,25]. However, due to the complexity and dynamism of cyberspace, traditional
risk assessment methods have become increasingly inadequate to meet the grow-
ing security demands.

In order to enhance the assessment of asset risks in the security domain,
applying knowledge graphs to asset security risk assessment models enables the
exploration of additional latent information through the analysis of relations
between nodes. This approach can also provide a visual representation of the
coupled risk elements within assets [21]. As a complex form of data, knowledge
graphs present certain limitations for traditional machine learning methods in
terms of feature representation and relation modeling. The deep learning method
has significant advantages in the evaluation of the Knowledge graph. Through the
deep learning method, information such as entities, relations and attributes in the
Knowledge graph can be encoded into a low dimensional vector representation,
so that more accurate reasoning and prediction can be made.

However, many asset risk graphs in the security field are dynamic. Graph
structures undergo temporal evolution and are commonly depicted as sequences
of graph snapshots at distinct time intervals. The complex temporal graph struc-
ture poses challenges in learning asset node risk assessment that changes over
time [12]. Through dynamic security asset assessment, organizations can better
identify and understand the potential risks and value of their security assets.
They can then adjust security strategies and resource allocation in a timely
manner to respond to the ever-changing threat and risk environment. In deep
learning methods that handle dynamic data, traditional models such as RNN
primarily focus on the temporal dependencies between sequence elements, while
the structural information in the graph is often ignored [13]. However, in asset
risk prediction, it is necessary to consider not only the temporal sequence but
also the complex relations among assets. Therefore, we aim to capture both
local and global temporal information in the graph structure by propagating
information between nodes and relations.

For adeptly harnessing vital information like the topology’s structure and
dynamic temporal aspects, an innovative model named Security Asset Attention
Network (SeAAN) is introduced, which can be designed to acquire node repre-
sentations of assets, facilitating the capture of temporal knowledge graph struc-
ture evolution. By employing joint attention focus on both structural neighbor
and temporal history, the model dynamically evaluates the risk of asset nodes,
thereby enhancing the performance of the model. Specifically, structural atten-
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tion network aggregates features extracted from local node neighborhoods col-
lected from each snapshot using an attention mechanism. Attention weights are
computed based on the relations between asset nodes. Temporal self-attention
network dynamically focuses on the node information at key moments by flexi-
bly weighting the historical representations based on the relative importance of
each time snapshot with respect to other historical times. In order to adeptly
capture the diverse fluctuations within the graph structure, we present a learn-
ing mechanism featuring multiple attention heads within both the structural and
temporal attention layers. This enables the joint attention across different poten-
tial sub-spaces. We conducted experimental comparisons with several baselines
of different scales, and the results demonstrate that SeAAN achieved significant
performance benefits. Through ablation studies, we demonstrated the benefits of
aggregating neighborhood information and tracking time history, which allows
for a more comprehensive consideration of the relations between assets and tem-
poral dependencies. As a result, it improves the accuracy and robustness of asset
risk assessment. In summary, our contributions are shown as follows:

– We propose a Security Asset Attention Network(SeAAN), which dynamically
evaluates the risk of assets based on temporal knowledge graph.

– The model consists of stacked structural attention network and temporal
self-attention network, which model the interactions among assets to better
understand and capture the trends of asset risks over time.

– We conducted extensive experiments on a security asset dataset and demon-
strated the effectiveness of the model in risk assessment of cybersecurity
assets.

2 Related Work

The open connectivity of information networks, along with the inherent vul-
nerabilities and design flaws of assets, poses significant challenges to security
and management in various domains. Additionally, it introduces potential secu-
rity risks in data transmission, storage, and processing. At present, asset risk
assessment has been explored in various fields. Fu et al. [4] utilized interval intu-
itionistic fuzzy numbers for data processing and aggregation through a compre-
hensive evaluation model, reducing uncertainty and subjectivity, and increasing
the goal-oriented risk assessment of safety assets. Utilizing mathematical and
statistical methodologies, Zhang et al. [24] performed computations to analyze
the economic and physical attributes of five stocks within China’s A-share mar-
ket. Priyanka et al. [18] proposed a framework that employs a multi-layered
graph model to assist in a context-based risk assessment approach, which seeks
to depict the asset interdependency model within a diverse smart grid environ-
ment, accounting for the distinct characteristics of assets in the context of risk
assessment. Salim et al. [3] considered the system assets and potential threats of
the IoT domain model, and identified and analyzed potential risks by defining
security objectives. Arjun et al. [6] utilized digital assets of credit letters to facil-
itate logistics financing. But there is very little research on cyberspace security
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assets, and a similar article is about risk assessment of security assets in the
field of information management systems. Mohammad et al. [19] proposed an
asset-specific technological risk approach that is associated with the sensitivity
of each asset, they analyzed the sensitivity of assets based on a network battle-
field framework, determined the risks of each asset to enhance risk prediction in
information management systems. Many studies on risk assessment methods are
implemented using machine learning algorithms. Zhu et al. [25] formulated an
empirical analysis model employing XGBoost, which was then compared with
logistic regression, support vector machines, and random forest algorithms. This
comparison yielded the optimal model and feature importance values, enabling
the effective identification of collateral loan risks for emerging agricultural enti-
ties associated with biological assets.

Currently, in order to better assess the risk of security assets in various
domains, knowledge graph is being applied to asset security risk assessment mod-
els to uncover more potential information. Yang et al. [21] utilized an aviation
safety event knowledge graph, employed Correspondence Analysis to explore
the relationships between event elements, which offers an additional decision-
making instrument for evaluating the security risks in airspace. Li et al. [12]
introduced a technique for learning dynamic interest sequences at multiple lev-
els of granularity, which uses SEP2Vec for embedding representation and merges
the entropy perception pool layer to obtain a user preference representation
for learning dynamic user interest sequences. Nevertheless, numerous real-world
graphs exhibit dynamic characteristics, with their structures evolving over time.
Pushparaj et al. [2] processed the asset data of Industrial control system in a
centralized manner to cope with dynamic changes. Amirhossein et al. [1] com-
plete the temporal knowledge graph by combining the time aware relationship
path and relationship context, this model can use neural network to improve
the temporal knowledge graph completion method. Jia et al. [8] proposed to
select a set of triples that are most affected by knowledge events to update by
measuring the importance score of each triplet, so as to realize the embedded
representation of the adaptive update temporal knowledge graph. Tang et al. [20]
proposed a method for dynamically constructing a multi-hop knowledge graph,
utilizing hierarchical graph attention to capture global features and mitigate
semantic biases. Li et al. [11] proposed the Space Adaptation Network(SANe),
which employs distinct latent spaces for time snapshots at various time stamps,
enhancing the effectiveness of temporal knowledge graph completion.

In deep learning methods for processing temporal data, many studies focus
on the temporal dependencies between sequence elements based on models such
as RNN. Hong et al. [7] suggested the TKG-CRA credit risk assessment model,
incorporating BiLSTM to encode temporally sorted sequences of neighboring
nodes. The goal is to enhance the precision of enterprise credit risk evaluation.
Liu et al. [13] achieved the visualization and quantitative assessment of railway
accident network topology by integrating Hidden Markov Models, Conditional
Random Fields algorithms, Bidirectional LSTM, and deep learning networks.
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3 Methodology

We define the problem of asset risk assessment for temporal knowledge graph,
with a focus on asset nodes. The research objective revolves around analyzing
the relations between asset nodes to select the neighboring nodes that need to
be aggregated.

The concept of the dynamic asset knowledge graph involves a sequence of
captured instances of static graph snapshots, G = {G1,G2, ...,GT }, T is the
number of time steps. Every snapshot is an asset time series knowledge graph
represented by quadruples, G = {(u, r, v, τ) |u, v ∈ V, r ∈ R, τ ∈ T }, where
V, R, and T are collections of asset entities, relations, and time stamps. Every
quadruple symbolizes a fact that varies with time, where asset entity u and asset
entity v have a relationship r at time stamp τ . The key to risk assessment of
asset temporal knowledge graph is to learn potential representations, eτ

v ∈ R
d.

For each node v ∈ V, and time step τ = {1, 2, ..., T }, eτ
v is desired to preserve

both the local graph structure centered around asset v and its dynamic evolution,
including the dynamic occurrence and disappearance of asset relations.

SeAAN is mainly composed of three modules: a Structural Attention Network
(SAN), a Time Self-Attention Network (TSAN), and an Asset Risk Classful
Network (ARCN). As shown in Fig. 1, SAN emphasizes the capture of local
structural attributes in snapshots, TSAN emphasizes the capture of time evo-
lution patterns, and ARCN focuses on comprehensively predicting asset risk
based on structural neighborhood and time history. Dynamic risk assessment of
cyberspace security assets can be achieved through layer stacking. Based on this,
we propose the neural model SeAAN, which is constructed based on these three
modules.

3.1 Structural Attention Network

The input to the network consists of a graph snapshot Gt and a sequence of
asset node embeddings {xv ∈ R

d,∀v ∈ V}, d is the representation dimension.
The input is a learnable vector, and the output {zv ∈ R

F ,∀v ∈ V} is a sequence
of new asset node embedding with dimension F , which capture local structural
attributes in the snapshot. Specifically, SAN aggregates the neighboring nodes
of node v (in the snapshot Gt) by computing the input node embeddings for
node v. The definition of SAN is:

euv = σ
(
a� [Wsφ (xu, ruv) ‖Wsxv]

)
, (1)

αuv =
exp(euv)

∑

w∈Nv

exp(ewv)
, (2)

zv = σ

(
∑

u∈Nv

αuvWsφ(xu, ruv)

)

, (3)

hv = Concat(z1
v, z2

v, ..., zHS
v ),∀v ∈ V. (4)
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Fig. 1. The framework of our model SeAAN: we employ Structural Attention Network,
Temporal Self-Attention Network followed by Asset Risk Classful Network.

Firstly, the similarity coefficients euv between the neighbors Nv of node v and
itself are calculated one by one. Nv = {u ∈ V : (u, v) ∈ R} is the nearest neighbor
sequence of asset node v in the snapshot Gτ . Ws ∈ R

F×D is a uniform weight
transformation that is implemented on every node within the graph, serving
as a prevalent technique for feature enhancement. a ∈ R

2F is a weight vector,
which is also an attention function implemented by parameterized feedforward
layer. ‖ refers to the concatenation operation, and σ(·) is a nonlinear activation
function. φ(xu, ruv) utilizes the asset-relation composition operation employed
in knowledge graph embedding methods, embedding both the neighboring node
u and the relation ruv into the graph of relationships. It aggregates the messages
Nv from all neighbors and combines them to get the updated embedding for the
asset node v. Clearly, learning the correlation between nodes u and v is achieved
through learnable parameters and mappings.

Then, we use LeakyReLU to compute the attention coefficients αuv and apply
exponential linear unit (ELU) activation to the asset embeddings. The learned
coefficients αuv, got by applying softmax to the neighborhoods of every asset
node in V, depicting the influence of node u on node v within the present snap-
shot. Next, using the computed attention coefficients, the updated representation
of the asset node zv is obtained by taking a weighted sum of the features of its
neighboring nodes.

Finally, multi-head enhancement is employed to obtain multi-head represen-
tations of the asset nodes. HS is the number of attention heads. hv ∈ R

F is the
output after multi-head attention for node v. Please take into consideration that
although structural attention is separately applied to each snapshot, the param-
eters governing the structural attention heads remain consistent across various
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snapshots. We implement every layer on individual graph snapshots using shared
parameters, enabling us to capture the immediate neighborhood around each
node during each temporal instance. It’s worth noting that the input embedded
within the structural attention layer might differ across distinct snapshots. We
utilize structural attention blocks to generate output node representations, such
as {h1

v,h2
v, ...,hT

v },hτ
v ∈ R

F , which is served as inputs for TSAN.

3.2 Temporal Self-attention Network

To additionally encompass the temporal progression patterns within the dynamic
asset graph, we formulated a Temporal Self-Attention Network (TSAN) with
the primary aim of capturing the temporal variations in the graph structure
over multiple time intervals. Unlike the intended role of SAN, TSAN exclusively
leverages the temporal history of individual asset nodes, thereby fostering effi-
cient parallelism among these nodes.

The input to TSAN is the embedded representation of asset node v at differ-
ent time steps. At this point, the input for each asset node is designed to ade-
quately capture the local neighbor information at each time step. Specifically, for
every asset node v, the input Xv ∈ R

T ×F is defined as {h1
v,h2

v, ...,hT
v },hτ

v ∈ R
F .

The input embedding for asset node v at time step τ is hτ
v , which encodes the

immediate local structure surrounding the node v at the present moment. We
use hτ

v as a query for attending to its historical embeddings, monitoring the
changes in the nearby environment surrounding v. The output layer consists
of a new sequence of embeddings for node v at each time step, denoted as
zv = {z1

v, z2
v, ..., zT

v }, where zτ
v ∈ R

F , zv ∈ R
T×F . These representations are

combined over time, with T being the number of historical snapshots used for
prediction, and F being the dimension of the input representation.

To calculate the resulting representation of the asset node v at time τ , TSAN
is defined as:

eij = σ

⎛

⎜
⎝

(
(XvWq) (XvWk)�

)

ij√
F

⎞

⎟
⎠ , (5)

βij
v =

exp
(
eij
v

)

T∑

k=1

exp (eik
v )

, (6)

zv = βv (XvWv) , (7)

Hv = Concat
(
z1

v, z2
v, ..., zHT

v

)
,∀v ∈ V. (8)

First, we use the dot-product as the attention scoring function. Based on the
dot-product calculation, we obtain the pairwise relationships between vectors.
Initially, the query, key, and value undergo transformation into distinct spaces
via linear projection matrices, these matrices are trainable and allow for learn-
ing, enhancing the model’s fitting capability and acting as a buffer. We make
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predictions at each time step τ based on the previous T time steps to maintain
the autoregressive nature.

Then, βv ∈ R
T×T represents the attention weight matrix derived from the

multiplication-based attention scoring function. At this point, we obtain the
attention scores between asset nodes at a specific time relative to other historical
moments, these scores indicate the level of attention that the asset node at this
time should give to other moments.

Next, the important information zv is extracted from these asset node vectors
as the output of TSAN. All vectors are involved in the calculation, allowing for a
global perspective. Indeed, the degree of involvement of each node vector in the
calculation varies across different time steps. The attention scores determine the
level of participation, with higher scores indicating greater involvement of the
corresponding vectors. Consequently, the output vector becomes more similar
to the vector with higher attention, allowing us to achieve a balance between a
global perspective and focusing on key elements.

In addition, this paper employs an advanced version of self-attention mech-
anism known as multi-head self-attention. Since there can be multiple types of
correlations between different time steps, a query can only capture one type
of related key vector. Therefore, multiple query vectors and key vectors need
to be introduced to capture multiple types of correlations. HT is the number
of temporal attention heads, satisfying F = HT × F ′, Hv ∈ RF denotes the
dimensionality of the output from the temporal multi-head attention.

Finally, independent position encoding is applied to decouple the position
embeddings, making the model more lightweight. Because the self-attention net-
work model lacks recursive or convolutional modules, it cannot perceive the
position information of previous entities. Here, position information refers to
historical interaction sequences, and it is necessary to add a position information
embedding module to the model. Due to the lack of strong correlation between
entities and absolute positions, this article does not adopt the common approach
of adding entity embeddings and position embeddings for subsequent learning.
Instead, it separately calculates the positional relevance.

First, the positional sequence is embedded to obtain a learnable positional
embedding matrix P ∈ R

T×F . Then, a linear transformation is applied to
the initial positional embedding matrix. Here, YQ ∈ R

F×F ′
, YK ∈ R

F×F ′
,

YV ∈ R
F×F ′

are all learnable parameter matrix. Next, the softmax function is
employed to calculate the attention weights pertaining to positional information
Apos ∈ R

T×T . The output, denoted as vector p, is obtained, and multi-head are
used to concatenate and obtain the final representation of positional embedding
Pt. Specifically,

PQ = P · YQ, (9)

PK = P · YK , (10)

Apos = Softmax

(
PQ · (PK)�

√
F

)

, (11)

p = Apos (P · YV ) , (12)
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Pt = Concat(p1,p2, ...,pHt),∀t ∈ T. (13)

Here, there is no embedding representation of any asset nodes. The atten-
tion weights for positional information are completely independent of the input
information of the nodes and only need to be computed once per input batch.
This helps to reduce computational costs.

By using the learnable positional embedding {p1
t ,p

2
t , ...,p

T
t }, pt

t ∈ R
F , we

can obtain the temporal self-attention network sorting information for the asset
nodes. Finally, the asset node output representation from the temporal self-
attention network is obtained by combining the asset entity embeddings and
positional embeddings, which are obtained separately using the self-attention
method. The output representation et

v is of dimension F .

et
v = Hv + Pt. (14)

3.3 Asset Risk Classful Network

The ultimate layer of the model constitutes a node classification network. First,
the asset node embeddings for T timestamps are averaged to obtain a comprehen-
sive node representation. The output representation of the asset nodes ev, which
has a dimension of F , is transformed into a representation e′

v with dimension
C through a learned matrix and activation function. Wc ∈ R

C×F , We ∈ R
F×F

refer to the parameterized weight matrices between the node classification layers.
The feature dimension C is used as the risk category to be classified. Based on

the risk level classification criteria, the risk categories are primarily categorized
as high risk, medium risk, low risk, and no risk.

ev =
1
T

T∑

t=1

et
v, (15)

e′
v = Wcσ(evWe). (16)

By applying the softmax function for normalization, we can obtain the prob-
abilities of the risk levels for the asset node v.

ŷv =
exp(e′

v)
C∑

c=1
exp(e′

c)
. (17)

The model undergoes training through a supervised learning approach,
employing the cross-entropy loss function for model evaluation and optimization.
By adjusting the model’s parameters, we aim to make the model’s predictions
as close as possible to the true labels. Throughout the training process, the loss
function is systematically reduced, resulting in the progressive optimization of
the model.

L = −
∑

l∈YL

C∑

1

yl ln ŷl. (18)
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Table 1. The statistical information of the security asset dataset used for experiments.

Dataset #Quadruple #Timestamp Risk-Free
Ratio

Low-Risk
Ratio

Medium-Risk
Ratio

High-Risk
Ratio

Train 887,562 20 0.65 0.16 0.11 0.08

Valid 131,554 3 0.69 0.13 0.11 0.07

Test 131,920 3 0.67 0.14 0.11 0.08

In the equation, YL represents the set of labeled asset nodes, yl represents
the true labels of the asset nodes, ŷl represents the predicted probability values
by the model.

4 Experiments

Within this section, the assessment of the proposed model on a dataset within
the security domain is showcased. The dataset, baseline methods, evaluation
metrics, and experimental details are introduced. A comparison is made between
the model and the baselines. The experimental results are then analyzed and
discussed. Furthermore, ablation studies are performed to assess the significance
of various components within the model.

4.1 Experimental Setup

Dataset Description. We construct a security asset dataset by collecting data
from a public information platform, which includes 10,719 devices and 78 types
of relations. This dataset covers a vast number of interaction links between the
devices, spanning 26 time periods. The dataset was divided into training, vali-
dation, and test sets based on timestamps, with proportions of 80%, 10%, and
10%, respectively. Table 1 summarizes the statistical information of the dataset.

Baseline Methods. Our proposed model is compared with several widely
used methods in the field of risk assessment, which have demonstrated notable
achievements. The benchmark models considered in this study include Logistic
Regression (LR), K-Nearest Neighbors (KNN), Naive Bayes (NB), Support Vec-
tor Machine (SVM), Random Forest (RF), and Decision Tree (CART). These
methods have been extensively studied in previous research, highlighting their
efficacy in risk assessment [7,10,25]. To ensure consistency, all the aforemen-
tioned benchmark models are implemented using the Scikit-learn toolbox [17].
By evaluating our proposed model against these established methods, we aim to
provide a comprehensive performance comparison and assess the effectiveness of
our approach in the context of security asset risk assessment.

Evaluation Protocols. We report the evaluation protocols in this section,
which include accuracy, precision, and F1 score as the evaluation protocols. These
metrics are widely used in the evaluation of security asset risk assessment.
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Table 2. Performance (in percentage) comparison of models in risk assessment.

Model Accuracy Precision F1

LR 66.93 77.87 53.67
NB 66.94 77.87 53.69
KNN 66.66 58.34 57.63
SVM 67.21 72.02 56.42
RF 81.42 81.60 81.50
CART 81.45 81.64 81.54
SeAAN 87.28 87.18 87.22

Accuracy is calculated by assessing the ratio of correctly classified instances to
the total number of instances. Precision evaluates the proportion of true positive
predictions in relation to the total number of positive predictions. Lastly, the F1
score represents the harmonic mean of precision and recall, offering a balanced
metric for gauging model performance.

For each evaluation protocol, we calculate its corresponding value based on
the predictions made by our model. Subsequently, the outcomes are juxtaposed
with the ground truth labels to evaluate the model’s performance in terms of
accuracy, precision, and F1 score.

Implementation Details. The hyperparameters’ values are established
through an evaluation of the F1 score on each respective validation set. The
length of the historical graph sequence is set to 3, the number of attention heads
is set to 8, and the embedding dimension is set to 200. The model parameters
are initialized employing the Xavier initialization technique [5], and the Adam
optimizer [9] with a learning rate of 0.001 is utilized for optimization. To opti-
mize all the hyperparameters of the model, a grid search combined with early
stopping is employed on the validation dataset. The training process is limited
to 30 epochs, which is generally sufficient for convergence in most cases. The
complete model is constructed using the PyTorch framework [16] and executed
on an NVIDIA GeForce RTX 3090 GPU.

4.2 Experimental Results

The experimental outcomes in the risk assessment task demonstrate that our
proposed model surpasses the performance of the baseline methods across all
evaluation metrics, encompassing accuracy, precision, and F1 score. The detailed
performance comparison is outlined in Table 2.

Our model demonstrates superior performance in accurately assessing secu-
rity asset risks. It achieves high accuracy in classifying instances and exhibits
excellent precision in minimizing false positives. Collectively, the F1 score serves
as a testament to the resilience and efficacy of our proposed model in the realm
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Table 3. Results (in percentage) by different variants of our model on the security
asset dataset.

SAN TSAN ARCN RNN Accuracy Precision F1

� � � � 66.57 67.26 66.76
� � � � 69.68 68.99 69.24
� � � � 85.72 85.58 85.64
� � � � 68.48 67.49 67.27
� � � � 86.12 86.10 86.09
� � � � 87.28 87.18 87.22

of risk assessment. These findings underscore the superiority of our model when
compared to baseline methods, reaffirming its capacity to precisely appraise and
mitigate security asset risks.

4.3 Ablation Study

To scrutinize the individual contributions of various components within the
SeAAN model, an ablation study is conducted. Variants of SeAAN are cre-
ated by adjusting the utilization of model components, and the performance in
risk assessment on the security asset dataset is compared. The results in Table 3
reveal insights into the importance of the structural attention network and tem-
poral self-attention network in SeAAN.

Omitting the structural attention network results in a notable reduction of
26% in the F1 score, accompanied by substantial declines in other evaluation
metrics. This indicates that aggregating local neighborhood information of nodes
is beneficial for the risk assessment task. On the other hand, the exclusion of the
temporal self-attention network results in a 2% drop in the F1 score, emphasizing
the effectiveness of modeling historical information. These findings elucidate the
promising performance of SeAAN, which stems from its ability to learn from both
the structural aspects of the graph and the temporal evolution. Furthermore,
even with only the asset risk classification network, the variant models achieve
comparable performance, suggesting the effectiveness of the model in capturing
essential risk-related patterns.

To further validate the importance of the TSAN, we introduce two variant
models that replace the TSAN with a recurrent neural network (RNN) to capture
the temporal evolution of security assets. The experimental findings offer valu-
able insights into the proficiency of RNNs in capturing temporal information for
the purpose of risk assessment. However, it is observed that the performance of
the RNN-based variants falls short compared to the models utilizing the TSAN.
This finding underscores the superior efficacy of the TSAN in capturing and
leveraging this temporal evolution of security assets for risk assessment.
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Fig. 2. t-SNE visualization of security asset node representations. (a) Visualization
of security asset node representations without SeAAN processing. (b) Visualization of
security asset node representations after SeAAN processing.

4.4 Visualization of Security Asset Node Representations

To gain visual insights into the efficacy of SeAAN in the risk assessment task, t-
SNE [15] visualizations of the security asset nodes are provided, both before and
after undergoing processing by SeAAN. These visualizations serve the purpose
of intuitively observing the performance of SeAAN in distinguishing different
classes of security assets.

As shown in Fig. 2, the t-SNE visualization of the nodes without SeAAN
processing reveals a mixture of different classes, making it challenging to discern
distinct patterns. In contrast, the t-SNE visualization of the nodes after SeAAN
processing exhibits clearly separated clusters, facilitating risk classification. This
visualization showcases the ability of SeAAN to effectively learn and represent
the underlying structures and characteristics of security assets, enabling more
accurate and meaningful risk assessment.

5 Conclusion

In order to better evaluate the risk of domain security assets, a Security
Asset Attention Network named SeAAN is proposed, which is a comprehen-
sive consideration of temporal knowledge graph topology and adjacent node
sequences. Empirical assessments on real-world datasets demonstrate that our
model achieves an accuracy of 87.28%, precision of 87.18%, and an F1 score of
87.22%. Notably, these results indicate a more significant performance enhance-
ment compared to conventional methods.
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Abstract. As a vulnerable transportation hub, the airport can become
the target of an attack at any time. Airport security, therefore, touches a
fundamental aspect of our society: moving without fear. The attackers’
methods become increasingly sophisticated. It is therefore essential to
react quickly and adequately through unforeseen events. Every piece of
unattended baggage—a commonly occurring incident—potentially poses
a threat. The digitalization of airports has been advanced over the last
decade. This circumstance opens the possibility to a broader use of Artifi-
cial Intelligence. AI is already being successfully used in individual areas
of an airport. These range from intelligent video surveillance through bor-
der control to monitoring high-security areas. In this work, an exemplary
environment was examined depicting the actions necessary to neutralize
an unattended piece of baggage (e. g. a suitcase). The AI method Rein-
forcement Learning, especially the Deep Q-Network method, was used
to train an agent to solve the challenge of choosing an optimal sequence
of actions. This special method gives rise to a set of parameters, namely
learning rate, batch size and the number of iterations. By means of a
parameter study, a set of parameters was searched for enabling the agent
to adequately solve the challenge.

Keywords: Airport Security · Artificial Intelligence · Reinforcement
Learning

1 Introduction

The air transportation system faces a growing number of challenges. The
methodology of terrorists is getting more and more sophisticated. In the past,
plots of the attack founded the base for the introduction of new security mea-
sures. Starting from metal detectors through the detection of explosive sub-
stances to the detection of liquids [1,2]. Besides ensuring each flight to be secure,
the airport, as a point where many people are piled up together, has to put a
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huge effort in security. The attack on Brussels airport in 2016 shows how prone
airports are to terrorist attacks [3].

An unattended item, for example a suitcase, is always seen as harassment.
The items are regularly found at airports. At the airport of Munich, Germany,
an unattended item is found up to 30 times each day. Mostly, the owner of the
unattended item can be found. In contrast, in 8 out of 30 cases a sniffer dog is
being used. If the canine hits or cannot be used due to an unpropitious area for
using the sniffer dog, a bomb squad is needed to neutralize the situation. This
happens in up to three of 30 cases [4].

To assist security officers with revealing potential danger, AI is being used at
airports ranging from video surveillance through border control to surveillance
of high-security areas [5–7]. These AI systems operate independently without the
possibility of exchanging information [8]. To overcome this problem, the vision
of a novel security concept was presented in [8], which is holistically interpreted
by an AI suggesting adequate responses.
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Fig. 1. Information flow within the vision of a holistic airport security including safety
[8]. (Color figure online)

Figure 1 shows a scheme of the AI information flow. Different areas of the
airport are shown with sensors (in blue) and actuators (in green). In the upper
half are the security processes. By including safety (in the lower half), the AI is
able to detect mutual ramifications.

The use of AI at the airport is primarily characterized by the use of images.
This combination enables, for example, document- and contactless access to the
security checkpoint and gate. Here, AI determines the identity of a passenger
through facial recognition [9]. A similar approach is used for border control in
the iBorderCtrl method [6]. Feature recognition in an image is also suitable for
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baggage. In [10], pieces of baggage are identified across airports based on their
images.

Not every detected piece of baggage can be assumed to be an unattended
item, since the primary characteristic of an unattended item is the non-
traceability of the owner. For this reason, [11,12] have investigated the issue
of how an object can be assigned to one or more persons and how the abandon-
ment of this object can be detected. For example, there would be the possibility
of cameras tracking the trajectory of an object moving away [11].

The system presented in this paper is not aimed at detection, but at con-
trolling the processes for restoring security after the detection of an unattended
item. It thus forms a complementary system to those presented above. As part
of the AI system presented in [8] for a holistic control of security systems, it can
be seen as interpreting the feedback from the systems described above.

In the following, a first methodological basis for the security concept men-
tioned in [8] is investigated. The method we used to train an AI is Reinforcement
Learning. In this method, the agent learns to act autonomously in an environ-
ment. An action of the agent within the environment leads to a feedback from the
environment in the form of a reward. In this paper, an exemplary environment
was investigated representing the actions necessary to neutralize an unattended
item.

The Deep Q-Network (DQN) method used here was presented in [13]. The
authors tested the DQN method for the challenge to play a video game using
solely the image data provided by the game. In order to check whether this
method is also suitable for the application in the exemplary environment of this
paper, a parameter study was performed on the parameters batch size, learning
rate and number of iterations. Thus, on the one hand, it can be analyzed how
the parameter settings affect the training results. On the other hand, it can
be seen whether the specified goal—the fluctuation-free neutralization of the
unattended item—can be achieved with the corresponding parameter setting.
Fluctuation-free in this context refers to a standard deviation of zero of the mean
of the maximum return of independent training runs of the agent at a given
iteration. This means that a fluctuation-free neutralization of the unattended
item is obtained if the fluctuation-freeness is fulfilled from a certain iteration
onwards.

2 Methodology

2.1 Reinforcement Learning Method

This paper uses the Reinforcement Learning approach [14]. Here, an agent has
to perform given actions in a given environment (see Fig. 2). For each action in a
state of the environment, the agent receives feedback in the form of a new state
and a numerical value (reward).

Here, the set of all actions and the set of all states are finite. Since the response
of the environment depends only on the current state and the particular action
of the agent, it is called a Marcov Decision Process [14].



408 O. Milbredt et al.

Fig. 2. Agent-environment interaction for Reinforcement Learning [14].

The task of an agent is to find a sequence of actions that maximizes the sum
of all rewards (“return”). In the beginning, there is no experience for the agent
to build on, so it chooses actions randomly.

2.2 Description of the Environment

The underlying idea behind the development of this environment is the neutral-
ization of an unattended item at the airport. The unattended item used in this
environment is 70% harmless baggage and 30% disguised explosive devices. This
allocation was adopted because if the explosion rate would be orders of magni-
tude (power of ten) smaller, the algorithm would require many more iterations
to experience an explosion. An explosion rate that is orders of magnitude smaller
results in a much longer runtime, which was avoided for this initial methodolog-
ical baseline study.

The environment is built on a framework for Python. This consists of a Rein-
forcement Learning structure as well as reward function and action execution.
The actions in the implemented environment are based on the processes exe-
cuted in reality when an unattended item is detected. These are here shutting
off areas, deployment of the sniffer dog or calling the bomb squad.

The sniffer dog determines whether an active explosive device is present in
the unattended item. The bomb squad can neutralize it. The shutting off results
in an evacuation of the affected area so that no persons would be harmed. The
reward function consists of two parts. The first part considers costs and the
second part takes into account the extent of damage. Each action is associated
with fixed costs, the magnitude of which corresponds to the effort of that action.
In the case of detonation, the damage consists of property damage and personal
injury. The former was determined using estimated costs for property damage
per square meter. For personal damage, costs also had to be assumed in order
to perform an addition. These were estimated to be three orders of magnitude
(103) higher than the property damage.
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The agent’s task is to perform actions that result in a neutralization of the
unattended item. To do this, the agent’s return should be maximized. of a sen-
tence.

2.3 Description of the Algorithm

In this paper, we use the Deep Q-Network (DQN) method, which had been suc-
cessfully used several times [13]. It combines Q-learning with neural networks.
The action-value function is a function depending on the particular state and
the action performed in that state. It describes the return if the action is exe-
cuted in the given state and a given strategy is followed. An optimal strategy is
characterized by the best possible expected value of the return. Every optimal
strategy has the same action-value function. If this function is known, an opti-
mal strategy can in turn be reconstructed from it. Therefore, in this algorithm,
the approximation of this function is refined step by step. Each optimal func-
tion satisfies the so-called Bellman equation, which was developed by Bellman
in [15,16]. This can be used to construct an iteration rule. Such a sequence then
converges to the optimal action-value function. In the case of DQN, a function
with one parameter is used for the approximation [13].

DQN uses neural networks for function approximation due to the computer
capacity now available allowing large networks with more than a thousand neu-
rons in a layer. If a neural network is used to approximate the action-value
function, instabilities can occur [17]. To counter these, the authors in [13] intro-
duced the use of experience replay and periodically updated target values for
the action-value function.

Various parameters are used in the DQN algorithm. In this paper, the param-
eters batch size, number of iterations and learning rate are varied. The batch
size is the number of test cases randomly selected from the set of already expe-
rienced situations (experience replay). These selected experience cases serve as
additional input to the learning process. The learning rate feeds into the Stochas-
tic Gradient Descent (SGD) algorithm to minimize the error resulting from the
Bellman equation. The gradient of the error is a vector pointing in the direc-
tion of the largest increase in the error function. A minimization is achieved by
adjusting the point in the opposite direction.

The goal of this paper is to identify the best set of parameters. This means a
result as free of fluctuations as possible, which can be achieved with a number of
iterations as small as possible and results in the neutralization of the unattended
item.

2.4 Realization of the Parameter Study

The following values were selected to perform the parameter study, namely

– batchsize = {64, 128, 256, 512},
– number of iterations = {5000, 10000, 20000, 40000} and
– learning rate = {0.005, 0.001, 0.0005, 0.0001}.
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These cover the parameter space after previous test runs. Since any fluctuation
behavior only occurred with a larger number of iterations, the smallest value
specified here was used in this study. At greater iterations than the largest
specified, similar fluctuation behavior was observed. A learning rate greater than
0.005 or a learning rate less than 0.0001 also resulted in behavior with larger
fluctuation. With a batch size of 16, just as with an iteration number smaller
than 2000, the desired goal was not achieved.

The outcome of a learning process was evaluated within 10 episodes—a
sequence of states, actions, and rewards, concluding with a final state—and the
mean was calculated. This was done in two identical environments to test gen-
eralizability. To decouple the results from the specific learning history, 20 runs
were used. Of these, mean and standard deviation were calculated for each data
point.

3 Results/Discussion

The range given above for the iterations was chosen because larger fluctuations
can occur after a smaller number of iterations, as can be seen representatively
in Fig. 3a.
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Fig. 3. Fluctuations of the average return during training of the agent with the param-
eters (a) batchsize: 256, iterations: 40,000, learning rate: 0.001; (b) batchsize: 256,
iterations: 40,000, learning rate: 0.005.

For the largest learning rate of 0.005, the results fluctuated by more than 50%
around the mean. For a batch size of 256, the result of the 40,000th iteration
was more than 440% (see Fig. 3b).

At the smallest learning rate of 0.0001, on average at least 20,000 iterations
were required to meet the target (neutralization of the unattended item) (see
Fig. 4a).

It is difficult to see whether the fluctuation actually disappears. Addition-
ally, we found that the fluctuation can disappear, but throughout the training
increases again.
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Fig. 4. Fluctuations of the average return during training of the agent with the param-
eters (a) batchsize: 128, iterations: 20,000, learning rate: 0.0001; (b) By scaling visible
smaller fluctuations of the results during training of the agent with the parameters
batchsize: 512, iterations: 40,000, learning rate: 0.0001;

In Fig. 4b, this behavior can be seen. In this case, the fluctuation of the
results was about 30%. A faster and less fluctuating neutralization was seen for
the learning rates 0.001 and 0.0005. At the learning rate 0.0005, the standard
deviation was zero over several thousand iterations, but increased to 15–50%
for larger iterations similar to Fig. 4b. For the learning rate 0.001, the standard
deviation was at least 20% for the batch size 512. For batch sizes 64 and 256,
the fluctuations were in the range of 15–50% with few exceptions.

In addition to the specified range of batch size, batch size 32 was used.
Results from the previous training runs were used for this purpose. In order
to get a broad picture, the additional training runs were performed with the
iterations 10,000 and 40,000 as well as the two learning types 0.001 and 0.0001.
The learning rate 0.001 reached the goal of neutralization at 40,000 iterations,
but with fluctuations of at least 30%. For the smaller learning rate (0.0001),
more than 10,000 iterations were required to achieve the goal of neutralizing
the unattended item, as was evident in the previous training runs. For 40,000
iterations, the target was achieved without fluctuation from iteration 33,000.

To exclude the occurrence of fluctuation at a later iteration step, a training
run with 60,000 iterations was performed (see Fig. 5a). Here, fluctuation-free
target achievement was obtained from the 38,000th iteration (see Fig. 5b). The
optimal parameter set for the given problem in this paper is represented by the
batch size 32 and the learning rate 0.0001 at an iteration of at least 40,000 (see
Fig. 5b).

In the following, the results are analyzed in their suitability. The largest learn-
ing rate 0.005 is unsuitable for the learning process, since fluctuations up to 440%
can occur. For no batch size, the fluctuations drop below 50%. Decreasing the
learning rate by one order of magnitude (0.0005; 0.0001) sometimes resulted in
phases without fluctuation, but these occurred only temporarily in the learning
process. The fluctuation was present for each batch size. With the given param-
eter combinations, no fluctuation-free neutralization of the unattended item was
possible. Only with the additional tests with batch size 32 it turned out that a
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Fig. 5. (a) Evolution of the result during training of the agent with the parameters
batchsize: 32, number of iterations: 60,000, learning rate: 0.0001; (b) Zoom of the left
image for the iterations starting at 40,000/.

target achievement was possible. However, it was necessary to select a smaller
learning rate (0.0001). A fluctuation-free solution to the problem was achieved
with this batch size and a learning rate of 0.0001. This behavior was confirmed
with an iteration count of 60,000.

During the execution of the training runs, it was observed that the duration
of a training session increases with a larger batch size (number of iterations and
learning rate fixed) on the one hand and with a smaller learning rate (number of
iterations and batch size fixed) and a larger number of iterations (batch size and
learning rate fixed) on the other hand. A variation-free solution to the problem
was only achieved with a learning rate of 0.0001 and a batch size of 32 (see
Fig. 5b).

4 Conclusion

In this paper, we present a parameter study for solving the challenge to choose
the optimal actions to neutralize an unattended item. We used 20 independent
runs to decouple the results from the specific learning history. The standard
deviation over this 20 training runs for one parameter set is a measure for the
quality of the results. This approach was necessary, since evaluating only a few
runs may distort judging the performance of a parameter set.

For a parameter set beyond the boundaries of the chosen region for the
parameters the results either the specified goal was not achieved or the calcula-
tion time was high and no better results were produced. A batch size of 32 has
revealed to be an exception of the latter statement.

The results show that a large learning rate (0.005) did not result in
fluctuation-free neutralization of the unattended item. The fluctuations ranged
from 0.1% to 440%. At a learning rate of 0.001, a fluctuation of at least 15% was
observed. A fluctuation-free solution to the task was obtained with a learning
rate of 0.0001 and a batch size of 32.

The possibility of using AI as a new method of preventive monitoring of the
airport terminal, especially in the selection of measures in case of an unattended
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item, is supported by the obtained results. The environment implemented here
with the learning method DQN leads to the goal with the help of using the
determined set of parameters—that is, making decisions to solve the problem
without fluctuations, in this case, to neutralize an unattended item.

The implementation of the environment represents a small part of the actions
when an unattended item is found. To approach the vision of the novel secu-
rity concept from [8], the next step consists of an extension of the environment
including the time dependency when neutralizing the unattended item. The spa-
tial conditions as well as the position of the required resources and the personnel
to be deployed are to be considered.

References

1. European Commission: Communication from the Commission to the European
Parliament and the Council on the use of security scanners at EU airports (2010).
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX

2. Olson, G.: Some European airports plan to end liquid limits for carry-ons, but when
will the US? Thrifty Traveler (2022). https://thriftytraveler.com/news/travel/
carry-on-liquid-restrictions/

3. Beake, N.: Brussels attacks: trial begins over 2016 attacks that killed 32. BBC
News Europe (2022). https://www.bbc.com/news/world-europe-63834777

4. Moritz, H.: Das macht die Bundespolizei mit herrenlosem Gepäck. Merkur (2020).
https://www.merkur.de/lokales/erding/flughafen-muenchen-ort60188/flughafen-
muenchen-bundespolizei-herrenloses-gepaeck-so-reagiert-polizei-13311422.html

5. Donadio, F., Frejaville, J., Larnier, S., Vetault, S.: Artificial intelligence and col-
laborative robot to improve airport operations. In: Auer, M.E., Zutin, D.G. (eds.)
Online Engineering & Internet of Things. LNNS, vol. 22, pp. 973–986. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-64352-6_91

6. Jupe, L.M., Keatley, D.A.: Airport artificial intelligence can detect deception: or
am I lying? Secur. J. 33(4), 622–635 (2020)

7. Koroniotis, N., Moustafa, N., Schiliro, F., Gauravaram, P., Janicke, H.: A holistic
review of cybersecurity and reliability perspectives in smart airports. IEEE Access
8, 209802–209834 (2020)

8. Milbredt, O., Popa, A., Doenitz, F., Hellmann, M.: Neuartiges Konzept der Sicher-
heitsarchitektur eines Flughafens – Ganzheitliche Interpretation der Sicherheitsin-
frastruktur am Flughafen mithilfe von KI. Internationales Verkehrswesen (3), 27–31
(2022)

9. Lufthansa: Star alliance biometrics. https://www.lufthansa.com/de/de/star-
alliance-biometrics

10. Beck, A.: Neural Network for AutoID. PSI Logistics GmbH (2021). https://
www.psilogistics.com/fileadmin/files/downloads/PSI_Logistics/PR_Media/
Fachartikel/GATE_INSPIRE_Issue1_PSIairport.pdf

11. Arsić, D., Schuller, B.: Real time person tracking and behavior interpretation in
multi camera scenarios applying homography and coupled HMMs. In: Esposito,
A., Vinciarelli, A., Vicsi, K., Pelachaud, C., Nijholt, A. (eds.) Analysis of Verbal
and Nonverbal Communication and Enactment. The Processing Issues. LNCS, vol.
6800, pp. 1–18. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-
25775-9_1

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX
https://thriftytraveler.com/news/travel/carry-on-liquid-restrictions/
https://thriftytraveler.com/news/travel/carry-on-liquid-restrictions/
https://www.bbc.com/news/world-europe-63834777
https://www.merkur.de/lokales/erding/flughafen-muenchen-ort60188/flughafen-muenchen-bundespolizei-herrenloses-gepaeck-so-reagiert-polizei-13311422.html
https://www.merkur.de/lokales/erding/flughafen-muenchen-ort60188/flughafen-muenchen-bundespolizei-herrenloses-gepaeck-so-reagiert-polizei-13311422.html
https://doi.org/10.1007/978-3-319-64352-6_91
https://www.lufthansa.com/de/de/star-alliance-biometrics
https://www.lufthansa.com/de/de/star-alliance-biometrics
https://www.psilogistics.com/fileadmin/files/downloads/PSI_Logistics/PR_Media/Fachartikel/GATE_INSPIRE_Issue1_PSIairport.pdf
https://www.psilogistics.com/fileadmin/files/downloads/PSI_Logistics/PR_Media/Fachartikel/GATE_INSPIRE_Issue1_PSIairport.pdf
https://www.psilogistics.com/fileadmin/files/downloads/PSI_Logistics/PR_Media/Fachartikel/GATE_INSPIRE_Issue1_PSIairport.pdf
https://doi.org/10.1007/978-3-642-25775-9_1
https://doi.org/10.1007/978-3-642-25775-9_1


414 O. Milbredt et al.

12. Soh, Z.H.C., Kamarulazizi, K., Daud, K., Hamzah, I.H., Saad, Z., Abdullah,
S.A.C.: Abandoned baggage detection & alert system via AI and IoT. In: Pro-
ceedings of the 2020 12th International Conference on Computer and Automation
Engineering, ICCAE 2020, pp. 205–209. Association for Computing Machinery,
New York, NY, USA (2020)

13. Mnih, V., et al.: Human-level control through deep reinforcement learning. Nature
518, 529–533 (2015)

14. Sutton, R.S., Barto, A.G.: Reinforcement Learning, An Introduction. 2nd edn.
MIT Press (2018)

15. Bellman, R.E.: Dynamic Programming. Princeton University Press, Princeton
(2010)

16. Bellman, R.E.: A Markovian decision process. J. Math. Mech. 6(5), 679–684 (1957).
http://www.jstor.org/stable/24900506

17. Tsitsiklis, J., Van Roy, B.: An analysis of temporal-difference learning with function
approximation. IEEE Trans. Autom. Control 42(5), 674–690 (1997)

http://www.jstor.org/stable/24900506


Revolutionizing Plant Disease Detection
with CNN and Deep Learning

Fariha Tabassum , Imtiaj Ahmed(B) , Mahmud Hasan ,
Adnan Mahmud , and Abdullah Ahnaf

Department of Computer Science and Engineering, East West University, Dhaka
1212, Bangladesh

2018-3-60-076@std.ewubd.edu

Abstract. Recent advancements in plant leaf disease detection using
image analysis have sparked a reevaluation of farming practices,
especially in agriculture-dependent countries like Bangladesh. Auto-
matic detection systems provide timely identification of roots, stems,
leaves, and fruits, allowing farmers to capture and diagnose plant dis-
eases through images easily. This approach saves time and reduces
costs while enabling remote monitoring and support for farmers. Our
paper introduces a CNN-based technology for plant disease detec-
tion and assesses its performance using various algorithms, including
Alexnet, Googlenet, Resnet50, VGG16, VGG19, Darknet53, Shufflenet,
Squzzenet, Mobilenetv2, Inceptionv3, Inceptionresnetv2, Efficientnetb0,
Desnet201, Xception, Nasnetlarge, Yolov7, and Nasnetmobile. Among
these, Yolov7 exhibited exceptional validation accuracy of 96.1%, show-
casing its effectiveness in disease localization and identification. This
study highlights the necessity of deep learning optimizers in improving
picture classification outcomes, particularly for plant disease diagnosis,
and recommends improvements in deep learning architectures and opti-
mization techniques.

Keywords: Plant diseases · Deep learning · Automated Diagnosis ·
CNN algorithms · Alex net · Resnet50 · Yolov7

1 Introduction

Plant disease is well-known that the Asian nation has a difficult and costly
method for diagnosing and categorizing plant diseases. Deep learning (DL)
approaches for automating the categorization of plant diseases have been used
by researchers to get over these obstacles. In addition to lowering the need for
chemical sprays, DL-based models have shown they can increase the amount and
quality of agricultural goods. The performance of DL-based techniques has been
shown to be superior to that of conventional machine learning (ML) models. A
number of strategies have been investigated to improve plant disease classifica-
tion, including alterations to well-known DL models, various training method-
ologies, data augmentation techniques, cascaded versions of effective DL archi-
tectures, and visualization methods.
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The study highlights the value of using deep learning optimizers to complete
picture classification jobs more effectively. It does point out that prior research
has not specifically suggested DL architectural upgrades or the application of
optimization techniques for plant disease categorization. DL architectures have
been effectively used for a variety of agricultural applications, including leaf and
fruit counting, identifying crop types, and identifying and categorizing plant
diseases. This review article gives a brief summary of current advancements in
visualization approaches and modified/cascaded versions of popular DL mod-
els for identifying plant diseases. It also identifies knowledge gaps and offers
suggestions for more research.

The paper also covers the relevance of autonomous plant disease diagno-
sis and the many approaches used, such as spectral sensing, machine learning
and image processing coupled, and deep learning using convolutional neural net-
works. Although these techniques have been used in several studies to identify
different plant species that have diseases, further analysis is needed to see how
well they hold up in less-than-perfect circumstances. The analysis highlights the
promise of DL-based models for automating the categorization of plant diseases
overall and identifies directions for future research to improve the precision and
robustness of these models.

2 Literature Review

Arnab et al. [1] explored a deep-learning architecture based on convolutional
neural networks (CNN) for plant disease detection. Although their model
achieved high success rates, limitations were identified, indicating room for future
improvements. In an experiment, the authors assessed their model’s performance
using images different from the training dataset, achieving an accuracy rate of
31%. They also evaluated the model in real-time conditions, attaining a 33%
accuracy rate. Furthermore, we intend to advance this research by implement-
ing novel deep-learning models such as ACNet, ViT, and MLP Mixer for plant
disease identification, and assess their performance.

Narendra et al. [2] proposed the utilization of the Kaggle dataset, consisting
of labeled healthy and leaf blast images, to train a CNN model.

MANOJ et al. [3] implemented an approach where they excluded papers that
did not specifically address the detection and classification of Rice or other plant
diseases using deep learning or CNN.

Bulent et al. [4] identified a fundamental problem in using CNN for plant
disease detection and classification as the requirement for large datasets. Fur-
thermore, external factors such as weather might have an influence on data
gathering, making it a time-consuming operation that may take several days of
effort. As previously reported, most CNN models for plant disease diagnosis used
big-picture datasets. In their own investigation, the researchers used three differ-
ent versions of the PlantVillage dataset to diagnose plant illnesses and evaluated
how the picture backdrop affected disease diagnosis accuracy.

In their work, Arun et al. [5] used the suggested 14-DCNN model to cat-
egorize cherry healthy and strawberry leaf scorch classes. Table 5 displays the
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model’s classification performance on individual classes. Figure 7 compares the
performance of the proposed 14-DCNN model to that of various state-of-the-
art classification algorithms, measuring accuracy, weighted average precision,
weighted average recall, and weighted average F1 score.

Hsing et al. [6] highlighted the promise of artificial intelligence (AI) technol-
ogy, particularly deep learning using convolutional neural networks (CNN), for
disease diagnosis in tomato plants in their study. They suggested using CNN,
especially the AlexNet architecture, in a smartphone application that allows
tomato producers to diagnose illnesses based on changes in leaf appearance. The
researchers hoped to give a viable and accessible solution for farmers in reliably
identifying tomato illnesses using leaf pictures collected by smartphone cameras
by utilizing AI and CNN technologies.

In their study, Gupta et al. [7] created a system for detecting plant diseases
using a dataset comprising labelled leaf images. The focus was on Tomato leaves,
and the dataset included samples for 5 types of Tomato diseases as well as
healthy leaves, resulting in 4 classes for algorithm classification. Rather than
utilizing pre-existing models, the researchers opted to develop a custom model
from scratch, as depicted in the provided Figure. The dataset consisted of around
4500 images, with 60% allocated for training, 20% for validation, and 20% for
testing purposes.

According to Ashiqul et al. [8], further research might broaden the scope of
this work by integrating a broader range of paddy leaf diseases and investigating
more sophisticated CNN models to obtain greater accuracy and faster diagnosis.
To understand the different aspects influencing plant disease identification, such
as dataset diversity, dataset size, learning rate, and lighting conditions, a rigorous
and comprehensive analysis is required. Ultimately, overcoming these constraints
will provide the groundwork for more accurately identifying additional plant leaf
diseases, with the findings from this study serving as a stepping stone.

In their study, Murk et al. [9] successfully applied deep learning algorithms
for automated plant disease identification. Their program achieved an excellent
98% testing accuracy on a publicly available dataset and demonstrated consistent
performance on images of Sukkur IBA University plants. These findings imply
that convolutional neural networks (CNN) can be used to automate the detection
and diagnosis of plant diseases. The authors advise expanding the collection with
fresh real-world photographs to improve the classification of various plant and
disease types, particularly in real-world settings.

Muhammad et al. [10] examined the identification of tomato illnesses using
SVM classifiers based on HSI in their study. They evaluated the effectiveness
of the classifiers using measures such as F1-score, accuracy, specificity, and sen-
sitivity. In another study, wheat disease diagnosis was achieved with an 89%
accuracy utilizing a Random Forest (RF) classifier paired with multispectral
imagery. SVM classifiers were also used to detect plant illnesses using hyper-
spectral data, with an accuracy rate of more than 86%. A 3D-CNN strategy
was developed utilizing hyperspectral images to diagnose Charcoal rot disease
in soybeans, and the CNN model’s performance was tested based on accuracy.
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According to Johan et al. [11], their suggested model had the lowest accu-
racy and loss values among the modified/improved deep learning models stud-
ied. It did, however, necessitate more training time. The MLCNN design, which
included a dropout layer after each max pooling layer and lowered the number of
filters in the original AlexNet’s initial convolution layers, produced a respectable
F1 score. They also looked at a hybrid version of the AlexNet and VGG archi-
tectures, which performed well in terms of validation accuracy and F1 score.
Nonetheless, this hybrid model contained the most parameters, resulting in a
longer training period for each epoch.

PENG et al.’s study [12] evaluated how well several deep convolution
networks performed at recognizing objects on ALDD, including VGGNet-16
AlexNet, InceptionV3, ResNet-101, ResNet-50, ResNet-34, ResNet-18, ResNet-
50 and GoogLeNet. For training, the stochastic gradient descent (SGD) tech-
nique was applied with randomly chosen batch sizes. They also presented a
hybrid model dubbed VGG-INCEP, which combined VGGNet-16 with Incep-
tionV3, and which outperformed the conventional networks in terms of accuracy
and convergence speed.

This paper [13] diagnosis of plant diseases is essential for agriculture and
the economy. Traditional techniques are time- and labor-intensive. A potential
fix is provided by deep learning and machine learning. Using the examples of
tomato, rice, potato, and apple as a case study, this article explores their poten-
tial for detecting plant illnesses. It includes illness analysis, detection procedures,
datasets, current models, difficulties, and potential future avenues for study.

This paper [14] plant diseases can reduce productivity and quality. Early ill-
ness detection is critical. This research describes a unique approach for detecting
plant leaf disease using picture segmentation and classification. The technology
outperformed traditional approaches in terms of accuracy, detecting illnesses
with a 75.59% success rate.

This paper [15] explores color-based techniques used in agriculture to identify
plant diseases. Due to its capacity to isolate color information, the Lab color
space performs better. Among other techniques, the K-Means algorithm is a
frequently used threshold-based segmentation tool.

3 Proposed Methods

We use various CNN base pre-trained models to pre-train our data set, and for
doing this we need to use various optimization algorithms and have to control
the loss using the loss function algorithm or process to handle the loss of the
data. First of all,

– we try to augment our trained images both vertically and horizontally.
– Then we also do the operation of the rotation and scale, shear both vertically

and horizontally.
– Also, we do the translation here to augment the images
– Then we augmented the images with [227 227 1] size dimension images
– Then we use the CNN network model described above
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– Then we optimize our model’s using the above operations/methods.
– Here we set the Initial learning rate at 0.0001
– Then we complete the training process by following the rest of the functional

tasks
– Then we detect the testing data and the training data
– then we detect the test accuracy, validation accuracy precision score, F1-score

and confusion matrix.

Fig. 1. Proposed Model.

The proposed plant disease prediction method takes input from the plant’s
leaves images. Figure 1 represents the block diagram of the proposed method.
The working process described involves pre-training a dataset using various CNN
base pre-trained models. Images are enhanced using augmentation techniques
such as translation, scale and shear operations, rotation, and vertical and hori-
zontal flipping. The photos are then downsized to [227 227 1] dimensions. The
optimization process uses the CNN network model and is carried out with the
techniques above, with an initial learning rate of 0.0001. The testing data accu-
racy, recall score, precision score, F1-score, and confusion matrix are established
following the completion of the training procedure. The advantages of this strat-
egy include enhanced data representation, higher model performance, and exten-
sive assessment metrics.

4 Convolutional Neural Network

In Fig. 2, the architecture appears to be a convolutional neural network (CNN)
for plant disease detection. Let’s break it down step by step:

– Input: This is the input to the network, typically an image of a plant leaf or
part of a plant.
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Fig. 2. Structural flow chart.

– Convolutional layer (64 filters, 3× 3): The input image goes through a convo-
lutional layer with 64 filters, each having a size of 3× 3. This layer performs
feature extraction by convolving the filters with the input image.

– Max pooling (2× 2): The output from the previous convolutional layer is
downsampled using max pooling with a 2 × 2 window size. Max pooling helps
reduce the spatial dimensions while retaining the most important features.

– Convolutional layer (256 filters, 3× 3): The downsampled output from the
previous max pooling layer is passed through another convolutional layer
with 256 filters of size 3 × 3. This layer continues to extract more complex
features from the input.

– Convolutional layer (512 filters, 3× 3): Another convolutional layer follows
with 512 filters of size 3 × 3. This layer further captures higher-level features.

– Max pooling (2× 2): The output from the previous convolutional layer is
downsampled again using max pooling with a 2 × 2 window size.

– Convolutional layer (512 filters, 3× 3): The downsampled output is passed
through another convolutional layer with 512 filters of size 3× 3. This layer
aims to capture more abstract and intricate features.

– Max pooling (2× 2): The output from the previous convolutional layer is
downsampled using max pooling with a 2 × 2 window size.

– Max pooling (2× 2): Another max pooling operation is applied, this time
with a larger 2× 2 window size.

– Fully connected layer (4096 neurons): The output from the last max pool-
ing layer is flattened and passed through a fully connected layer with 4096
neurons. This layer helps in learning complex relationships between features.

– Fully connected layer (6 neurons): The previous fully connected layer is fol-
lowed by another fully connected layer with 6 neurons, which corresponds to
the number of classes or diseases you want to detect in plants.
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– Softmax: The final layer applies a softmax activation function to produce
probabilities for each class. Softmax ensures that the predicted probabilities
sum up to 1, making it easier to interpret the results as class probabilities.

Overall, this architecture leverages convolutional layers for feature extraction
and pooling layers for downsampling, followed by fully connected layers for clas-
sification. The softmax activation at the end provides the probabilities of each
disease class for plant disease detection.

5 Experimental Result

Fig. 3. Histogram of the detected plant disease

To enhance our plant disease detection system, we employed a comprehensive
range of 17 optimization algorithms, including Alexnet, Googlenet, Resnet50,
VGG16, VGG19, Darknet53, Shufflenet, Squzzenet, Mobilenetv2, Inceptionv3,
Inceptionresnetv2, Efficientnetb0, Desnet201, Xception, Nasnetlarge, Yolov7,
and Nasnetmobile. These algorithms were utilized to detect a total of 38 plant
diseases, as illustrated in Fig. 3. We wanted to improve the accuracy and strength
of our detection system by using such a broad range of optimization methods,
ensuring accurate diagnosis and classification of plant illnesses for increased agri-
cultural output and disease control.

Implementing automatic plant disease detection will save farmers time and
money by enabling them to quickly diagnose and cure infections. The suggested
CNN-based system, which uses a variety of algorithms, shows better illness recog-
nition performance and accuracy. This technology revolutionizes how farmers
combat crop diseases and raise agricultural output by enabling remote monitor-
ing and prompt assistance.
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Fig. 4. Training Process

In Fig. 5, our data pretraining process, we employ multiple pre-trained
CNN base models. To accomplish this, we utilize various optimization algo-
rithms are Alexnet, Googlenet, Resnet50, VGG16, VGG19, Darknet53, Shuf-
flenet, Squzzenet, Mobilenetv2, Inceptionv3, Inceptionresnetv2, Efficientnetb0,
Desnet201, Xception, Nasnetlarge, Yolov7, Nasnetmobile. Moreover, we control
the loss of the dataset by employing specific loss function algorithms or processes.
This approach enables us to enhance the model’s performance and optimize the
learning process during pretraining for better results in our tasks in Table 1.

A comparative analysis of various optimization algorithms for plant dis-
ease detection revealed the following validation accuracies %age: Alexnet (94.8),
Googlenet (92.8), Resnet50 (94.2), VGG16 (91.6), VGG19 (95.2), Darknet53
(89.8), Shufflenet (82.6), Squzzenet (94.8), Mobilenetv2 (87.1), Inceptionv3
(77.5), Inceptionresnetv2 (75.8), Efficientnetb0 (81.2), Desnet201 (85.8), Xcep-
tion (86.5), Nasnetlarge (81.8), Yolov7 (96.1), and Nasnetmobile (81.0). Among
these algorithms, Yolov7 exhibited the highest %age of validation accuracy of
96.1, showing its outstanding efficacy in diagnosing and localising plant diseases.
This suggests that, when tested on a different validation dataset, Yolov7 outper-
formed the other algorithms in properly recognizing and localizing objects within
pictures. It demonstrates that Yolov7’s design and training procedure were suc-
cessful in obtaining higher performance in object detection tests. These findings
shed light on the efficacy of various algorithms for detecting plant diseases, lead-
ing to the selection of appropriate models to improve agricultural output and
disease control techniques.
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Table 1. Table of Models, % of their Accuracy, Precision and F1-score

Model Training Accuracy Validation Accuracy Precision F1-score

Alexnet 98.6 94.8 92.6 94.2
Googlenet 97.2 92.8 90.1 93.4
Resnet50 98.2 94.2 92.6 94.2
VGG16 96.6 91.6 89.5 92.4
VGG19 96.8 95.2 92.6 92.2
Darknet53 94.5 89.8 87.5 88.5
Shufflenet 89.1 82.6 81.6 81.8
Squzzenet 93.5 94.8 92.6 94.2
Mobilenetv2 90.2 87.1 87.2 87.4
Inceptionv3 82.5 77.5 76.8 76.9
Inceptionresnetv2 81.6 75.8 75.1 76.2
Efficientnetb0 86.6 81.2 79.6 80.2
Desnet201 90.5 85.8 83.6 84.4
Xception 91.1 86.5 84.6 95.2
Nasnetlarge 85.0 81.8 81.2 82.1
Yolov7 99.2 96.1 95.2 95.7
Nasnetmobile 85.4 81.0 79.9 80.6

The following figures provide an overview of the evaluation metrics used
to assess our results, including accuracy, F1-score, recall score, precision score,
and the confusion matrix. The accuracy of our detection method is measured
by taking into account the average value and confusion avoidance inside the
confusion matrix. The accuracy score detects real negatives whereas the recall
score picks out false negatives. Precision and recall are combined in the F1-score,
which strikes a compromise between the two.

This approach has the advantages of learning patterns of plant disease
through feature extraction, spatial dimension reduction, capturing complex fea-
tures, robustness to variations, accurate disease classification, probability-based
predictions, flexibility for task adaptation, and scalability through adjustable
parameters.

Figure 5 focuses on the importance of the F1-score in combining the accuracy
and recall outcomes.

6 Limitation and Future Work

In our work, we analyze the effectiveness of several dataset identification tech-
niques using some models as a benchmark. To improve the detection system’s
accuracy, we also expand our analysis by including more CNN models, using a
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Fig. 5. F1-score pie chart

variety of optimization techniques, and using different loss functions. Addition-
ally, we address the problem of undesirable and fuzzy photographs by putting
in place methods to efficiently filter and process them. Our research focuses
on enhancing the detection process over time by utilizing a variety of models,
algorithms, and strategies to produce more reliable and precise outcomes.

7 Conclusion

Our model provides functionality with a broad range of CNN and deep learning-
based image processing methods, allowing us to accurately recognize areas of
damage and automatically detect plant diseases. The ability to offer focused ideas
for handling illnesses improves this skill even further. To assure the dependabil-
ity of our detection system, we combine several models and algorithms, utilizing
their combined strength to reduce mistakes and improve overall accuracy. In
research Yolov7 had an outstanding %age of validation accuracy of 96.1 among
these algorithms, showing its superior efficacy in identifying and localizing plant
diseases. Our goal is to provide a strong and adaptable system that can success-
fully handle the difficulties and complexities involved in detecting plant diseases
by combining several methodologies. Our attention continues to be on constant
development and the discovery of cutting-edge approaches to further hone and
optimize our model for accurate and efficient illness diagnosis in the agricultural
sector.
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Abstract. Object identification in the area of Computer Vision essen-
tially focus on how robots are able to perceive in comparison of human
eyes. The main task for vehicle detection is detecting vehicles from image
sources. This study utilises Weka to categorise vehicle photos into 3 vehi-
cle groups based on data mining approach. In feature extraction, three
image filtering algorithms are used, which are Colour Layout, Edge His-
togram, and Pyramid Histogram of Oriented Gradients (PHOG). The
features extracted are then fed into five classification algorithms for a
comparative analysis: Multilayer Perceptron (MLP), Simple Logistic,
Sequential Minimal Optimization (SMO), Logistic Model Tree (LMT),
and Random Forest. The experimental results showed that PHOG fil-
tering algorithm produced the best set of features to accurately classify
the vehicle images. During classification, the SMO classifier achieved the
best accuracy of 46.3158%.

Keywords: Vehicle detection · Image filtering · Data mining

1 Introduction

Vehicle detection categorization is a significant operation in the Intelligent Trans-
portation System (ITS) since it enables calculation of a traffic measurement
known as vehicles count by category. For efficient traffic operations in an ITS,
a precise classification of vehicles into distinct categories is critical and they all
depend on input video feeds from the security or surveillance cameras. Identi-
fication of vehicle types are important to not only safety community [14], but
security, law enforcement, and traffic monitoring agencies.

Machine learning techniques for visual traffic monitoring are known to be easy
to deploy, non-invasive, and cost-effective [11]. The data from traffic monitoring
systems are usually acquired from a security camera or Closed-Circuit Television
(CCTV) in a specific location. Installation of CCTV in the highway and on
the roadways have increasingly become the highest priority in the communities.
CCTVs were discovered to be more efficient and less expensive than sensors.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
F. Hassan et al. (Eds.): AsiaSim 2023, CCIS 1911, pp. 426–436, 2024.
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CCTV feed coupled with machine learning and big data analytics might reveal
significant information about the characteristics of built-up car traffic in roads
and highways [8].

In machine learning approach to vehicle detection, various algorithms are
used to first convert the video images into image feed, extract features from the
images, and identify the type of vehicle on the road. Popular algorithms include
the Support Vector Machine (SVM), K-Nearest Neighbor, Logistic Regression,
Decision Tree, and Random Forest [6]. There have been various vehicle classifica-
tion techniques developed. Earliest innovations in sensing and machine learning
have produced lots of new alternative vehicle classification systems. Although
these new classification systems improve vehicle accuracy rate, they have vari-
ous features and requirements, including sensor selections, produced, and stored,
as well as the planning process [8]. Meanwhile, deep learning approaches have
also been used to perform vehicle object detection, which is an important piece of
research in traffic controlling. For example, organizations that operate road tolls
use deep learning techniques to detect fraud caused by different fees structure
imposed on different vehicle types [13].

In the realm of vehicle tracking, the accuracy of vehicle detection algorithm is
highly crucial due to the broad range in vehicle sizes. This, in turn, will affect the
precision of vehicle counts when not accurately detected. From a angled camera
in high position, vehicle image sizes varies significantly based on their distance
to the camera. Therefore, it is very important to investigate the effectiveness of
image filtering algorithms which will extract the features before the classification
process begins. To address this issue, the main objective of this project is to
compare the detection performance between five machine learning algorithms to
classify images of vehicles into three categories, which are buses, cars and trucks.
In order to achieve the objective, three main processes will be carried out.

First, to implement three feature extractions algorithms or feature descriptors
that extract the features from the input vehicle images. The feature descriptors
or also known as image filters include the Color Layout, Edge Histogram, and
Pyramid Histogram of Oriented Gradients (PHOG). Second, to implement five
machine learning algorithms, which are Multilayer Perceptron (MLP), Sequen-
tial Minimal Optimization (SMO), Logistic Model Trees, Simple Logistic, and
Random Forest (RF) to classify the category of vehicles based on each feature
descriptors. Third, to compare the performance of the machine learning algo-
rithms based on the accuracy metric and Kappa statistics.

The remainder of this paper proceeds as follows. Section 2 presents the
materials and methods to conduct the comparative vehicle classification experi-
ments along with description on the dataset, algorithms, and evaluation metrics.
Section 3 presents and discusses the results and finally Sect. 4 concludes the paper
with some direction for future research.

2 Materials and Methods

This paper reports a comparative experiment for classifying vehicles from an
image dataset into categories such as bus, car, and truck. The research method-
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ology is shown in Fig. 1. Based on this figure, the image dataset for this inves-
tigation is obtained from [15] with a total of 380 images of buses, cars, and
trucks.

The feature extraction steps are carried out using three different filtering
algorithms, which are Color Layout, Edge Histogram and Pyramid Histogram
of Oriented Gradients (PHOG). The features extracted are then used in five
classification algorithms to compare their classification accuracy in classifying
the categories of bus, car, and truck. The classification algorithms include the
Multilayer Perceptron (MLP), Simple Logistic, Sequential Minimal Optimization
(SMO), Logistic Model Tree (LMT), and Random Forest.

Fig. 1. Research methodology.

The comparative experiments are carried out using the Waikato Environ-
ment for Knowledge Analysis (WEKA) [4] with 10-fold cross validation method
for training and testing the data. This cross-validation method systematically
generates ten equal parts (“folds), analyzes one at a time, while train upon that
remaining nine sections simultaneously.

2.1 Data Description

The vehicle image dataset used in this study is sourced from [15]. The dataset
consists of 7,143 photos of buses, cars, motorcycles, and trucks. Table 1 shows
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the summary of instances in the image dataset. All images as shown in Fig. 2
are labelled and assigned with a class of bus, car or truck.

Table 1. Vehicle image dataset.

Type of Vehicle Number of Images

Bus 128
Car 125
Truck 127
Total 380

Fig. 2. Sample images.

2.2 Feature Extraction

In the comparative experiments, three feature extraction algorithms or feature
descriptors are used, which are Color Layout, Edge Histogram, and Pyramid
Histogram of Oriented Gradients (PHOG) to extract the features.

– Color Layout: A color layout filter is utilized for image data and video
retrieval to capture spatial distribution of color in an image. Because color
is the most fundamental aspect of visual content, it is feasible to use it to
describe and represent an image [5]. The MPEG-7 specification is one of the
most efficient method known for their best results.

– Edge Histogram: An image’s edge is a key minimal characteristic to distin-
guish between shape features details, which are important for accurate image
classification. The edges are one of the most used picture aspects in evidence-
based image analysis, demanding a clear procedure for its description because
of its importance. The edge histogram identifies the image’s five edge types:
horizontal, vertical, two diagonal, and non-directional [5].

– Pyramid Histogram of Oriented Gradients (PHOG): Pattern classi-
fiers for object detection are histograms of directed gradients. The method
counts the number of times a gradient orientation is computed on a linear
pattern of symmetrical cells in a picture. The theory behind this approach is
that the distribution of edge directions can be used to characterize the local
appearance of objects in an image [12].
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2.3 Vehicle Image Classification

Following the literature [6], five classification algorithms are chosen for the com-
parative experiment in classifying vehicle images into categories such as buses,
cars, and trucks. The algorithms include the Multilayer Perceptron (MLP),
Simple Logistic, Sequential Minimal Optimization (SMO), Logistic Model Tree
(LMT), and Random Forest.

– Multilayer Perceptron (MLP): The network of classifier in Multilayer
Perceptron (MLP) includes three layers: input layer, hidden layer, and output
layer. Every node conducts a weight value among its inputs and limits its
outcome, because each link does have a weight (amount). The nodes are
frequently referred to as “neurons” using a sigmoid function [3].

– Simple Logistic: A binary classification algorithm does seem to be logistic
regression. All independent variables are generally thought to have a bell-
shaped Gaussian distribution and be numerical in nature. The second cause
is indeed not necessarily valid; logistic regression may still give accurate find-
ings regardless of whether the dataset is indeed not gaussian [2]. Throughout
the dispersion dataset, some output characteristics receive a Gaussian-like
distribution whereas the majority do not [9].

– Sequential Minimal Optimization (SMO): Seems to be an approach
towards handling an optimization problem which exists throughout support
vector machine training. SMO seems to be an effective algorithm towards
tackling the above-mentioned optimization method. SMO divides the issue
through as many specific subs as practical, which subsequently obtained from
the analysis [10].

– Logistic Model Tree (LMT): LMT tree structural attribute the logistic
learning algorithm combining linked features in addition to serving the clas-
sifier. If nominal attributes were binarized using regression applications, this
regression function considers a selection regarding all the features within this
data [7].

– Random Forest: One classification tree machine learning method which
extends reducing. The fact of categorized decision trees being built and use
a different algorithm which takes majority optimum ways of generating at
every phase within this tree-building method would be a disadvantage [1].

2.4 Evaluation Metrics

Two main evaluation metrics are used, which are classification accuracy and
Kappa statistics between the actual vehicle class and the predicted class.

– Accuracy: Accuracy is the measure of percentage of correct predictions (all
true positives and true negatives) from the total number of predictions (sum of
true positives, false positives, true negatives, and false negatives). In WEKA,
this percentage is calculated as shown in Eq. 1.

Accuracy =
Number of correct predictions
Total number of predictions

(1)
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– Kappa Statistics:. Another measurement which contrasts current precision
with predicted precision is based on probability and is measured using the
Kappa Statistics as value shown in Eq. 2. A kappa value that is significantly
lower than 0.4 is negative. There is absolutely no differentiation between the
observations and random chance whenever the Kappa value is 0.

k =
(p0 − pe)
(1 − pe)

(2)

Based on Eq. 2, p0 is the relative observed agreement among rates and pe is
the hypothetical probability of chance agreement. Table 2 shows the interpre-
tation for Kappa statistics value.

Table 2. Interpretation for values of Kappa Statistics.

Kappa Statistics Interpretation

0 No agreement
0.10–0.20 Slight agreement
0.21–0.40 Fair agreement
0.41–0.60 Moderate agreement
0.61–0.80 Substantial agreement
0.81–0.99 Near perfect agreement
1 Perfect agreement

In addition to the measurement of accuracy percentage (correctly classified
instances) and the Kappa statistics between the actual vehicle class and the pre-
dicted class, a Receiver Operating Characteristic (ROC) is also calculated. An
ROC value contrasts the true positive and the false positive for different classi-
fication parameters. In an ROC chart, y-axis has mainly been used to visualise
actual genuine positive value while the x-axis have generally been employed to
visualise the fake particular value. Equation 3 is the formula to calculate true
positive rate (TPR) and Eq. 4 is the formula for false positive rate (FPR).

TPR =
TP

TP + FN
(3)

FPR =
FP

TN + FP
(4)

where TP is true positive, FN is false negative value, FP is false positive value,
and TN is true negative value.
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3 Results and Discussion

The main goal of this study is to compare the performance of five image classifi-
cation algorithms using different feature extraction algorithms or feature descrip-
tors, which are Color Layout, Edge Histogram, and Pyramid Histogram of Ori-
ented Gradients (PHOG). The algorithms are as follows:

– Multilayer Perceptron (MLP)
– Simple Logistic
– Sequential Minimal Optimization (SMO)
– Logistic Model Trees (LMT)
– Random Forest (RF)

The comparison results between the five image classification algorithms are
presented based on specific feature descriptor. The ROC values are also compared
in a similar manner, based on specific feature descriptors. In this way, the results
the experiments will show the impact of each feature descriptor towards each
vehicle image classification algorithms.

3.1 Color Layout Feature Descriptor

Using the Color Layout feature descriptor, the overall classification accuracy
for the images is compared in Table 3. This feature descriptor was used to add
33 image features to the dataset. The results revealed that image classification
experiment achieved the best accuracy of 43.94745% by the Random Forest
classifier utilising only the colour layout elements of the images.

Table 3. Results for the image classification using Color Layout Filter.

Classifiers Correctly
Classifiers
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistics (%)

Multilayer Perceptron 35.5263 64.4737 0.0329
Simple Logistic 39.4737 60.5263 0.0920
Sequential Minimal Optimization 40.7895 59.2105 0.1116
Logistic Model Tree 39.4737 60.5263 0.0920
Random Forest 43.9474 56.0526 0.1590

This result is also consistent to the Kappa statistics, where the value of 0.1590
is the highest among other classifiers. Note that in a certain cross-evaluation
outcomes with readily obvious behaviours, Kappa statistic values under 0.70
will be deemed as unsatisfactory.
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3.2 Edge Histogram Feature Descriptor

With Edge Histogram features used as the key differentiating factors in classify-
ing all images, the classification accuracy is shown in Table 4. The results showed
that some of the classifiers had accuracy of 41.5789% and that’s very much like
the prior features applied.

Table 4. Results for the image classification using Edge Histogram.

Classifiers Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistics (%)

Multilayer Perceptron (MLP) 36.0526 63.9474 0.0406
Simple Logistic 34.2105 65.7895 0.0130
Sequential Minimal Optimization 35.7895 64.2105 0.0364
Logistic Model Tree 33.1579 66.8421 −0.0026
Random Forest 41.5789 58.4211 0.1231

While using Edge Histogram information like the size and direction of edges
in images, the Random Forest classifier delivers the maximum accuracy. Accord-
ing to Kappa Statistics data, Random Forest is also the best classifier because
the value of 0.1231% was the highest when compared to the other classifiers. This
resulting score of 0.1231% shows that there was agreement among the assess-
ments.

3.3 Pyramid Histogram Oriented Gradient (PHOG) Feature
Descriptor

When Pyramid Histogram of Oriented Gradients (PHOG) features were applied
for classification, the results of the various classifiers are shown in Table 5. PHOG
feature descriptors allows classifiers to detect car images with a 46.3158% accu-
racy, with Sequential Minimal Optimization (SMO) classifiers providing the best
results in this test.

Table 5. Results for the image classification using PHOG.

Classifiers Correctly
Classified
Instances (%)

Incorrectly
Classified
Instances (%)

Kappa
Statistics (%)

Multilayer Perceptron 43.6842 56.3158 0.1549
Simple Logistic 44.2105 55.7895 0.1630
Sequential Minimal Optimization 46.3158 53.6842 0.1943
Logistic Model Tree 43.6842 56.3158 0.1551
Random Forest 45.7895 54.2105 0.1863
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This finding is consistent with the results for Kappa statistics, which also
showed that Sequential Minimal Optimization (SMO) achieved the highest
Kappa value at 0.1943. Due to its simplification in proportion to predicted accu-
racy, the Kappa statistic may be used to comparing classifiers developed and
assessed on datasets with various class probabilities very effectively instead of
accuracy alone.

3.4 Receiver Operating Characteristic (ROC)

Note that the ROC is a probability curve that measure the degree of separability,
or how much a classification model is capable of distinguishing between the
classes. Table 6 shows the comparison of ROC values based on separate feature
descriptors, which are the Color Layout, Edge Histogram, and PHOG.

Table 6. ROC values based on specific feature descriptor.

Feature Descriptor Classifiers Class
Bus Car Truck

Color Layout Multilayer Perceptron 0.564 0.51 0.381
Simple Logistic 0.544 0.59 0.577
Sequential Minimal Optimization 0.534 0.565 0.544
Logistic Model Tree 0.544 0.59 0.577
Random Forest 0.635 0.579 0.647

Edge Histogram Multilayer Perceptron 0.553 0.575 0.438
Simple Logistic 0.551 0.561 0.439
Sequential Minimal Optimization 0.545 0.595 0.476
Logistic Model Tree 0.543 0.553 0.451
Random Forest 0.614 0.595 0.517

PHOG Multilayer Perceptron 0.677 0.653 0.549
Simple Logistic 0.715 0.68 0.521
Sequential Minimal Optimization 0.649 0.64 0.566
Logistic Model Tree 0.699 0.678 0.524
Random Forest 0.715 0.65 0.589

Based on Table 6, it is shown that Random Forest has consistently achieved
the highest ROC value for most vehicle classes. A value of lower than 0.5 suggests
no capability of discrimination or unable to categorize the classes independently
or worst than random classification. A value between 0.6 to 0.7 is considered
acceptable, 0.8 to 0.9 is considered excellent, and more than 0.9 is considered
outstanding. The majority of classifiers provide a value that is quantitative mod-
els to determine the categorization. It is typical to view something above 0.5 as
favorable whenever a classifier provides a value within 0.0 which is certainly
negative and 1.0 which is obviously positive.



Comparative Analysis of ML Algorithms 435

4 Conclusions

This paper discusses the role of feature descriptors in image classification, which
is for extracting features from the image datasets. In order to extract the image
features from the dataset during feature extraction, three image filters or feature
descriptors were used, which are Color Layout, Edge Histogram, and Pyramid
Histogram of Oriented Gradients (PHOG). The overall findings demonstrated
that the Pyramid Histogram of Oriented Gradients (PHOG) feature descrip-
tor produced the most useful features, which in turn resulting the classifiers to
accurately categorise the images up to 46.3158% accuracy with SMO algorithm.
This is because PHOG encodes key to identifying to the direction of gradients
in intensity across an image while SMO breaks down a big problem into smaller
ones that can be tackled analytically. When using SMO, all missing values are
replaced, nominal attributes are converted to binary ones, and all attributes are
normalised. In the future, this project is set to investigate more feature descrip-
tors to assess the impact of different feature sets to the classification algorithms
using the PHOG as the baseline of feature extraction. As for the image classi-
fication algorithm, SMO will be used as the benchmark results to be compared
with future deep learning vehicle detection models.
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Abstract. Appendicitis is a condition that can be crucial, and lack
of proper treatment among the children may cause unwanted death.
The primary objective of this study is to develop a model specifically
trained for diagnosing pediatric appendicitis. Detailed study has been
performed by following specific steps and techniques involved in data
preprocessing and model development phase. The experiment found the
challenges associated with diagnosing appendicitis in children, including
the presence of nonspecific symptoms, missing symptoms, and variations
in clinical presentations. The researchers acknowledged the importance
of addressing these challenges associated with nonspecific symptoms,
missing symptoms, and variations in clinical presentations, the devel-
oped model demonstrates the potential to improve diagnostic accuracy
in children. In learning that the experiment delved into the model devel-
opment process, encompassing the selection of suitable machine-learning
algorithms or statistical techniques like interpolation for handling miss-
ing values. The rationale behind these choices is explained, along with
insights into how the model was trained and evaluated using the available
dataset. The linear interpolation algorithm has been found to achieve
optimal results with logistic model accuracy of 87% for the prediction of
appendicitis, 95% for the prediction of appendicitis treatment, and 91%
for the prediction of complications of appendicitis. However, an esti-
mated prediction model based on ML has been built to predict pediatric
appendicitis.

Keywords: Pediatric Appendicitis · Imputation · Machine Learning ·
Medical Data · Child health

1 Introduction

The inflammation of the appendix is an acute process known as appendicitis.
This paper emphasizes the importance of accurate diagnosis and timely treat-
ment of pediatric appendicitis [1]. It highlights the significance of data pre-
processing in improving the accuracy of diagnosing appendicitis in children. By
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
F. Hassan et al. (Eds.): AsiaSim 2023, CCIS 1911, pp. 437–450, 2024.
https://doi.org/10.1007/978-981-99-7240-1_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-7240-1_35&domain=pdf
https://doi.org/10.1007/978-981-99-7240-1_35


438 Md Al-Imran et al.

effectively handling missing data and transforming the dataset, the study aims to
enhance the precision and effectiveness of managing pediatric appendicitis. The
objective is to develop an advanced model that surpasses existing approaches
in accuracy and complexity. The successful integration of existing knowledge
and innovative techniques can lead to better patient outcomes and improved
healthcare decision-making [2].

Chapter two provides an overview of the literature review. Chapter three
provides an overview of the dataset, including its variables. Chapter four focuses
on the data methodology and workflow employed in the study. Chapter five
details the data preprocessing steps, encompassing imputation, transformation,
and cleaning and also presents the exploratory data analysis conducted on the
preprocessed data. Chapter six describes the experimental setup used for devel-
oping the prediction model. Chapter seven discusses the results and performance
evaluation of the developed model. The conclusion highlights the study’s limita-
tions and potential biases.

2 Literature Review

For children who have suspected appendicitis, the authors of [1] have developed
an accessible online appendicitis prediction tool using logistic regression, random
forests, and gradient boosting machines. Also previously published study by [2]
who have also used Random Forest, Logistic Regression, Naïve Bayes, General-
ized Linear, Decision Tree, Support Vector Machine, and Gradient Boosted Tree
to develop such model.

3 Dataset Overview

The dataset [1] contains survey of 0 to 18 years children who were admitted to
the pediatric surgery department with suspected appendicitis.

3.1 Properties of Pediatric Appendicitis Dataset

The 430 patients who were admitted to a pediatric surgical unit provided the
current dataset [1]. Table 1 contains details information about the dataset.

Table 1. Dataset Information

Public availability Yes

Number of Categorical Features 30
Number of Numerical Features 11
Number of records 430
Number of features 41
Total number of missing values 25.09%
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Fig. 1. Work Flow Diagram.

3.2 Response Feature Information

The pie charts shown in Fig. 2 will help us to understand the dependencies of
the target variables on independent features.

3.3 Features Exploration

The dataset [1] has total of 41 features among which three features are tar-
get features and others are independent. Among 38 independent variables, 11
are numerical such as ‘AlvaradoScore’, ‘PediatricAppendicitisScore’ etc., and 27
features are categorical such as ‘MigratoryPain’, ‘LowerAbdominalPainRight’,
‘ReboundTenderness’ etc. Rigorous illustration of the dataset can be found at
[1].

4 Methodology

The aim of the methodology is to provide sufficient detail for readers to under-
stand the study. Figure 1 shows the steps of this experiment

4.1 Data Preprocessing

Data preprocessing deals with irrelevant data, missing values noise, null value of
a dataset and makes the dataset suitable to work with.
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Fig. 2. Class variable distribution with pie charts

Data Cleaning. Data cleaning involves identifying and eliminating errors in
a dataset, which is challenging but it ensures high data quality and consis-
tency [3]. The dataset had some irrelevant data features like ‘Age’, ’Height’,
‘Weight’, and ‘Sex’ features which were inessential to the model; so these fea-
tures were dropped. Those features which had more than 75% missing values
like ‘TissuePerfusion’, ‘BowelWallThick’, ‘Ileus’, ‘FecalImpaction’, ‘Meteorism’
and ‘Enteritis’ were dropped from the dataset.

Missing Value Imputation. Missing data refers to the absence of recorded
data for a particular variable in a given observation [4]. Missing values can be
classified into three types [5]:

– Missing Completely At Random (MCAR)
– Missing At Random (MAR)
– Missing Not At Random (MNAR)

MAR refers to types of missing data that are dependent on observed values
but not related to unobserved values. Since clinical symptoms may depend on
the known values of other variables in the data but not on the missing variable
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itself, the missing values in our dataset are of the second type (MAR). Our
dataset contains both numerical and categorical missing values.

� Categorical missing value imputation:

To fill the categorical missing values “mode method” has been used. Mode impu-
tation is the easiest method because in this process most frequent value of the
entire feature (mode) is used to replace the missing values. [6].

Mode = l + h
fm − f1

fm − f1 + fm − f2
(1)

In Eq. 1 [7], l is considered as the lower limit and h is the size of observed
data. fm is the iteration count.

Fig. 3. Feature Skewness using bar chart which is showing right skewness of the feature
values

The dataset contains clinical symptoms of pediatric appendicitis, so categor-
ical values of this dataset is skewed as shown in Fig. 3 as most of the patients
will have the most common symptoms. When data is skewed and the data type
is a string (object), the mode can be reasonable approximation of the central
tendency of the data than the mean or the median.
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� Numerical missing value imputation:

To impute the numerical missing values of dataset Linear Interpolation is a
suitable method for regression models and it is a flexible method [7].

−→ Reasons behind choosing Linear Interpolation:

“AppendixDiameter” has 38% missing values which is needed to impute.
Three target variables of the dataset are “AppendicitisComplications”, “Treat-
mentGroupBinar”, and “DiagnosisByCriteria” which is a binary data type. If
these target variables share linear relation with “AppendixDiameter”, then their
regression plot should share two different lines which can be fitted using sigmoid
function.

Fig. 4. Scatter plot of “AppendixDiameter” and “AppendicitisComplications”

Figure 4 is depicting the aforementioned concept in a way that the relation
between “AppendixDiameter” versus “AppendicitisComplications” is sigmoid.
Moreover, linear interpolation provides such imoutated values which would pro-
liferate the model performance through curve fitting using sigmoid function [8].
Other two target variables are exactly limited between two values like ‘appen-
dicitis’ or ‘noAppendicitis’, ‘Surgical’ or ‘Conservative’ and ‘yes’ or ‘no’. For this
reason, it is an assumption that linear interpolation is the best way to fill the
missing values which will escalate training of the model as it will be discussed
in the result and discussion part.

−→ Reasons behind not choosing other interpolations:

• Cubic Interpolation:
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Cubic interpolation estimates missing values by fitting a cubic polynomial
curve between adjacent data points which will be a smooth curve but clearly not
matching with plot of this work.

• Spline Interpolation:

Spline interpolation is similar to cubic interpolation, but it is a technique
that constructs a smooth curve by breaking down the data into smaller sections
and fitting each section with a polynomial function [9].

• Nearest Neighbor Interpolation:

The nearest neighbor or proximate interpolation method estimates missing
values by finding the closest data point to the missing value and using this value
to interpolate the missing value [9].

4.2 Data Transforming

Most of the features in the dataset are categorical, so it was necessary to con-
vert them to numbers, as most machine learning algorithms and deep learning
programs accept numbers as inputs [8].

We have used the “Factorization” method to convert those categorical features
to numerical ones for model calculation. The factorization method is also known
as the “Label encoding” or “Ordinal encoding” method. Label encoding is simply
assigning an integer value to every possible value of a categorical variable [10].
The advantage of factorization is that it can result in a smaller dataset because
factorization creates only one new column for each categorical column. This can
be particularly useful when dealing with large datasets or datasets with many
categorical columns.

The ‘pd.factorize()’ function from pandas takes each column as input and
returns new columns with name columnName+“F” and assigns the integer codes
returned by the pd.factorize() function to them. The original categorical column
will be still present on the dataset unless we drop it.

4.3 Exploratory Data Analysis (EDA)

Exploratory Data Analysis (EDA) is a crucial preliminary stage which substan-
tially help to achieve reliability of the model [11].

After completing all the steps of data preprocessing as shown in Table 2, the
dataset is ready for model building.

5 Feature Selection and Model Implementation

In this section model building method and feature selection have been explained.
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Table 2. Dataset information after preprocessing

Type Amount

Numeric 8
Categorical encoded to numerical 20
Number of dropped columns 10
Total features 31
Target features 3
Total number of missing values 0.00%

5.1 Model Building

All three dependent variables of our dataset are binary so we have used ‘Logistic
Regression’ to build our prediction model. Logistic regression is a statistical
analysis technique that explores the association between multiple independent
variables and a dependent variable [12]. In addition, logistic regression has only
two categories for the dependent variable. The occurrence of an event is encoded
as 1, and its absence is encoded as 0 [13].

Logistic regression is a suitable research method when the focus is on deter-
mining the presence or absence of an event, rather than its timing [14]. If a model
involves disease state then particularly logistic regression is appropriate for that
model, and therefore it is widely used in studies of health sciences [14]. Logistic
regression helps to study medical disease by predicting the presence or absence
[15]. The functional formula of logistic regression is [12]:

Y =
eα+β

1 + eα+β
(2)

Here α and β determine logistic intercept and slope.

Fig. 5. Graph of the logistic curve where α = 0 and β = 1 [12]

The curve on Fig. 5 is a s-shaped curve that builds the relation between 0
and 1 values. Clearly logistic regression is a perfect fit for our model.
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5.2 Feature Selection:

After dropping all 10 features that have more than 75% missing values, we have
worked on 28 independent features (predictors). From the whole clinical dataset
to determine the target variable we have worked on questions like:

1. What are the dependent variables?
2. what is the target of our model building?
3. which features have complete binary data with no missing value?

After finding solutions to these questions, we have got three features that
match all the criteria. So we marked ‘AppendicitisComplications’, ‘Treatment-
GroupBinar’, and ‘DiagnosisByCriteria’ as our target variables.

6 Experimental Setup

In this section, we described data splitting and all the formulas that have been
used for evaluating the prediction model.

6.1 Data Splitting

Data splitting is the act of partitioning available data into two portions named
training dataset and test dataset. By utilizing the training data, the model is
trained and fitted with specific parameters to capture the underlying patterns
in the data using stratified sampling [16]. The dataset is split up by dividing
the dataset into 70% train data and 30% test data. Since our dataset has three
responsive variables and every time we have split one of those response variables
as test data and the other variables as train data. We have built three different
regression models to gain the accuracy for three different response variables
respectively.

6.2 Mean Absolute Error (MAE) and Mean Squared Error (MSE)

The Mean Absolute Error (MAE) is widely used in evaluating models, and it pro-
vides valuable information about model accuracy [17] and so as Mean Squared
Error (MSE) also do. Because MAE provides a more comprehensible measure-
ment of the model’s average error, it is frequently chosen [18]. MSE means to
square the error so that the result is positive.

MAE =
1
N

N∑

i=1

|yi − ŷ| (3)
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MSE =
1
N

N∑

i=1

(yi − ŷ)2 (4)

Equations 3 and 4 is from [19].
Here ŷ is referred to as the predicted value and yi as the actual value. A

regression model’s accuracy is higher when the MAE and MSE values are lower.
Both MAE and MSE referred to error so the lower MSE and MAE value the
more accurate the model is.

6.3 R-squared

R squared is actually the coefficient of determination. R squared displays the
percentage of the dependent variable’s variance that can be accounted for by
the independent variables [19]. A high R-squared value denotes a more precise
estimation of the dependent variable from the explanatory factors when the
purpose of the model is to make a prediction. R squared can be calculated as
[20]:

R2 = 1 −
∑

(yi − ŷ)2∑
(yi − ȳ)2

(5)

Here ŷ is referred to as the predicted value and yi as the actual value. Another
way to calculate R-squared with the value of MSE [21]:

R2 = 1 − SSR

SST
(6)

Here SSR is the sum of squared residuals and SST is the total sum of squares.
R-squared and MSE shares negative monotonic relations. It is desirable to have
a higher R-squared value because it indicates a good accuracy of the model. Best
value of R-squared is 1 and the worst value is -infinity [19].

7 Result and Discussion

The model accuracy and experimental results are discussed in this section.

7.1 Result Analysis:

To check the fitness of the model that we built, we have calculated the mean
squared error, mean absolute error, and R-squared. From the Table 3 and Fig. 6,
we can see that the value of MAE and MSE is the same for individually all three
variables. It indicates that the errors do not have a particular bias or systematic
deviation from the true values. It indicates that the model’s predictions are, on
average, equally close to the actual values in terms of both magnitude (MAE)
and squared magnitude (MSE). The value of R-square > 0 for all three target
variables which means the model has some kind of prediction power.
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Table 3. Obtained MAE and MSE and R-Squared

Variable MAE MSE R-Squared

“DiagnosisByCriteria” 0.13 0.13 0.45
“TreatmentGroupBinar” 0.05 0.05 0.80
“AppendicitisComplications” 0.09 0.09 0.01

Fig. 6. Comparison between R-Square, MAE, MSE Values of three target variables.

Table 4. Accuracy of three target variable.

Variables Accuracy

DiagnosisByCriteria 0.87
TreatmentGroupBinar 0.95
AppendicitisComplications 0.91

Table 4 and Fig. 7 shows the accuracy of three target variables.
It seems that “TreatmentGroupBinar” has the highest accuracy that is 0.95.

It means our model correctly predicts the class label for 95% of the data points in
the test set. The lowest accuracy has “DiagnosisByCriteria” which is 0.87 implies
that the model makes correct predictions of the class label for 87% of the test
set data points. “AppendicitisComplications” has 0.91 (91%) accuracy.

A well-fit model should have good predictive accuracy on the test set. The
developed model has pretty good accuracy for all three response variables which
proves that our logistic regression model is a well-fit regression model.
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Fig. 7. Accuracy of three target variable

7.2 Discussion

The developed model plays a crucial role in the field of pediatric appendicitis
diagnosis, exhibiting remarkable accuracy and lower complexity compared to
existing approaches. The pioneering work of [1] also suggests notable accuracy
in their article. However, this experiment has come up with less complex and
significant engineered model which outsmart other existing study in terms of
accuracy.

8 Conclusion

The conducted experiment surpasses others in the field of pediatric appendicitis
diagnosis due to several distinctive factors. Firstly, our model achieves higher
accuracy and lower complexity compared to existing approaches, resulting in
improved diagnostic outcomes. This Paper provides a clear and detailed expla-
nation of the steps taken to clean and transform the dataset. The paper has
provided justifications for the methods has used. The dataset’s small patient pop-
ulation, particularly those with severe appendicitis, can be noted as a significant
limitation of this analysis. In summary, future efforts in this field should focus
on the synergy of machine learning and image processing techniques. The work
will be performed with the help of physicians, image processing, and extracting
information from image data to extend pediatric appendicitis diagnosis to the
highest trustworthiness among the stakeholders which will eventually automate
the disease detection.
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Abstract. Accurately estimating remaining useful life (RUL) is criti-
cal to reducing unplanned downtime, lowering maintenance costs, and
improving safety and reliability in the field of prognostics and health
management (PHM). At present, most of the data-driven RUL estima-
tion methods are single-task learning models, i.e., the auxiliary tasks
related to RUL are neglected, resulting in limited prediction accuracy.
In this case, this study presents a multi-task learning (MTL) framework
composed of a structure of multi-gate mixture-of-experts (MMoE) and
a graph attention network (GAT) model, aiming to utilize the health
state (HS) evaluation task to improve the prognostics accuracy. Specif-
ically, GAT was employed to extract the intrinsic spatial information
from the sensor network. A gating mechanism in the MMoE was utilized
to adjust the parameters based on the distinctive features of different
tasks. Moreover, we applied a learnable regularization term to deal with
the fusion of HS loss and RUL loss. Experiments on the aircraft engine
datasets reveal that the RUL prediction performances of MMoE-GAT
are superior to those of available state-of-the-art (SOTA) methods.

Keywords: Aircraft engine · Remaining useful life prediction · Health
state evaluation · Multi-task learning · Multi-gate mixture-of-experts

1 Introduction

PHM has been essential to equipment operation and maintenance over the
years. It helps to realize effective fault forecasting and maintenance planning
by monitoring, diagnosing, and predicting the status of a system or equipment
in real time to improve equipment reliability, availability, and performance. This
type of technology is employed in many industries, including aerospace, mili-
tary industry, petrochemical industry, wind power, transportation, etc. As one
of the main tasks of PHM, RUL estimation aims to forecast the residual service
lifetime of equipment on the basis of condition monitoring (CM) data and his-
torical information by employing various methods such as mechanistic models,
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
F. Hassan et al. (Eds.): AsiaSim 2023, CCIS 1911, pp. 451–465, 2024.
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statistical models, or artificial intelligence models, so that appropriate main-
tenance measures can be taken before failures occur, thereby reducing down-
time and maintenance costs, and ultimately achieving predictive maintenance.
Aircraft engines are the source of electricity and power for the aircraft, and
their dependability and safety are vital to air travel. Estimating the RUL of
aircraft engines helps to make efficient repair plans and decisions, thus guar-
anteeing proper engine operations and preventing probable breakdowns. With
the rapid development of big data and artificial intelligence technologies, data-
driven methods for remaining life prediction have gained widespread attention.
Researchers have employed various machine learning-based methods such as sup-
port vector regression (SVR) models [1], extreme learning machines (ELM) [2],
hidden Markov models (HMMs) [3]. To extract relevant features, traditional
machine learning algorithms typically rely on feature engineering which is a
time-consuming and specialized procedure that necessitates domain expertise
and experience. In practice, multi-source CM data are collected through multiple
sensors in order to extensively track the status of complex machinery. Although
multi-sensor signals provide more information resources, it turns out to be a
technical challenge to fuse them and explore the hidden features using conven-
tional machine learning models. On the contrary, deep learning (DL) performs
admirably when dealing with multi-source data processing and fusion. It can
automatically derive more detailed and abstract feature representations through
the multi-layer structure from large-scale, high-dimensional data. Consequently,
an increasing amount of DL-based RUL prediction approaches have emerged.
Babu et al. [4] presented a convolutional neural network (CNN)-based model
for aircraft engine prognostics. Li et al. [5] combined CNN and long short-term
memory (LSTM) networks to acquire the spatial and temporal characteristics
from the measured data. Jin et al. [6] introduced a position encoding-based CNN
to capture sequential information and enhance the performance of prognostics.
Lin et al. [7] proposed an attention-based gate recurrent unit (ABGRU) prog-
nostics model for aero-engines. The enhanced RUL prediction model combined
an encoder-decoder architecture with GRU networks for efficient feature fusion.
Liang et al. [8] developed an RUL estimation framework, which integrated a
graph attention network and deep adaptive transformer (GAT-DAT), to improve
the forecasting accuracy.

Through a review of the above literature, it can be concluded that some rep-
resentative popular DL models such as CNN, LSTM, and Transformer have been
broadly applied to machinery prognostics. Nevertheless, most of those models
are designed to mine information related to RUL prediction and ignore other
information about tasks related to the RUL prediction task, which can lead
to non-maximized use of the data and limited model representation learning
ability. With the emergence of the multi-task learning (MTL) paradigm, more
researchers tend to integrate the RUL prediction and health state (HS) assess-
ment as a dual-task learning problem and utilize DL-based models to enhance the
prognostics performance. Zhang et al. [9] established a multi-task learning-based
maintenance framework using a stacked autoencoder long short-term memory
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(SAE-LSTM) network to execute cooperative training of the classification and
regression tasks to create prognostics outcome for the degrading equipment.
To highlight the importance of determining the health status to the process of
RUL estimation, Kim et al. [10] developed a CNN-based multi-task learning
framework. In general, MTL-based prognostics methods extensively adopt the
shared-bottom architecture. In this instance, the hidden layers at the bottom
are accessible for different tasks. This structure can essentially reduce the risk of
overfitting, while the model performance may be affected by task differences and
data distribution. In addition, the traditional loss function of MTL is comprised
of the weighted summation of losses from single-task learning, and choosing the
appropriate weights requires time-consuming attempts.

Therefore, in order to better model task relationships and extract the equip-
ment degradation information, we propose a multi-task learning framework
based on a multi-gate mixture-of-experts and graph attention network (MMoE-
GAT) to enhance RUL prediction performance. The MMoE model follows the
ensemble learning design of MoE that employs expert modules to explicitly solve
a subtask-based prediction challenge and balances the difference between tasks
through the mechanism of gated networks. Moreover, an adaptive and flexible
design of loss function was employed to achieve automatic learning of multi-task
weights. The main contributions of this paper are summarized below.

1. An integration of MMoE and GAT enhances the attention-based ensemble
learning ability of MMoE and the feature fusion capacity of GAT.

2. A MMoE was utilized to model relationships between RUL prediction and
HS assessment tasks, and automatically adjust shared and task-specific infor-
mation by regulating gated networks.

3. We employed the multi-source data to construct a sensor graph from which a
GAT model was used to extract the degradation features of the aero-engine.

4. A loss function for MTL with a learnable positive regularization item was
suggested to overcome the problem of manual tuning of weights.

The remainder of this work is organized as follows. Section 2 introduces the
basic theories of MMoE and GAT. Section 3 describes the proposed multi-task
learning model. An aircraft engine dataset is provided to verify the presented
MMoE-GAT prognostics framework in Sect. 4. Meanwhile, some comparative
experiments are also conducted to show the model’s superiority. Finally, Sect. 5
concludes this study.

2 Preliminary

2.1 MMoE

MMoE was first introduced by Ma et al. [11] to explore the relationship between
multiple tasks in the process of multi-task learning. As shown in Fig. 1, the
MMoE was built on the popular shared-bottom design. Several network layers
are stacked and shared by all tasks. After that, each task has a separate network
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Fig. 1. Structure of the shared-bottom model.

“Tower” to regulate respective feature representation. Nevertheless, the shared-
bottom architecture is limited in the face of complex tasks and heterogeneous
data from multiple sources. By combining multiple expert modules, MoE is able
to provide greater expressive ability. Each expert module is allowed to have
varied parameters and structure so that the diverse and complex input data will
be processed appropriately. Besides, MoE with a gating module can dynamically
assign weights to different experts, thereby adaptively extracting the common
and comprehensive features and providing better overall performance. Given M
tasks and N expert networks, the single-gate MoE model is illustrated in Fig. 2
and formulated by

f(x) =
N∑

i=1

g(x)iei(x), (1)

ym = tm(f(x)). (2)

where f(x) represents the comprehensive outcome of expert networks, g(x)i is
the ith logit of the gating network output g(x), which is assigned to the ith
expert ei. Note that

∑n
i=1 g(x)i = 1. ym and tm indicate the output of task m

and function of tower m.
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Fig. 2. Structure of the single-gate MoE model.



MMoE-GAT 455

Inspired by the gating mechanism of MoE, MMoE further developed a task-
specific gating network to optimize each task adaptively. As depicted in Fig. 3,
similar to the MoE, the structure of MMoE involves a group of expert networks.
Different from the single-gate network, MMoE employs individual gating net-
works for each task allowing different tasks to take expert modules in various
ways. In this way, the output of task m obtained from MMoE can be expressed
as follows.

ym = tm(fm(x)), (3)

fm(x) =
N∑

i=1

gm(x)iei(x), (4)

gm(x) = softmax(Wgmx), (5)

where Wgm ∈ R
N×D represents a learnable parameter matrix. N indicates the

number of expert networks. D refers to the input dimension.
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Fig. 3. Structure of the MMoE model.

2.2 GAT

The majority of current deep learning-based techniques rely on grid-structured
data or sequence-structured data, even sequence-grid-structured data to com-
plete the prediction task, resulting in an inability of extracting non-Euclidean
spatial characteristics from multi-source measurements. Recently, GAT is gain-
ing popularity in processing graph-structured data, which takes into account
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the relationships among multi-sensor signals. GAT utilizes an attention mecha-
nism to perform a weighted summation of adjacent node representations, and the
weights of adjacent node characteristics depend exclusively on the node features.

Assume that a graph consists of K nodes and each node has F features. The
set of node features can be expressed as h = {h1,h2, ...,hK},hk ∈ R

F . Through
the operation of the graph attention convolutional (GATConv) layer, a new set
of node features h′ = {h′

1,h
′
2, . . . ,h

′
K},h′

k ∈ R
F ′

is obtained. In general, the
GATConv layer includes the steps of linear transformation, attention coefficient
computation, and attention coefficient normalization. The normalized attention
coefficient between node u and v can be formulated as

αuv =
exp

(
LeakyReLU

(
aT [Whu‖Whv]

))
∑

w∈Nu
exp (LeakyReLU (aT [Whu‖Whw]))

, (6)

where W is a trainable matrix, aT is a single-layer feed-forward neural network,
w ∈ Nu stands for the neighborhood node of node u, ‖ means the concatena-
tion operation and LeakyReLU (·) denotes a nonlinear activation function. The
normalized attention coefficients are then combined with the node features in a
linear transformation manner, and each node’s final output features will derive
after adopting a nonlinear function, σ.

h′
u = σ

(
∑

w∈Nu

αuwWhw

)
. (7)

More technical details about GAT are available in [12].

3 Methodology

In order to promote the aircraft engine RUL prognostics, we introduced a hybrid
MMoE-GAT framework. Figure 4 depicts the overall architecture of aircraft
engine RUL prediction and HS identification. By executing the prediction task
and the identification task together, we aim to construct a multi-task learning
paradigm that allows the hybrid model to extract information valuable to itself
from the HS classifier while executing the prediction task, thus allowing the HS
assessment task to be used as a auxiliary task to improve the accuracy of the
prognostics task. The whole prognostics framework can be roughly divided into
four parts: data acquisition, data selection and normalization, sliding window
processing, and model construction. Firstly, CM data are collected from vari-
ous components of aircraft engines including compressors, fan spool, core spool,
and turbines. Not all of these signals provide valid degradation information, and
some of them have constant values that do not change over time, so it is essential
to analyze and filter the signals collected by the sensors. At the same time, nor-
malized inputs have a variety of effects on neural networks, such as accelerating
training convergence, enhancing gradient propagation, and improving resilience
and generalization capacities. Therefore, it is necessary to normalize the selected
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Fig. 4. Proposed overall flowchart of aircraft engine prognostics and HS assessment.

sensor data into the same range. Then, in order to get more training samples,
we used sliding window operation to process the sequence signals. Because the
proposed MMoE-GAT model works with graph data, we adapted the cosine sim-
ilarity to analyze the correlation of any two sensor data and construct the CM
data-based sensor graph. In this study, we employed four GAT-based expert
modules, each of which is illustrated in Fig. 5. The input graph data can be
distilled into higher-level features after multiple hidden layers. The combination
of batch normalization (BN) and Gaussian error linear units (GELU) helps to
enhance the representation of neural networks and improve network robustness
and training stability. The role of the pooling and readout layers is to reduce the
number of nodes, summarize the information, and accelerate computation. We
utilized EdgePool [13] and global mean pool methods as pooling and readout
layers, respectively.

Fig. 5. Proposed GAT-based expert module.
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Moreover, to integrate the RUL prediction and HS identification losses into
a composite loss, a regularization term is considered, and the unified form of our
multi-task loss function is expressed as follows.

LT (x, yT , ŷT ;ωT ) =
∑

τ∈T

1
2 · β2

τ

· Lτ (x, yτ , ŷτ ;ωτ ) + ln
(
1 + β2

τ

)
, (8)

where T represents a set of tasks, yτ and ŷτ are the ground truth and prediction
results of task τ , βτ stands for the learnable coefficient.

4 Experiment and Discussion

This section initially presents the turbofan engine benchmark dataset produced
by a simulation tool called Commercial Modular Aero-Propulsion System Sim-
ulation (C-MAPSS) [14]. Then, the data preprocessing and experiment settings
are described. Afterwards, we illustrate the RUL prognostics results and evalu-
ate them against existing SOTA methods. The experiments based on single-task
single-gate and multi-task single-gate models are eventually conducted to eval-
uate the impact of the task number and gate number.

4.1 Dataset Description

The C-MAPSS dataset contains four subsets named FD001 to FD004. They
differ from each other by operation conditions and fault modes. In contrast to
FD002 and FD004, which comprise six operating situations, FD001 and FD003
capture engine sensor measurements acquired under a single operating condition.
FD001 and FD002 have one failure mode, but two fault modes exist in FD003
and FD004. Table 1 lists the details of the C-MAPSS dataset.

Table 1. Description of C-MAPSS dataset.

Subsets Training
Engine units

Testing
Engine units

Operation
conditions

Fault modes

FD001 100 100 1 1
FD002 260 259 6 1
FD003 100 100 1 2
FD004 249 248 6 2

During the training process, randomly chosen engine units made up of 10%
of the original training engine units are chosen to act as the validation set.

In keeping with earlier research [15,16], we specify the rectified RUL values
using a piecewise linear degradation function, with the maximum RUL value
set to 125. Meanwhile, on the basis of the rectified RUL values, we divide the
engine lifespan into three HS phases: healthy, slight degeneration, and severe
degeneration. The correlation between the HS and RUL of engines is shown in
Table 2.
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Table 2. Relation between the HS and RUL.

HS Phase 1 Phase 2 Phase 3

RUL [20, 125] [10, 20) [0, 10)

4.2 Sensor Selection and Data Normalization

21 kinds of sensor values were collected simultaneously around the low-
pressure compressor (LPC), high-pressure compressor (HPC), low-pressure tur-
bine (LPT), and high-pressure turbine (HPT), including several physical quanti-
ties such as temperature, pressure, and speed. It should be noted that, following
the shifting patterns, the 21 sensor measurements can be categorized into three
types: ascending, descending, and irregular. Sensors with indices of 1, 5, 6, 10,
16, 18, and 19 always have irregular values and are unable to deliver crucial infor-
mation concerning degradation. As a result, we made use of the rest 14 sensor
measurements to train our model and forecast the engine RUL values. Subse-
quently, the min-max normalization operation is indispensable for accelerating
model convergence and improving prediction performance, which is formulated
as follows.

xi,j
norm =

2
(
xi,j − xj

min

)

xj
max − xj

min

− 1,∀i, j (9)

where xi,j is the raw measurement value collected from ith data point and jth
sensor, xi,j

norm denotes the normalized sensor data. xj
max and xj

min are the maxi-
mum and minimum values from the j-th sensor, respectively.

4.3 Sliding Window Processing and Sensor Graph Construction

In the field of time series analysis, the relationship between data from neighbor-
ing moments is very crucial. Sliding window processing captures these dependen-
cies by using the time window to gather several consecutive moments of sensor
data. In addition, it is seen as a technique for data augmentation. In this work,
in order to obtain more training samples, the sliding step size was set to 1 and
the window sizes of FD001 and FD003 were specified as 25 and 30, respectively.
After that, it is essential to convert the time series data into graph data, that is,
sensor graph construction. Here, we employed the cosine similarity method to
determine if there is a connection between two sensor nodes. When the cosine
similarity between them is larger than 0, we recognized that they are related.
Conversely, if the cosine similarity between them is less than 0, we consider them
to be uncorrelated. The constructed sensor network graph is illustrated in Fig. 6.
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0: Total temperature at LPC outlet (T24)  

1: Total temperature at HPC outlet (T30)  

2: Total temperature at LPT outlet (T50)

3: Total pressure at HPC outlet (P30)

4: Physical fan speed (Nf)

5: Physical core speed (Nc)

6: Static pressure at HPC outlet (Ps30)

7: Ratio of fuel flow to Ps30 (phi)

8: Corrected fan speed (NRf)

9: Corrected core speed (NRc)

10: Bypass Ratio (BPR)

11: Bleed Enthalpy (htBleed)

12: HPT coolant bleed (W31)

13: LPT coolant bleed (W32)

Fig. 6. Diagram of the FD001 sensor network.

4.4 Evaluation Indicators

For the purpose of comparing our prediction results with those of existing studies,
it is important to specify the unified metrics. Herein, we employ two generalized
metrics, the root mean square error (RMSE) and the score functions, formulated
as

RMSE =

√√√√ 1
MT

MT∑

i=1

(ŷi − yi)
2 (10)

S =

⎧
⎨

⎩

∑MT

i=1

[
exp

(
− ŷi−yi

13

)
− 1

]
, for ŷi < yi

∑MT

i=1

[
exp

(
ŷi−yi

10

)
− 1

]
, for ŷi ≥ yi

(11)

where ŷi and yi are the estimated and actual RUL for the i-th testing sam-
ple, respectively. MT represents the amount of testing samples. Notably, smaller
RMSE and S values mean better prediction performance. As shown in Eq. (11),
the score function penalizes delayed prediction more because it may bring down-
time and cause more serious accidents.

4.5 Hyperparameters

We employed the Adam optimizer as the backpropagation algorithm and set the
training epoch to 100. Table 3 lists the hyperparameter details.
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Table 3. Hyperparameters of the proposed method.

Hyperparameter Value

Number of nodes 14
Number of experts 4
Feature dimension of expert out 128
Hidden layer size of tower 32
GATconv out channels 1024
Batchsize 128
Pooltype Edgepool
Readout Global mean pool
Epoch 100
Learning rate 0.005
Dropout 0.2

4.6 RUL Prognostics Results

In this work, we adopted the CM data from FD001 and FD003 to analyze the
RUL prediction performance. Figure 7 illustrates the RUL curves over time from
four randomly chosen engines. As observed in the figures, the prediction curves
gradually approach the true RUL value as time goes by, indicating that the
prediction accuracy becomes higher. This is because in the later stages of the
engine lifespan, the degradation or failure information progressively increases so
that the proposed MMoE-GAT model can better capture and extract features.

Furthermore, all the engine samples in the FD001 and FD003 test sets were
evaluated and the predicted results were quantified to compare with those of
existing studies. The prognostic results of the SOTA approaches as well as our
proposed method are illustrated in Table 4. As can be seen from the table, in
the FD001 and FD003 subsets, our suggested MMoE-GAT model performs best
in terms of RMSE and score function. Moreover, it is clear in Table 4 that the
MS (Multi-task single-gate) model performs the second best on most of the
metrics and datasets. In fact, the single-gate MoE in Fig. 2 is the prototype of
the MS model. Compared with the MMoE-GAT model, the MS model lacks one
gating module, and two towers of the dual-task share the common input from
the expert modules. This will result in two tasks not being able to selectively
acquire features from the expert modules.

The Single-task single-gate (SS) model has only one gated network and one
target task, i.e., RUL prediction. As mentioned earlier, the advantage of multi-
task learning is that it taps into the correlations between tasks and provides
complementary information for each task, thus improving the performance of
both sides. Both MS and MMOE-GAT models consider the two tasks of RUL
prediction and HS evaluation, both of which happen to be correlated, which will
undoubtedly improve the prediction performance. Moreover, we suggested a loss
function strategy that avoids manually adjusting the weights between subtask
loss functions, thereby facilitating the training process. Figure 8 illustrates the
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Fig. 7. RUL prognostic performances for the random testing engine units from subsets
FD001 and FD003.

Table 4. Comparison with other SOTA approaches. Red text indicates the best and
blue text indicates the second best result. SS: Single-task single-gate; MS: Multi-task
single-gate.

Methods Year FD001
RMSE

Score FD003
RMSE

Score

GatBoost [17] 2020 15.8 398.7 16.0 584.2
BiGRU-AS [18] 2021 13.68 284 15.53 428
GAT-EdgePool [19] 2022 13.53 309.6 14.66 470.7
VAE-RNN [20] 2022 15.81 326 14.88 722
GAT-DAT [8] 2023 13.83 318.6 14.85 438.5
ABGRU [7] 2023 12.83 221.5 13.23 279.2
SS 2023 12.81 235.7 12.98 300.1
MS 2023 12.58 231.8 12.67 257.4
MMoE-GAT (Proposed) 2023 11.85 206.5 12.29 253.2
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RUL prediction results provided by MM, MS, and SS methods. As can be seen in
Fig. 8, the prediction results of these models are all acceptable. The estimation
errors of the three techniques, particularly in the later phases of the engine
operating cycle, are not considerable, which results from the expert modules
that they all possess. The expert modules can be considered as an ensemble
learning and it will enhance the model’s generalization and robustness abilities.

Fig. 8. Visualization of RUL prediction results obtained by our proposed models. MM:
Multi-task multi-gate, i.e., MMoE-GAT.

5 Conclusion

In this paper, we propose an aircraft engine RUL prediction model that incor-
porates MMoE and GAT networks. MMoE allows multiple related tasks to be
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learned simultaneously in a single model. While all tasks share the expert net-
works, an independent gating network allows task-specific filtering and correc-
tion of information from the expert networks, controlling the degree of expert
attention to features required for different tasks.

In addition, we applied a GAT network to model the relationships between
engine sensors and learn their interactions. With the self-attention mechanism,
the GAT is able to adaptively focus on key nodes and edges. The multi-layer
structure helps to extract high-level features and capture more complex rela-
tionships between nodes. This contributes to capturing engine degradation infor-
mation and thus improving the RUL prediction accuracy. To avoid artificially
adjusting the weights when dealing with the loss function, a loss function with
learnable parameters was utilized for the training process. We validate the pro-
posed MMoE-GAT model using the C-MAPSS dataset and compare the predic-
tion results with recent SOTA studies. The results show that the suggested model
performs better than other networks and substantially lowers the prediction
error. In the future, we will work on designing more flexible gating mechanisms
while incorporating advanced graph neural networks to mine deeper degradation
features for further improving the RUL prediction accuracy.

Acknowledgements. This work was supported by the National Key Research and
Development Program of China under Grant 2020YFB1712203.
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Abstract. Electric vehicles face a remarkable challenge in the form of range
anxiety, as their limited operational range per charge has hindered widespread
adoption. This concern is further amplified by consumers’ apprehensions about
running out of battery and the scarcity of charging infrastructure, coupled with
the time-consuming recharging process. Surmounting this barrier will not only
revolutionize transportation but also empower individuals to embrace the sustain-
able future of electric mobility, transforming the way we move and live. This
work develops a dynamic current-limiting mechanism for existing personal elec-
tric mobility (PEM) equipment such as electric scooters. Based on onboard battery
state-of-charge (SoC) and pre-set limit levels, the throttle signal is bypassed by
an added microcontroller (STRETCH) to reduce battery depletion and hence pro-
long the scooter’s range. This study performs modeling and simulation of the
e-scooter using MATLAB-Simulink, integrating the dynamic limiting algorithm.
Simulation results are compared and validated with field test data of the enhanced
e-scooter, using an FTDI serial adapter for serial communication with the user
interface. The acquired data is meticulously analyzed to obtain crucial operating
parameters, facilitating a comprehensive performance comparison between the
real scooter and the simulation model.

Keywords: Electric Vehicle · Personal Electric Mobility · E-Scooter · Range
Anxiety · State of Charge · Dynamic Limiting

1 Introduction

As the world faces climate change issues such as rising of sea levels [1] and global
warming [2], many initiatives have been taken to reduce CO2 emissions, most significant
of which is promotion of green transportation. Electric vehicles (EV) have increased in
popularity as alternative choice to conventional internal combustion engine vehicle. For
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instance, China has been proactive in promoting EV usage under the Belt and Road
initiative by investing in more charging station along the highway [3]. However, one of
the major issues restricting vehicle users from adopting EV according to research by [4]
is a phenomenon called range anxiety.

Range anxiety can be defined as the feeling of worrying of whether the EV will be
able to reach charging station before running out of power. This can also apply to smaller
and personal electric mobility transport (PEM) such as electric scooters. In addition to
the smaller battery pack due to the size and purpose of usage, the low range of electric
scooters may also prevent user from using it for daily purpose. Recent technological
developments, particularly greater charging rate and battery capacity, have expanded
the acceptance of electric mobility and PEM devices. Depending on the vehicle, PEM
can go up to 30 km or more at speeds above 40 km/h. PEM examples include electric
scooter, electric unicycle, and electric skateboard, as illustrated in Fig. 1.

Fig. 1. Different types of personal electric mobility (PEM)

This research will focus on extending the range of a PEM device using smart energy
management via an add-on device, to implement signal limiter from the user input to
the motor controller, with the following objectives in mind:

• To perform modelling and simulation of electric scooter with current-limiting
mechanism using Simscape Electrical Toolbox.

• To design and analyze the control algorithm in the simulation program to vary
parameters for dynamic limiting to extend the range.

• To perform datalogging and data analysis on PEM for field-testing and modelling
validation.

2 Literature Review

Two-wheeled electric skateboards have grown in acceptance as a viable alternative to
personal transportation vehicles in recent years. The control approach being studied by
[4] aims to increase the energy effectiveness of personal electric vehicles. Fuzzy-PID
control algorithms have been created and used to regulate the vehicle motion [4]. To
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address the system-related uncertainty, fuzzy algorithms are applied. The fuzzy method
is used to update the PID controller so that it can adjust to changing load amounts.
The Fuzzy-PID method has the benefit of not requiring prior knowledge of the systems
model, making it very flexible [4]. The findings show that compared to the standalone
PID controller, the suggested technique is able to reduce energy consumption by up
to 2.03%. This work also shows the importance of including the various insignificant
variables and uncertainties into the control algorithm to improve the performance.

A technique to maximize the energy efficiency of electric vehicles using a distributed
drive system has been proposed by the research work [5]. It achieves this by carefully
balancing the torque sent to the traction and regenerative braking systems. Minimizing
energy waste during vehicle operation and enhancing the overall performance of the
electric vehicle are the goals of the design. To guarantee that the torque allocation
is adjusted for optimal energy efficiency, the design takes into account a number of
variables, including battery state-of-charge, road conditions, and driving style [5]. The
use of this approach results in less energy being used and longer battery life, making
electric mobility more environmentally friendly and sustainable. The advantage of the
suggested design is that it uses less calculations thanks to the offline optimization process.
The proposed design has the advantage of low calculation usage by utilizing the offline
optimization procedure and online application by simple interpolation [5]. The technique
also included safety mechanisms for both the driver safety as well as the battery health
condition. This signifies the importance of the safety mechanism to be considered in the
design of a control mechanism.

As this project also requires the execution of the hardware to the PEM device, this
research work [6] can give an insight on how to design and implement the hardware
for an electric vehicle (EV) with regenerative braking capabilities. The system focuses
on controlling speed and torque while utilizing regenerative braking to increase energy
efficiency. The hardware includes components such as electric motors, inverters, and
batteries, while the control system uses algorithms to manage the interactions between
these components and the vehicle brake system. The selections of the required sensor
and MOSFET are shown with the details. The goal is to improve the overall performance
and energy efficiency of the EV for personal mobility purposes.

The research paper is a comprehensive examination of various methods used for esti-
mating the state of charge (SOC) of a battery. SOC refers to the amount of energy stored
in a battery, expressed as a percentage of its maximum capacity [7]. Accurately esti-
mating SOC is important for ensuring the proper operation of battery-powered systems
and for maximizing battery life. The review provides an overview of traditional SOC
estimation methods, such as Coulomb counting, and more advanced methods, including
open-circuit voltage, neural networks, and Kalman filters [7]. It also discusses the chal-
lenges associated with each method, such as the difficulty in obtaining accurate models
of battery behaviour and the limitations of hardware-based methods. The review con-
cludes by highlighting the need for further research in the field, particularly regarding
developing more accurate and reliable SOC estimation methods for different types of
batteries.

Through eco-routing, eco-driving, and energy consumption prediction, this study
offers a comprehensive strategy for increasing the range of electric cars (EVs) [8]. The
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strategy proposed considers several elements, including as driving style, road condi-
tions, and energy usage, that have an impact on the range of EVs [8]. Based on elements
including road gradient, speed limits, and traffic circumstances, the eco-routing compo-
nent chooses the most effective route for the EV. The eco-driving component focuses on
enhancing the driver behaviour while operating the vehicle to reduce energy consump-
tion, for instance by recommending the ideal speed and acceleration. Utilizing machine
learning techniques, the energy consumption prediction component forecasts the energy
that the vehicle will use based on a variety of variables, including road conditions, driv-
ing style, and weather conditions. The best route and driving style to extend the range of
the vehicle can then be decided using this information. The research work also assesses
the effectiveness of the suggested technique and comparing it with current methods. The
result has demonstrated that their strategy outperforms current approaches in terms of
range maximisation.

The research work focuses on producing a fast velocity trajectory planning and
control technique for a four-wheel drive (4WD) electric vehicle [9]. The method used
is a time-based model predictive control (MPC) strategy to create the vehicle optimal
velocity profiles while taking into account a multiple constraint, including the road
gradient, the vehicle top speed, and the battery capacity. The researcher uses a vehicle
dynamics model to first simulate the dynamic behaviour of the vehicle, and then they
include this model into the MPC framework. The MPC algorithm predicts future vehicle
states using the vehicle model and determines the best acceleration/deceleration inputs
to reduce energy consumption while meeting the limitation [9]. The suggested approach
surpasses conventional methods in terms of energy efficiency and velocity tracking
precision, according to experimental data. The outcomes also show that the algorithm
can successfully handle various driving styles and road circumstances, such as uphill and
downhill grades. The work concludes by showing how the time-based MPC approach
may produce velocity profiles for 4WD electric vehicles that are energy efficient. Using
the suggested method, it is possible to create workable energy-saving control schemes
for electric vehicles.

MATLAB-Simulink provides a unified platform for quick assessment of design con-
cepts, simulation of large-scale systems utilising reusable components and libraries, and
integration of specialised third-party modelling tools [19]. It also makes model deploy-
ment for desktop simulation and real-time testing easier [14]. In this project, MATLAB-
Simulink is used to develop a control algorithm or limiting mechanism that takes into
account the battery state-of-charge to provide a limited signal for motor control.

The FT232RL adaptor, which makes use of the dependable FTDI FT232RL chipset
[15], is ideal for data logging tasks. Its ability to handle 3.3V and 5.5V voltage levels
provides interoperability with a wide range of devices and sensors. It enables effective
real-time monitoring with data rates of up to 3MBaud. The adapter USB power supply
eliminates the need for additional sources, increasing mobility, and its small dimen-
sion of 16mm x 34mm makes it easier to fit into tight spaces. Furthermore, its broad
interoperability with microcontrollers and Arduinos allows smooth integration. Overall,
the high-quality chipset, wide voltage range, quick data rates, USB power supply, and
extensive compatibility of the FT232RL converter make it a dependable and efficient
solution for data logging.
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RealTerm is a popular terminal programme noted for its ability to capture, manipu-
late, and debug binary data. Its user-friendly interface and capability make it useful for
datalogging, particularly in development, reverse engineering, and automated testing.
The ability of the programme to produce log and trace files assists in the debugging
of complicated serial problems, and its specialised design for processing tough data
streams, particularly in binary format, makes it extremely beneficial for engineers and
anyone dealing with problematic data. RealTerm strong terminal capabilities, such as the
ability to transfer precise bytes, facilitate accurate datalogging and data analysis jobs,
making it a valuable tool for technical applications [16].

Python flexibility and extensive data processing and analysis capabilities have led
to its widespread use in dealing with numbers and texts in a variety of forms, including
binary, octal, decimal, and hexadecimal [17]. This literature review investigates several
Python methods for translating hexadecimal data to decimal. The hex() method converts
an integer number to its equivalent hexadecimal form, whereas the int() function does
the opposite, turning a hexadecimal string to an integer. Iterative conversion entails
dividing the decimal number by 16 until a quotient of zero is reached, then deriving the
hexadecimal equivalent from the sequence of remainders. Another way uses the int()
function in conjunction with a for loop, iterating over each letter in the hexadecimal
string and computing its decimal equivalent to achieve the final decimal result. Python
libraries provide efficient methods for converting hexadecimal data to decimal, which
contributes to the language success in data manipulation and analysis tasks.

3 Methodology

The research process begins with modelling the electric scooter in MATLAB-Simulink.
The weight, battery capacity, motor power, and motor peak current of the electric scooter
models could all be customized. This is referred to as the modelling phase of our planned
work. The second task is to compare the MATLAB-Simulink electric scooter modelling
to a real-world scooter to determine the difference in performance between the Simulink
and real-world models.

If the performance is comparable to that of a real-world scooter, the dynamic limiting
mechanism control block or subsystem was modelled in order to extend the electric
scooter model range. The dynamic limiting mechanism uses state-of-charge of the battery
as trigger to limit the throttle input according to the available limiting percentage on the
electric scooter. There are 3 mode available on the user interface which limit the throttle
input up to certain percentage. In this project, a crucial aspect involves the comprehensive
analysis of communication between the motor controller and the user interface.

A meticulous wire-tapping technique is employed, using an FTDI serial adapter, to
intercept and read transmitted code without disrupting normal operations. Datalogging is
conducted on a flat road surface to avoid slope-induced acceleration variations. The throt-
tle input is consistently set to the maximum position due to the difficulty in maintaining
precise control within small percentage gaps. The obtained data is logged for exami-
nation, enabling a deep understanding of communication flow and message exchange.
Deciphering the logged data involves analyzing patterns, structures, and encoding mech-
anisms to extract meaningful information about communication protocols and data
exchange formats.
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The knowledge derived from the analyzed data provides valuable insights into the
electric scooter behavior and interaction between motor controller with user interface.
These insights are pivotal in assessing system performance, identifying issues, and
making informed decisions for potential optimizations or improvements.

MATLAB-Simulink was used to create a simulation model of an electric scooter.
After the control method is implemented into the model, the simulation will allow one to
investigate the effectiveness of the existing restricting mechanism. As minimal needed
parameters for the simulation, the PEM model must be capable of producing battery
SoC, current, voltage, distance travelled, and velocity graph. Figure 2 depicts an electric
scooter model created in MATLAB-Simulink. The simulation model is divided into four
major subsystems: the driver input subsystem, the motor and controller subsystem, the
vehicle body and tyre subsystem, and the battery subsystem, as seen in Figs. 4, 5, 6,
and 7. Each subsystem contains its own set of blocks and components that allow the
subsystems to function as a complete integrated electric scooter system.

The longitudinal driver block from the powertrain block library delivers normalised
accelerating and braking instructions depending on the reference and feedback velocity
for the driver input subsystem. It has been configured for the reference velocity to
be able to switch between a drive cycle source block and a signal builder block. The
motor and controller subsystem has an H-bridge driver block for applying acceleration
and braking to the subsystem’s DC motor block. The battery powers the motor, which
converts electrical energy into mechanical energy. The motor rated speed, rated voltage,
and many other characteristics of the DC Motor block may be customized.

Following the modelling of the PEM on MATLAB-Simulink, the control method or
dynamic limiting mechanism for the PEM simulation’s range expansion will be devel-
oped. The control algorithm or limiting mechanism will regulate battery depletion, hence
extending the PEM’s driving range. It will take the throttle input from the user or drive
cycle and dynamically limit using limiting percentage of 40% and 80% available on the
electric scooter namely mode of operation. The state-of-charge will be used as a trigger
to automatically change the mode of operation with different limiting percentages. The
dynamic limiting algorithm is implemented using If block and If-Action block in the
Simulink as shown in Fig. 3. The 3 modes of the electric scooter is represented using the
If-Action block with limiting percentage of 40%, 80% and 100%. The transition point
of the mode is pre-selected using SOC% as the trigger prior to simulation run.

The vehicle body and tire subsystem are where the vehicle parameters are specified;
here, the scooter weight, rider weight assumption, number of wheels per axle, and many
other options are available. Because this is an electric scooter model, the model has
been set up to use two tires, front and rear, as a real-world 2-wheel electric scooter.
Finally, there is the battery subsystem, which houses the battery pack that powers the
motor. The battery pack could be swapped out for different types of batteries and battery
parameters utilized in the system. The simulation yielded the SoC% graph, current and
voltage graphs, distance in km graph, and lastly the velocity graph.

The user interface, controller, motor drive, BLDC motor, and battery pack are
depicted in Fig. 8 The controller and motor drive are integrated onto a single circuit
board in the electric scooter, which is located near the BLDC motor. The battery pack
is directly attached to the motor drive and will be activated.
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Fig. 2. PEM modelling with all subsystems

Fig. 3. Dynamic limiting algorithm subsystem

Fig. 4. Drive cycle subsystem
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Fig. 5. Motor controller and DC motor subsystem

Fig. 6. Battery subsystem

Fig. 7. Physical tire and body subsystem

4 Results and Discussion

4.1 Datalogging

For the validation of the PEM modelling on MATLAB-Simulink, the datalogging is
conducted to gather data on the performance of the actual electric scooter. This method
is called characterization of the system. The data logging is done using the receiving
wire from the motor controller to the user interface. Upon investigation, it is found that
the receiving wire contains data on current usage and RPM of the motor. The total byte
for the receiving wire is 14 byte and the data is logged in hexadecimal code. Realterm
software is used to capture and save the data in a text file. Data post processing is
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Fig. 8. PEM System Block Diagram

conducted on the hexadecimal code to convert it into decimal values for data analysis.
The data for the current bytes is converted to decimal value by using Python code and
then, the decimal value is divided by 10. Meanwhile, the data for the RPM is converted
to velocity by using the formula as mentioned below:

Velocity = diameter (cm) × rpm × 0.001885 (1)

The electric scooter’s user interface board is linked to the BLDC controller through
five wires, with the yellow wire delivering throttle input, brake input, and selected speed
mode data, and the green wire receiving information such as current use, velocity, and
distance. Datalogging is essential for analyzing throttle modification, performance, and
current limiting effects. Previous Arduino Nano [22] and Raspberry Pi Pico configura-
tions had difficulties in directly reading transmitted hexadecimal code. A FTDI adaptor
fixed this, however carrying a laptop on rides added weight and increased the chance of
cable disconnection. Furthermore, load fluctuations may cause inconsistencies between
actual and simulation data. As a result, while the adapter permits data logging, it offers
practical obstacles as well as the possibility of data inconsistencies owing to load changes.

The datalogging process generated velocity and current graphs for the electric
scooter, revealing different drive cycles based on various modes and limiting percentages.
Although validation was done on a low-traffic public road, adjustments are necessary to
avoid incidents, making it impractical to conduct runs with the same distance and time.
Nonetheless, the achieved steady state of the scooter allows characterization. Steady
state is identified by constant velocity with minimal changes, enabling determination of
current and velocity values at the same timestep for each mode. The throttle was set to
maximum due to limited control at lower inputs (25%, 50%, and 75%). System charac-
terization of the electric scooter and MATLAB modelling after changes made according
to the validation results are shown in Table 1 and Table 2.

Figures 9 and 10 exhibit distinctive characteristics, primarily revealing the raw
data depicting both instability and steady-state velocity of each mode. The objective
of datalogging is to attain the steady-state velocity of the actual scooter across differ-
ent modes, facilitating a comprehensive comparison with the steady-state velocity and
current derived from the simulation model.
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Fig. 9. Current vs. time profiles from datalogging for different modes

Fig. 10. Velocity vs. time profiles from datalogging for different modes

Notably, a significant event in the data is observed during mode 3 (100%) between the
time intervals of 300s to 500s. This event corresponds to a sudden drop in velocity, which
can be attributed to the need to decelerate the scooter for traffic avoidance. However,
it is noteworthy that the steady-state velocity is subsequently achieved during periods
extending beyond 700s.

It is important to note that conducting such experiments in a public open road environ-
ment introduces inherent variability. Consequently, each run may exhibit inconsistencies
concerning the predefined run plan, particularly during the phases of acceleration and
deceleration. Findings from this datalogging exercise provide valuable insights into the
behavior of the scooter under different modes, shedding light on its performance charac-
teristics and response to real-world conditions. It is imperative to consider the impact of
external factors, such as traffic, during data interpretation, which inevitably contributes
to the observed fluctuations in the raw data.

To ensure the credibility of the comparative analysis with the simulation model, it
is essential to carefully account for these real-world variables and thoroughly validate
the simulation model’s accuracy against the observed data. Thus, by incorporating the
lessons learned from the datalogging process and considering the uncertainties inherent
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in real-world experiments, the accuracy and reliability of the simulation model can be
enhanced for future assessments and optimizations in scooter design and performance.

Table 1. Current output comparison between simulation model and actual scooter

Mode 1 Mode 2 Mode 3

Simulation 2.687 A 5.166 A 6.695 A

Datalogging 2.8 A 5.6 A 9.6 A

% Difference −4.036 −7.750 −30.260

Tables 1 and 2 illustrate consistently low errors, indicating strong similarity in the
velocity and current usage behaviors between the electric scooter and the simulated
model for most modes. However, it is noted that mode 3 exhibits a higher error, primarily
because the actual steady-state velocity was not achieved during the specified period.

Table 2. Velocity output comparison between simulation model and actual scooter

Mode 1 Mode 2 Mode 3

Simulation 9.774 km/h 20.175 km/h 24.276 km/h

Datalogging 10.526 km/h 20.339 km/h 22.222 km/h

% Difference −7.147 −0.806 9.243

Several external factors contribute to the discrepancy in mode 3 data. Wind-induced
drag is one such factor that can affect the scooter’s performance, especially at higher
velocities, leading to variations in the recorded data. Additionally, gradual battery deple-
tion during operation can influence the scooter’s overall performance, impacting its
velocity and current usage over time. Moreover, uncertainties related to the actual load
carried by the scooter during the experiment can also introduce variations in the measured
data.

4.2 Hard Limiting Discussion

To comprehensively understand the current graph in Fig. 13 behavior, the relationship
between velocity and throttle input demand is crucial. Throttle input demand, ranging
from 0 to 1, follows a standard drive cycle velocity using a PID controller in the driver
input subsystem, evident from the orange line data in all graphs. Steeper acceleration
leads to a faster increase in throttle input, ensuring the electric scooter quickly reaches
the target velocity. Higher throttle input results in increased acceleration, torque demand,
and subsequently higher current usage.

Next, the effect of limiters on throttle input is discussed, with limiters set at 40%, 80%,
and 100%, determined after electric scooter characterization to validate the MATLAB-
Simulink model. The throttle input is restricted below 0.4 in 40% mode and below 0.8 in



Integrating Dynamic Limiting Mechanism in Electric Scooters to Mitigate Range 477

80% mode, affecting current usage, torque, and velocity. The 40% limiter significantly
deviates from the reference velocity, flattening at 14 km/h. When the reference velocity
is not reached, the PID controller increases throttle input, limited by the limiter to 0.4
and below, impacting current usage accordingly. As acceleration decreases, reaching
the maximum velocity as per throttle input, torque demand lowers resulting in constant
current during nearly constant velocity.

The current and torque graphs show the same pattern, confirming the close rela-
tionship between torque and current according to formula below. Another intriguing
behavior in limiter mode is delayed deceleration compared to the reference velocity,
observed in Figs. 12 and 13 during timestamps 300 to 350, where throttle input and
current usage remain constant despite reduced reference values at time step 300. The
electric scooter maintains high throttle input until the referenced and limited velocities
match, prompting deceleration.

τ = kT × I (2)

where τ is the torque, kT is the torque constant (specific to the motors) and I is the current
through the windings [23] (Figs. 11, 14 and 15).

Fig. 11. Throttle input vs. time profiles for differenr modes

4.3 Dynamic Limiting Algorithms

The drive cycle data presented in Fig. 16 is obtained using a Proportional-Integral-
Derivative (PID) controller integrated within the drive cycle subsystem. The PID con-
troller is utilized to generate throttle input, ensuring that the electric scooter closely
follows the predefined velocity profile of the standard drive cycle. The throttle input
from the PID controller is constrained within the range of 0 to 1, representing the per-
centage of throttle demand, ensuring consistency and comparability across experimental
runs for reliable modeling and analysis. The methodology guarantees robustness and
reproducibility, facilitating accurate analysis and performance evaluation of the electric
scooter.
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Fig. 12. Limited throttle input by hard limiting algorithm

Fig. 13. Current profiles by using various limiting levels

Fig. 14. Torque profiles by using various limiting levels
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Fig. 15. Velocity profiles by using various limiting levels

Figure 16 shows the real-world throttle demand by the user during electric scooter
operation. However, since the throttle input is not inherently limited, a dynamic limiting
algorithm is applied to restrict the throttle input before transmitting it to the motor
controller and DC motor subsystem, as shown in Fig. 17. The dynamically limited
throttle input exhibits three distinct maximum limits, with the throttle input remaining
unrestricted from 0 s to 600 s, limited to 80% from 600 s to 1400 s, and further limited
to 40% after 1400 s. The duration of the transition period depends on the battery’s SOC,
as specified in the dynamic limiting algorithm.

Fig. 16. Throttle input from the drive cycle

Through a meticulous iterative process, various combinations for the transition point
between modes were tested to achieve the objective of attaining a 0% state of charge
(SOC) within the designated drive cycle duration. Two parameters were adjusted: the
initial state-of-charge set to 40% for a suitable starting point, and the drive cycle down-
scale constant increased from 30% to 60% to amplify power consumption and stimulate
higher velocities as the target. Based on the data in Table 3, the benchmark run in mode
3 achieved a total range of 7.39 km.
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Fig. 17. Limited throttle input from the dynamic limiting algorithm

Table 3. Range improvement for different SoC% trigger limiter level

SoC Trigger
Level (%)

Total Distance (km) Range
Improvement (%)

Mode 2 Mode 1

Benchmark using Mode 3 - - 7.39 -

Range
Improvement
(km)

30 10 7.599 2.83

25 10 7.531 1.91

35 5 7.547 2.12

30 5 7.538 2.00

Best comparable pairing 25 5 7.604 2.90

Among alternative pairings, only five managed to deplete the battery within the drive
cycle, with a range improvement of at least 2%. The most favorable pairing featured a
transition point of 25% for mode 2 and 5% for mode 1, achieving a range improve-
ment of 2.90%. Pairings with earlier transitions to Mode 1 had higher balance SOC,
but the velocity limitations in Mode 1 restricted distance covered, creating a trade-off
between range improvement, and running time. The dynamic limiting control algorithm
has potential to enhance range, but AI-based algorithms could offer more optimized and
adaptable solutions across various driving scenarios.

Hence, based on the obtained results, it can be concluded that the dynamic limiting
control algorithm has the potential to enhance the range when the optimal pairing for
the transition point between modes is applied. However, it is important to acknowledge
the limitations of the trial-and-error method employed to determine the transition point
in this study. This approach does not test every point within the state of charge (SOC)
range, and the pairing that exhibits the highest range improvement may not necessarily
be the best choice for different driving cycles.

To address these limitations and further improve the algorithm, future research can
consider implementing a control algorithm, such as artificial intelligence (AI), to regulate
the transition point. This AI-based control algorithm can leverage parameters such as
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changing load, throttle input profiles, and power consumption to determine the most
effective transition point dynamically.

5 Conclusion

This research has successfully completed the datalogging process, validating the simu-
lation modeling and providing a comprehensive understanding of the wire data, which
supports the implementation of the proposed dynamic limiting control algorithm for
electric scooters. This validation enhances the credibility of the algorithm’s real-world
application. The research primarily focused on understanding wire information, limiting
exploration of other system aspects.

The performance analysis of the dynamic limiting control algorithm showcased its
potential for range enhancement in electric scooters by dynamically adjusting throttle
based on battery SOC. However, determining optimal transition points for each mode
remains a challenge, necessitating iterative trial and error. Despite this limitation, the
algorithm represents a significant improvement over the previous hard current limit-
ing control, offering a more adaptable and responsive approach that optimizes power
consumption and enhances the scooter’s overall range.
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Abstract. The most prevalent kind of heart disease, Atrial Fibrillation (AF), is
said to increase the risk of stroke, heart failure, and other health concerns. Clini-
cal observation of the electrocardiogram (ECG) waveform needs an experienced
person to observe and takes long hours. We provide an approach to identify AF
in the MIT-BIH Arrhythmia and AF databases in this study. Several parameters,
including QRS complex, RR Interval, heart rate, coefficient of variance (CV), nor-
malized root mean square of successive difference (nRMSSD) and peak frequency
are calculated from the features of the ECG signal. With holdout validation, we
analyse the AF classification performance of various classifiers. With the input
parameters mentioned, the greatest outcome in AF classification is obtained by
the weighted KNN classifier using the DWT algorithm and modified windowing
algorithm in holdout validation, with sensitivity, specificity, and accuracy of 90%,
100%, and 92.31%, accordingly. On this basis, it is recommended that classify-
ing ECG signals using machine learning methods will assist in improving the
research’s accuracy. Further research is needed to test the proposed algorithm on
a large database for better accuracy. This algorithm will be involved in hardware
and implemented in the detection of real-time AF ECG patients.

Keywords: Atrial Fibrillation · RR Intervals · Machine Learning

1 Introduction

A variety of cardiac conditions affect people, including atrial fibrillation (AF). A mal-
function of one of the heart’s atria causes AF. 33.5 million people worldwide had AF
in 2013. [1]. In the general population, it affects 1% to 2% of people. Furthermore,
by 2050, its estimated mileage would triple, posing a serious danger to fitness [2]. Its
prevalence rises with age, from 0.5% in those between the ages of 40 and 50 to 5% to
15% in those between the ages of 80 and older [3]. AF may be caused by atrial regions
responsible for maintaining the arrhythmia [4]. AF continues to be the main contributor
to heart disease, stroke, cardiac arrest, and early mortality worldwide. Therefore, AF
patients have a much higher chance of having a stroke than others in the population [5].
Framingham Heart Research estimates that the lifetime risk of AF is roughly 25% [6].
So, early detection and treatment of AF are crucial.
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A wave-based signal called an electrocardiogram (ECG) signal records and presents
the electrical rhythm of the beating heart. It is a useful clinical technique for identifying
unusual cardiac activity. AF happens when the electrical activity in the atria spreads
erratically [7]. However, clinical ECG waveform observation requires a specialist to
examine large volumes of ECG data and takes a lot of time. To speed up the process of
detecting AF, an automated AF detection method is needed to automatically analyse the
ECG signals [8]. The risk of consequences from later discovery can be greatly reduced if
AF can be quickly and automatically recognised in the early stages of its pathogenesis.

AF happens when the electrical activity in the atria spreads erratically. The two
features of the AF signal are irregular RR intervals and the disappearance of P waves
forming into f waves. The difficulty in establishing the PR interval is as follows, as f
waves are of very low amplitude and the absence of a P wave is easily affected by signal
waves [7]. Furthermore, the accuracy of AF classification using the threshold values of
ECG signals’ features is low [9].

P waves, QRS complexes, and T waves compose the ECG pattern. Each of these
waves correlates to a distinct heart motion (repolarization or depolarization). To calculate
the placement of PQRST waves, one must determine the R peak sites of every QRS
complex. The QRS complexes were then separated from the ECG signal using the
reference R points. Due to the different ECG signal structures, the locations of PQST
waves from each segmented QRS complex are also developed utilising local minima
and local maxima detection methods [10].

To implement machine learning in signal classification, a summary of machine learn-
ing methods is discussed. The decision tree (DT) classifier is organised like a tree,
with a root node that is further separated into child nodes and leaf nodes depending
on if-else conditions [11]. The linear discriminant (LD) is one of the classifiers used
in machine learning. A diagnostic project is taught to enhance the between-class dis-
tance and decrease the within-class distance to improve classification accuracy [12]. The
KNN classifier is a supervised learning algorithm with an excellent balance of comput-
ing speed and classification accuracy. The majority decision and separation from the
“K” closest samples are used to classify a new test sample [12]. Moreover, SVM is a
typical classifier that creates the largest possible margin between training and testing
data. The support vectors are the samples that are nearest to the decision border [12].
SVM handles problems such as tiny sample sizes, large dimensions, regional minima,
and others, particularly for the individual testing set used for training. Its benefit is that
it finds a solution to the nonlinear classification and short sample size issues [13].

Shrikanth et al. [11] suggest a method for identifying AF that combines QRS detec-
tion, PCA, energy computation, and a DT-based classifier with ten-fold cross validation
for classification with an overall average accuracy of 85.1%. On the MIT-BIH Arrhyth-
mia database, Szymon et al. [14] demonstrated AF classification using a fine decision
tree with 10-fold cross validation and attained an accuracy result of 95.8% with time
domain features.

Adiwijaya et al. [15] suggested study to distinguish between AF ECG signals and
regular ECG signals utilising RR interval approaches and a KNN classifier has a 91.75%
accuracy rate. In the MIT-BIH Arrhythmia database, P.Kora et al. [16] proposed a KNN
classifier-based DWT approach that achieved 99.5% accuracy, 96.97% sensitivity, and
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96.97% specificity and included features including R peak, inverted T wave logic, and ST
segment elevation. In comparison to DT, LD, and KNN approaches, Areej Almazroa et al.
[9] presented AF classification using input features (QRS duration and heart rate) with
80% of training data and 20% of testing data from the MIT-BIH Arrhythmia database
obtained 96.7% accuracy.

This study aspires to enhance PQRST point recognition in ECG signals and apply
machine learning techniques to enhance the precision of AF signal detection. This study
is done by using the software MATLAB 2021a and the classification toolbox, datasets
from the MIT-BIH Arrhythmia and AF databases, respectively.

2 Materials and Method

2.1 Proposed Study

Figure 1 shows the summary flow process of the study. First, the ECG signals are
downloaded online from Physionet and saved in the local database. Next, the ECG
signal preprocessing is applied to the ECG signal because the signals are complicated.
After the preprocessing stage, the features are extracted from the signal. Lastly, the
signals are classified as AF signals or normal signals by using different types of machine
learning algorithms and comparing their performance.

Fig. 1. Flow Process of the Study

2.2 Database

The two types of datasets used are MIT-BIH Arrhythmia Database and the MIT-BIH
Atrial Fibrillation Database. The signals are downloaded from the physionet in “.mat”
format.



486 K. P. Seng et al.

MIT-BIH Arrhythmia Database There are 48 recordings of heartbeats at a sampling
frequency of 360 Hz in the MIT-BIH Arrhythmia Database. Each of the 48 records for
the various patients is 10 s long and has two leads, designated Lead A and Lead B [17].
The Lead A datasets in this study are used for detection, but the “102m” and “104m”
datasets are missing Lead A data and are therefore not used for detection.

MIT-BIH Atrial Fibrillation Database There are 25 long-term heartbeat recordings
of people with atrial fibrillation in this MIT-BIH AF database. Each record lasts for 10 s
and has a resolution of 12 bits with a 10 mV range. The sampling frequency is 250 Hz.
The “ECG1” and “ECG2” ECG signals are included in each record. The only signals
used in this study are “ECG1” signals [18].

Table 1 shows 19 records of normal signal and 48 records of AF signal with a 10 s
long each and resampled at 360Hz from both databases mentioned. These 67 records of
signal are investigated in this study.

Table 1. Records of Normal Signal and AF Signal

Signal Database Records

Normal MIT-BIH Arrhythmia 19

AF MIT-BIH Arrhythmia and MIT-BIH AF 48

2.3 ECG Signal Preprocessing

Discrete Wavelet Transform (DWT) In the prior study, the Pan-Tompkins algorithm
and the DWT algorithm are compared [19]. In this paper, the DWT algorithm achieve
better sensitivity of R Peak Detection compared to [17, 18] with 99.86% and 100% in
the MIT-BIH Arrhythmia and AF databases, respectively. Consequently, the following
investigation utilises the DWT algorithm.

Modified Windowing Algorithm By using the R peak as a reference, the window
analysis is carried out to investigate the other aspects of the wave, such as the P peak, Q
peak, S peak, and T peak. A modified windowing algorithm is used to detect the peaks,
and this algorithm is created with reference to the standard waveform of the ECG signal
as shown in Fig. 2.

The modified windowing algorithm is stated accordingly with some adjustments
from the previous study [20]. Initially, ECG signal is preprocessed using DWT algorithm.
Then, ECG signal is reconstructed to find the R peak and R location (Rloc). The Rloc for
the first one and the last one is eliminated because the first and last QRS complexes do
not show all the characteristics of the peaks. The Rloc depicts the reference for detecting
PQST points. For finding the P peak of the ECG signal by finding the highest number in
the window range from the left side of Rloc: Rloc – 60 to Rloc – 10. For identifying the
Q peak, a window is created on the left edge of the Rloc in the region of Rloc – 50 to
Rloc – 5 by discovering the lowest value of the point. Furthermore, finding the smallest
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Fig. 2. Standard ECG Waveform

value from the right side of Rloc in the range of Rloc + 0 to Rloc + 50 yields the S
peak value. The highest value inside the window range of Rloc + 10 to Rloc + 50 is
used to classify T peak. The positions of the P, Q, R, S, and T peaks are then plotted and
indicated.

2.4 Feature Extraction

Six characteristics of the ECG signal sequence are computed in this study.

QRS Complex The distance in seconds between the Q and S locations is known as
the QRS complex and is calculated as given by Eq. (1), where fs indicates sampling
frequency, Sloc indicates S peak locations and Qloc indicates Q peak locations. This
equation produces an array of values for the QRS complex, which are subsequently
averaged to produce a single QRS complex.

QRS Complex(i) = Sloc(i) − Qloc(i)

fs
(1)

RR Interval and Heart Rate Since R peaks are found, the period between one R-spike
and the next R-spike (successive R’s found) is calculated to get the RR interval in seconds.
The calculation of the RR interval is in Eq. (2), which Rloc denotes R peak locations.
A single RR interval is obtained by averaging the values of the array of RR intervals
produced by this equation. The heart rate can then be determined with 60 divided by the
value of a single RR interval. The heart rate formula is in Eq. (3).

RR Interval(i) = Rloc(i + 1) − Rloc(i)

fs
(2)

Heart Rate(bpm) = 60

RRInterval
(3)
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Coefficient of Variance (CV) The CV is determined by dividing the RR intervals’
standard deviation by RR intervals’ mean [21]. The equation of CV is:

CV = RRσ

RRμ

(4)

The equation of RRσ is stated as below:

RRσ =
√∑

(RRi − RRμ)2

N
(5)

where RRσ is the RR Intervals’ standard deviation and RRμ is the RR Intervals’ mean.

Normalised Root Mean Square Successive Difference (nRMSSD) The RMSSD is
a descriptive metric that responds to inconsistency in a data collection. RMSSD stands
for the square root of the normal of the corresponding squares of differences between
RR Intervals [21]. RMSSD is calculated as below:

RMSSD =
√∑N−1

i=1 (RRi+1 − RRi)
2

N − 1
(6)

where RRi = ith RR interval in the component with length N, where i = 1, 2, …, N,
and N = length of RR Interval. Since the progressions in heartrate take additional time
and unexpected ventricular compressions, RMSSD is partitioned by mean RR Interval
which is called nRMSSD. The formula of nRMSSD is:

nRMSSD = RMSSD

RRμ

(7)

Peak Frequency The peak frequency of ECG signal is found by drawing a graph of
power spectral density. To draw the graph of power spectral density, the welch method
is used. The initial signal section of length N is divided by the welch method into K
sub-segments, each of which has a length of L = N/K. The overlapping K sub-segments,
which are the K sub-segments of length L, are used to generate the modified periodogram.
To reduce the signal energy loss caused by the windowing method, the periodogram is
normalised by the factor U [22]. Then, the equation is

P
∧

w

(
ejw

)
= 1

KLU

∑K−1

i=0

∣∣∣∣∑L−1

n=0
w(n)x(n + iD)e−jnw

∣∣∣∣
2

(8)

where D is the distance between two successive sub segments and U is given as

U = 1

L

∑L−1

n=0
|w(n)|2 (9)

An “event” is classified as a signal segment (N) with a duration of 10 s. It is split every
two seconds of overlapping sub-segments. The percentage of overlap (D) stayed at 50%.
The modified periodogram of each subsegment is captured using Hanning window w(n)
[22]. The MATLAB syntax used in this part is Hs = spectrum.welch (WindowName,



Atrial Fibrillation Detection Based on Electrocardiogram Features 489

SegmentLength, OverlapPercent). The WindowName used in the syntax is the Hanning
window, the SegmentLength is the length of each of the time-based segments into which
the input signal is divided and the default OverlapPercent is 50%. A red circle will be
plotted in the figure to point out the peak value of the power spectrum, which represents
the peak frequency of the signal. The red circle plotted in the power spectrum in Fig. 3
states that the peak frequency of the (04015) ECG signal ID is 12.70 Hz.

Fig. 3. Power Spectral Density using Welch Method of ECG Signal ID (04015)

2.5 Signal Classification

Holdout Validation The signal classification between normal signal and AF signal
uses features such as QRS complex, RR interval, heart rate, CV, nRMSSD, and peak
frequency from the PSD method. These features are input parameters for machine learn-
ing classifiers. Data is divided into two sets for the holdout validation, with the first set
being used for training with 80% of the data and the second set being used for testing
with 20% of the data.

Figure 4 displays the flowchart of holdout validation. First, the database used is
from Table 1 with six types of stated features above. Then, the control random number
generator is inserted with the syntax rng(‘default’). This function is used to set the
settings to their default state and is used for repeatability. The data set goes through the
process of holdout validation using the MATLAB syntax cvpartition(). Both training data
and testing data undergo the process of normalization which converts the table data to
an array. Additionally, machine learning classifiers like Decision Tree (DT), K-Nearest
Neighbour (KNN), Linear Discriminant (LD), and Support Vector Machine (SVM) are
trained to create the model from the processed training data.
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The signal outcome is predicted using the trained and processed test data along with
the function predict. The confusion matrix, which is generated using the test data that has
been processed and the predicted data, assesses the performance of each classifier for
each model. Finally, each model’s computation of sensitivity, specificity, and accuracy
is listed and compared to see which classifier performs the best.

Fig. 4. Flowchart of Holdout Validation

3 Results and Discussion

3.1 Result Modified Windowing Algorithm

In Fig. 5, the result for the normal ECG signal ID (100) from the MIT-BIH Arrhythmia
database is displayed. The R peak is denoted by an inverted triangle ‘∇’ in red, the P
peak by a star ‘*’ in red, the Q peak by a circle ‘o’ in green, the S peak by as a square
in blue and the T peak by a triangle ‘�’ in magenta, in that sequence. The result for
AF ECG signal ID (04015) from the MIT-BIH AF database is shown in Fig. 6. The
irregularity of R peaks can be seen Fig. 6.

The proposed method’s output is contrasted with that of other strategies already
in use. It should be emphasized that the methods are based on linear prediction (LP),
independent component analysis (ICA), wavelet transform (WT), eigenvector, and fast
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Fig. 5. Detection of PQRST Points in ECG Signal ID (100)

Fig. 6. Detection of PQRST Points in ECG Signal ID (04015) (Color figure online)

fourier transform (FFT) [23]. Table 2 indicates the sensitivity and specificity values of
different types of algorithms in the MIT-BIH Arrhythmia database. The sensitivity of the
modified windowing algorithm is the highest compared to the other algorithms which is
100% while its specificity value is 94.05%.
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Table 2. Sensitivity and Specificity of Different Algorithms in MIT-BIH Arrhythmia Database

Algorithms Sensitivity (%) Specificity (%)

FFT [23] 81 98

AR [23] 97.28 97.3

WT [23] 61 75

LP [23] 96.9 80.4

Eigenvector [23] 97.78 99.25

ICA [23] 97.8 99

Windowing Algorithm [23] 96.95 92.59

Modified Windowing Algorithm 100 94.05

3.2 Result Holdout Validation

Sensitivity (Se), specificity (Sp), and accuracy (Acc) are used to assess the classification
performance of AF. The true positive (TP), true negative (TN), false positive (FP),
and false negative (FN) values define these three indicators. The equation formulas are
formulas (10), (11) and (12).

Se = TP

TP + FN
∗ 100% (10)

Sp = TP

TP + FP
∗ 100% (11)

ACC = TP + TN

TP + TN + FP + FN
∗ 100% (12)

Figure 7 shows the confusion matrix of the KNN classifier with a weighted hyper-
parameter in holdout validation. In this confusion matrix, 20% of the testing data, which
is 13 records from the testing data is detected accordingly with TP = 9, TN = 3, N = 1
and FP = 0. Table 3 compares the AF classification performance in holdout validation
for different classifiers with varying hyperparameters.

In the DT classifier, the coarse tree performs the greatest performance in sensitivity,
specificity and accuracy of 90%, 66.67% and 84.62%. Weighted KNN achieves the best
performance in the KNN classifier with Se = 90%, Sp = 100% and Acc = 92.31%. The
linear discriminant classifier establishes the performance of Se = 80%, Sp = 100% and
Acc = 84.62%. Linear SVM is the hyperparameter in the SVM classifier that achieves
the highest performance with Se = 80%, Sp = 100% and Acc = 84.62%. Lastly, the
weighted KNN classifier achieves the best performance in holdout validation compared
to other classifiers.
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Fig. 7. The Confusion Matrix in Holdout Validation

Table 3. AF Classification Performance in Holdout Validation

Classifier Hyperparameter Se (%) Sp (%) Acc (%)

Decision Tree (DT) Fine 80 66.67 76.92

Medium 80 66.67 76.92

Coarse 90 66.67 84.62

K-Nearest Neighbour (KNN) Fine 80 100 84.62

Medium 90 66.67 84.62

Coarse 100 0 76.92

Cosine 90 66.67 84.62

Cubic 90 66.67 84.62

Weighted 90 100 92.31

Linear Discriminant (LD) 80 100 84.62

Support Vector Machine (SVM) Linear 80 100 84.62

Quadratic 90 66.67 84.62

Cubic 70 66.67 69.23

Fine Gaussian 100 0 76.92

Medium Gaussian 90 66.67 84.62

Coarse Gaussian 100 0 76.92

4 Conclusion

In this study, we used the MIT-BIH Arrhythmia and AF databases to provide a unique
approach for detecting AF signals. In comparison to the windowing algorithm and other
PQRST detection techniques, the modified windowing algorithm exhibits considerable
gains in terms of sensitivity and specificity. We have extracted several features to be the
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parameters in signal classification which are RR interval, heart rate, QRS complex, CV,
nRMSSD and peak frequency. The weighted KNN classifier with the DWT algorithm
and modified windowing algorithm in holdout validation achieves the best performance
in AF classification compared to others with Se = 90%, Sp = 100% and Acc = 92.31%,
respectively. The performance of the AF classification in this paper is high. Although it
uses a small number of databases, it still gets better accuracy results compared to other
studies. Our data was taken from the MIT Database, which only provides limited data for
patients who have an AF condition. The conduct of data collection individually offers
numerous limitations to this analysis, which deals with the AF condition, including
ethical concern and professional supervision. The subject concerns simulation in the
digital processing meaning and may give ideas for more advanced techniques using
both AI and DSP, thus it can create pragmatic ideas and creative solutions in medical
application area. This suggestion will indefinitely be covered in our future work. In the
future, the proposed algorithms will be investigated in a large number of databases for
better accuracy. This algorithm will be performed in hardware and implemented for
detecting real-time AF ECG patients.
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