PERFORMANCE COMPARISON OF DIFFERENT MODEL ARCHITECTURES

TABLE IV

Model Precision | Recall | F1-Score
BiLSTM-CRF 0.8693 0.7705 0.8060
BiLSTM 0.8347 0.7301 0.7712
ForwardLSTM 0.7643 0.7373 0.7473
BackwardLSTM 0.8076 0.7227 0.7540

recall, and 80% for F1-Score. These findings suggest that the
BiLSTM-CRF model outperforms other LSTM models.

B. Analysis Test Result

The results demonstrate that the BILSTM-CRF model ex-
hibits superior performance in terms of precision, recall, and
Fl-score compared to other models. The results demonstrate
that the BiLSTM CRF model outperforms other models in
terms of precision, recall, and F1-score.

However, the model exhibits relatively high precision, with
a notable discrepancy in recall values. This is evident in
Table 3, where labels such as I-Brand, I-Specifications, and I-
Product demonstrate low recall due to the uneven distribution
of labels across the utilized dataset. This results in the model
rarely, if ever, encountering the data with the aforementioned
labels during the training process, thereby preventing it from
providing accurate predictions.
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Based on a comparison of the accuracy and loss values
obtained during the training process, as illustrated in Figures
5 and 6, all models demonstrated convergence after epoch 10.
The loss validation for BILSTM-CRF exhibited greater fluctu-
ations in comparison to the other models. This indicates that
the model is more sensitive. Conversely, the models without
CRF demonstrated more stable losses but lower performance,
as illustrated in Figure 6. The BILSTM-CRF model exhibited

signs of overfitting on the data set, as evidenced by the
discrepancy between the training accuracy and the validation
accuracy, as illustrated in Figure 5.

V. CONCLUSION

In this study, implement information extraction using
BiLSTM-CRF. The model demonstrated an average perfor-
mance of 80% for F1-Score. The implementation of the
model utilized hyperparameters with a dimension of 200
in the embedding layer, 16 for the batch size, 20 for the
epoch size, 5 for the patience size, and 20 epochs for the
training. The resulting performance exceeded expectations.
The remaining LSTM models exhibited average F1-scores of
77% for BILSTM without CRF, 74% for Forward LSTM,
and 75% for Backward LSTM. The incorporation of the CRF
layer has resulted in a notable enhancement in performance.
The precision value (87%) and lower recall value (77%)
observed for the BILSTM-CRF model were attributed to the
unequal distribution of labels across the dataset. This resulted
in instances where models failed to identify labels with limited
data during the training phase, leading to the generation of
expected predictions. During the training phase, the model
exhibited overfitting tendencies when comparing accuracy
and loss values between validation and training data, which
subsequently impacted the prediction outcomes.

It is recommended that future research employ a greater
number of datasets, with more evenly distributed labels, in
order to obtain a higher level of accuracy in the classification
process. Additionally, further adjustments can be made to the
parameters to improve the model’s performance. Modifications
can also be made to the layers of the utilized architecture
to enhance its operational efficiency. Furthermore, additional
observations and refinements during the construction of the
model are necessary to prevent the occurrence of overfitting.
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