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Preface

The International Workshop on Security and Trust Management (STM) has a long his-
tory, with great pleasure we present here the proceedings of the 19th InternationalWork-
shop on Security and Trust Management held in September 2023 in The Hague, Nether-
lands. STM 2023 was conducted in conjunction with the 28th European Symposium
on Research in Computer Security (ESORICS 2023), marking another milestone in the
workshop’s illustrious history.

As one of the pillars of ERCIM’s Security and Trust Management Working Group,
STM remains committed to fostering and catalyzing innovative research across a spec-
trum of subjects, including cryptographic protocols, identity management, security and
trust metrics, privacy and anonymity, social implications for security and trust, and the
interplay with novel technologies and scenarios.

In response to the call for papers, we received a total of 15 submissions. Each
submission was reviewed by at least 3 reviewers, who evaluated the submitted papers
based on their significance, novelty, and technical quality. After the reviewing process
and a discussion round, only 5 papers were selected as full papers, representing an
acceptance rate of 33%. Moreover, given the remarkable quality of the submissions, we
enriched the event’s program with four succinct yet impactful short papers.

Security and Trust management is a comparably broad area, so contributions are
sometimes not easily clustered into sessions dedicated to certain topics; this year,
we had papers dealing with identities, application-oriented topics, and privacy-related
contributions; these are the three sessions of our 2023 workshop in The Hague.

The workshop program was completed with the traditional talk of the ERCIM WG
STM Best Ph.D. Thesis Award. Among the excellent candidates, on this ocassion the
awardwent to Juan E. Rubio for the outstanding contributionsmade in his doctoral thesis
entitled “Analysis and Design of Security Mechanisms in the Context of Advanced
Persistent Threats Against Critical Infrastructures”. The award was collected on his
behalf by Cristina Alcaraz, co-advisor of this thesis together with Javier Lopez.

The success of STM2023 depends on a long list of individuals who also devoted their
time and energy, and provided active support to the organization of the workshop. We
would like to thank all themembers of the ProgramCommittee and the external reviewers
for their collaboration in reviewing manuscripts and selecting the ones with substantial
contribution to the thematic area of the workshop. We also gratefully acknowledge all
people involved in the successful organization process: the chairperson of the ERCIM
STM Working Group, Pierangela Samarati, for her constant support; the ESORICS
General Chairs, Kaitai Liang and Georgios Smaragdakis; and the ESORICSWorkshops
Chairs, Jérémie Decouchant and Stjepan Picek. Last but not least, special thanks to
Talaya Farasat for her efforts as Publicity Chair and her continuous support during the
preparation of the proceedings.

Last but not least we are also very grateful to the authors for submitting their excellent
research results and to all attendees who honored us with their presence and contributed
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to valuable discussions. We hope that the workshop proceedings will be helpful and
inspiring for future research in the area of Security and Trust Management.

September 2023 Joachim Posegga
Ruben Rios



Organization

Program Committee Chairs

Joachim Posegga Universität Passau, Germany
Ruben Rios University of Málaga, Spain

Publicity Chair

Talaya Farasat Universität Passau, Germany

Program Committee

Cristina Alcaraz University of Málaga, Spain
Joonsang Baek University of Wollongong, Australia
Mauro Conti University of Padua, Italy
Said Daoudagh ISTI-CNR, Pisa, Italy
Sabrina De Capitani di Vimercati Università degli Studi di Milano, Italy
Carmen Fernandez-Gago University of Málaga, Spain
Olga Gadyatskaya Leiden University, The Netherlands
Dieter Gollmann Hamburg University of Technology, Germany
Marko Hälbl University of Maribor, Slovenia
Omar Ibrahim Hamad Bin Khalifa University, Qatar
Chenglu Jin Centrum Wiskunde Informatica, The Netherlands
Panayiotis Kotzanikolaou University of Piraeus, Greece
Hiroaki Kikuchi Meiji University, Japan
Kwok-Yan Lam Nanyang Technological University, Singapore
Wenjuan Lia The Hong Kong Polytechnic University, China
Giovanni Livraga Università degli Studi di Milano, Italy
Fabio Martinelli IIT-CNR, Italy
Sjouke Mauw University of Luxembourg, Luxembourg
Weizhi Meng Technical University of Denmark, Denmark
Chuadhry Mujeeb Ahmed Newcastle University, UK
Martín Ochoa ZHAW and ETH Zurich, Switzerland
Davy Preuveneers KU Leuven, Belgium
Pierangela Samarati Università degli Studi di Milano, Italy
Qingni Shen Peking University, China



viii Organization

Yangguang Tian University of Surrey, UK
Hiroshi Tsunoda Tohoku Institute of Technology, Japan
Chia-Mu Yu National Chiao Tung University, Taiwan

Additional Reviewers

Sergiu Bursuc
Ziyao Liu
Gabriele Orazi
Pier Paolo Tricomi



Contents

Identities

Impact of Consensus Protocols on the Efficiency of Registration
and Authentication Process in Self-sovereign Identity . . . . . . . . . . . . . . . . . . . . . . . 3

Lydia Ouaili

Biometric-Based Password Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Pavlo Kolesnichenko, Dmytro Progonov, Valentyna Cherniakova,
Andriy Oliynyk, and Oleksandra Sokol

‘State of the Union’: Evaluating Open Source Zero Trust Components . . . . . . . . 42
Tobias Hilbig, Thomas Schreck, and Tobias Limmer

Application Scenarios

Secure Stitch: Unveiling the Fabric of Security Patterns for the Internet
of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Emiliia Geloczi, Felix Klement, Eva Gründinger,
and Stefan Katzenbeisser

Towards a Unified Abstract Architecture to Coherently and Generically
Describe Security Goals and Risks of AI Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Henrich C. Pöhls

Decentralized Global Trust Registry Platform for Trust Discovery
and Verification of e-Health Credentials Using TRAIN: COVID-19
Certificate Use Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Isaac Henderson Johnson Jeyakumar, John Walker, and Heiko Roßnagel

Privacy

Privacy-Preserving NN for IDS: A Study on the Impact of TFHE
Restrictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Ivone Amorim, Pedro Barbosa, Eva Maia, and Isabel Praça

Analyzing and Improving Eligibility Verifiability of the Proposed Belgian
Remote Voting System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Jan Willemson



x Contents

Consent as Mechanism to Preserve Information Privacy: Its Origin,
Evolution, and Current Relevance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Marietjie Botes

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147



Identities



Impact of Consensus Protocols on the
Efficiency of Registration and

Authentication Process in Self-sovereign
Identity

Lydia Ouaili1,2(B)

1 Conservatoire national des arts et métiers, Paris, France
lydia.ouaili@lecnam.net

2 Trasna Solutions (Safe-IoT), Marseille, France

Abstract. Self-Sovereign Identity (SSI), allows each entity to control
its identities with minimal data disclosure to ensure privacy, through its
concepts of Decentralized Identifiers (DIDs) and Verifiable Credentials
(VCs), and Zero-Knowledge Proof (ZKP) protocols. The trust system is
based on distributed ledger technologies such as blockchain, that provide
a tamper proof and correct record of data. Registration and authentica-
tion in the SSI depend on the read-write operations that occur on the
distributed ledger. In this work, we analyze the impact of distributed
protocols on the read/write operations through various efficiency met-
rics, and therefore, take a step towards deciding which protocols can be
suitable for the decentralized identity system. Moreover, by analyzing
the properties of consensus algorithms, we propose an efficient protocol
for the read operation adapted to the SSI requirements.

Keywords: Self-Sovereign Identity · Decentralized Identifiers ·
Authentication · Blockchain · Consensus protocols

1 Introduction

The rules and processes involved in Internet Identity Management Systems have
always been evolving, due to the challenges of technological innovation [1]. Cur-
rent digital interactions use identifiers such as user IDs, email addresses and urls,
which can be associated with biometric credentials and access tokens. The fact
that several services are digitized, interactions require several identifiers with
different passwords and privacy policies for each web service. This type of ser-
vice access fits into the centralized model, which becomes a challenge to manage,
because it requires the memorization of logins and passwords and has privacy
issues since the service provider stores and controls its users’s data.

To overcome the drawbacks of the centralized model, the federated model has
emerged and is currently one of the most widely used. This model involves an
identity provider, a three-tiers entity that intervenes in the middle of the inter-
action between the user and the service provider, enabling access to services
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
R. Rios and J. Posegga (Eds.): STM 2023, LNCS 14336, pp. 3–22, 2023.
https://doi.org/10.1007/978-3-031-47198-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47198-8_1&domain=pdf
http://orcid.org/0000-0003-4401-0166
https://doi.org/10.1007/978-3-031-47198-8_1
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with a single identity, managed by the identity provider. Certainly, this solves
the number of passwords to remember and facilitates interactions between indi-
viduals and organizations in the web, but still allows several companies to hold
the user’s data, and the identity provider tracks all the user activity on the web
each time the user makes an authentication.

When Bitcoin was created [2], several decentralized applications have
emerged. Their success led to a significant research improvement in distributed
and financial system communities. In the financial world, it is possible to trans-
fer a value anonymously without any central authority. A bit later, in 2015,
blockchain technology was presented as the solution to privacy and security
issues in current identity management models (centralized and federated mod-
els) [3]. The need for an entity to have a total control over its identifiers and
authenticates on the web without a central authority has emerged. This is one
of the issues addressed by the Self-Sovereign Identity (SSI) with its (DIDs) and
(VCs), enabling entities to divulge only the necessary information by ZKP proto-
cols with the possibility to revoke them at any time. The trusted system mimics
what happens in the real world, it considers three entities: the holder, the veri-
fier and the issuer. These entities all trust and rely on the distributed ledger, to
create DIDs, seen as a registration process and issue VCs (done by the issuer)
to prove assertion about the holder but also for authentication, to access the
verifier services.

Although the fundamental concepts of SSI are independent of Blockchain
technology, they are combined together in the trust model. Blockchain tech-
nology enables distributed protocols to manage and store unique identities and
avoids the need for a trusted third party (TTP) [4]. However, centralization is
not the only aspect, since conventional traditional identity management systems
(e.g. OAuth, OpenID) based on accounts and digital certificates (X.509 stan-
dard) pose a privacy problem. Certificates contain sensitive information, which
compromises the privacy of certificate holders, and it might not be appropriate
to store them in an immutable distributed register that can be read by several
entities. To solve these problems, the DID has been proposed to identify anony-
mously the holders, but also to be associated to the DIDdocument, which will
replace the certificates and contain only encrypted information to authenticate
the holders.

Although the conceptual parts of the SSI and their link with Blockchain
have been addressed by many studies, there is a lack of in-depth work on
SSI and decentralization based on distributed ledger technologies. In the finan-
cial model, a similar issue received a significant attention. Indeed, Blockchains
depend mainly on consensus algorithms [4], which are required to ensure the
management of the ledger. The consensus protocols depend on the use case,
which will influence the choice of the type of the ledger (permissioned or permis-
sionless), the security and the integrity of the ledger and other several factors as
scalability and throughput and latency.

In this work, we analyse in depth, the properties of consensus protocols,
their efficiency metrics in the context of SSI. We highlights that some properties
are fundamentals to the verifier and issuer and other properties are optional.
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Starting from that, we propose an efficient protocol which first prioritizes the
issuer and verifier needs to authenticate the holder.

This paper is organized as follow, Sect. 2 focuses on research’s works on SSI
from the literature. In Sect. 3 the main concept of SSI are defined. In Sect. 4,
we explain the DID creation process, we give the problem definition and our
contribution. The last Sect. 5, is dedicated to the proposed protocol.

2 Related Work

There are many research works on the SSI that generally involve an exhaustive
study of the concepts, the challenges and benefits of SSI and use-cases.

The first ideas behind SSI can be found in the Sovrin Foundation [5] paper
and the vision of Christopher Allen1. They recall the chronological evolution
of identity management on the web, and consider SSI as the latest model that
covers the security and privacy needs of digital interactions.

When it comes to the approach taken to analyze and design SSI compo-
nents, there is a gap between industry, independent foundations and academic
research. The first two actors focus on open source code and software architec-
tures for implementing SSI as a service. Although the open source code of the
proposed design, they lacked an in-depth analysis and a formal framework on
the different solutions to explain particular implementation choices such as the
choice of the distributed ledger, this led to many research studies that present
a formal framework and a complete analysis of the major concepts (DIDs and
VCs) [6–10], as well as its compatibility with the General Data Protection Reg-
ulation (GDPR) [12,13]. Other works focus on DIDs and VCs creation and trust
model for authentication [19], discussing the difficulties and limitations of these
concepts [14,15]. Analysis and comparisons of Sovrin and uPort implementations
based on SSI requirements (e.g. longevity, security privacy, interface, scalability)
have been proposed in [16]. In [17], authors proposed architectures and design
models for software development.

Blockchain has been seen as a good candidate for overcoming drawbacks
related to classic identity management models [20–22]. They are generally non-
transparent with regard to their privacy policies and implementations. In addi-
tion, certification is costly and controlled by certification authorities (CAs).

In terms of use cases, an identity management system for eGovernment has
been proposed in [23], where it is possible to move and connect the government’s
centralized and qualified identities to the SSI model by converting the data
format to match the SSI format and moving to the decentralized management
using Hyperledger Indy, via an agent acting as an interface. In [10], the authors
replace the classical model of resource access control, where storage of sensitive
data such as user attributes is required to enable data access by associating VCs
and the distributed registry with access policies. In [24], the authors consider the
revocation process, which is another fundamental aspect of identity, proposing a
model that enables offline revocation in the SSI, that matches real-life scenarios.
1 www.coindesk.com/markets/2016/04/27/the-path-to-self-sovereign-identity/.

https://www.coindesk.com/markets/2016/04/27/the-path-to-self-sovereign-identity/
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The application of the SSI in the IoT context is also considered in several
works, technologies and challenges associated with the application of SSI in the
IoT context [28]. The authors provide a detailed comparison of the most promis-
ing IoT-oriented frameworks (Hyperledger Indy, uPort, BlockStack, VeresOne,
Jolocom). The challenges highlighted by this article illustrate the key issues for
the adoption and use of SSI in IoT-enabled domains. In article [29], the authors
provide an analysis and a comparison of all the identity models (PGP, X.509, SSI)
in terms of identifier uniqueness, centralized management, service endpoints, and
point out that only SSI enables semantic schemas. They also discuss the benefits
of SSI in the IoT context, such as privacy and decentralization. Other challenges
are addressed, such as the storage capacities of IoT devices, limited process-
ing and energy resources for cryptographic algorithms widely used in SSI. These
constraints arising from the nature of the IoT environment have been considered
in [37], and the authors propose another type of distributed ledger recognized as
scalable, called the Tangle as an alternative to Blockchain and suitable for the
IoT. Unfortunately, the security properties of the Tangle are limited.

Several SSI-based use-cases in the IoT context have been considered, for iden-
tifying devices [32] by creating and storing DIDs. In [35], the authors consider a
use case of the Internet of Vehicles. Their model identifies vehicles with DIDs and
records the emission rates produced by the vehicles in the Blockchain to provide
verifiable and non-corrupted data. Typically, proof-of-concepts for identity man-
agement systems based on SSI are implemented with permissioned Blockchains,
such as Hyperledger Indy 2, dedicated exclusively to decentralized identities.

Regarding the privacy, benefits and limitations of using DIDs are addressed
in [27] and more recently in [26], the authors proposed a privacy-preserving
authentication system using SSI for electric vehicle charging.

In this paper, we focus on the decentralization layer and the distributed
system part, to analyze various efficiency metrics that impact the DIDs creation,
the authentication process and privacy requirements.

3 Preliminaries

In this section, we recall the main concepts of SSI, as well as the general steps
of authentication process, which depends on the Blockchain.

Decentralized Identifiers. At a conceptual level, a DID is a type of persistent
identifier. It differs in several levels from traditional identifiers such as domain
name systems. It identifies any type of entities (human, organization, website,
IoT devices, etc.). It is created in a decentralized way and is cryptographically
verifiable so it can be controlled by the entity using it if it owns the public/private
key associated to the DID. It is possible to create several DIDs to ensure that
entities are not tracked. At a functional level, the DID is created by the net-
work that manages the distributed ledger with a specific method to ensure the
uniqueness of the DID, its persistence on the Blockchain and its association

2 hyperledger.github.ioindy-did-method#about.

https://hyperledger.github.io/indy-did-method/#about


Impact of Consensus Protocols on the Efficiency of Registration 7

with public/private key of its owner. The Blockchain will be used to resolve the
DID by displaying a DIDdocument containing metadata such as public keys,
authorizations, timestamps, expiration date, etc.

Verifiable Credentials. On the web, there are a variety of services, some of
which allow you access with an anonymous login, while others require additional
information about your identity (age, surname, first name, citizenship, etc.). In
traditional identity management models, this information is provided via a form
that is filled in or scanned identity card and stored by the service or identity
provider. In SSI, there is a real paradigm shift. Since the DID does not depend on
any central authority, VCs are associated with certificates that prove assertions
about the entity controlling the DID. For example, if she/he is an adult, a citizen
of a country, etc. VCs are signed by a trusted authority and are used in an
authentication mechanism. They assert statements without disclosing sensitive
data using ZKP protocol. The DID holder shows the VCs to the verifier to access
the services and, through the Blockchain, the verifier confirms that the digital
signatures are valid.

Zero-Knowledge Proof. For privacy enhancement of SSI, VCs are linked to
ZKP [36]. With ZKP, it is possible to prove statements such as “I have a sig-
nature”, without saying anything additional (i.e. without revealing what is the
associated value of the signature). For a holder to use VCs with ZKP, an issuer
must sign the claim about the holder, a “proof”, so that the holder can present
the information to the verifier in a way that enhances privacy. One common prac-
tice is to prove the knowledge of the signature without revealing the signature
itself.

General Interaction in SSI. The creation of the DID is done via the
Blockchain, and the authentication process requires the holder’s DID to prove
its digital identity (control the DID) and the issuer’s involvement if the holder

Fig. 1. A high-level workflow of registration and authentication in SSI
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has to prove statements. The high-level workflow of registration and authentica-
tion is shown in Fig. 1. The holder must first have a DID by initiating a request
to network nodes that manage the Blockchain, then it associates the DID with
VCs, to present them to the verifier.

4 DID Creation Model and Problem Definition

We first define our DID creation model, in an abstract way, with its associated
problem. We focus only on the mechanism to order and confirm the correctness of
the set of DIDs created and their associated DIDdocument set that constitutes
a block of the Blockchain. This step is fundamental to the registration and
authentication process, as the issuer and verifier check that the DID has been
created when it is displayed in the Blockchain. To fits with web services glossary
and SSI context, in this paper we consider holder and clients synonyms.

4.1 Security Model

We now describe the adversarial model of consensus protocol and trust assump-
tions related to back-and-forth interaction between the nodes, the verifier and
the clients.

– Adversarial model : We consider a set P = {1, .., n} of n designated nodes (i,e.,
physical machines), with distinct, fixed and well-known identities of a private
key sk, with a corresponding public key pk. We allow a static adversary in
the sense that the adversary can corrupt f nodes (i.e., processes that deviate
from protocol specification [38] to compromise the consensus properties) from
P, where f < n/3 before the execution of consensus protocols (this is a
standard assumption in the majority of permissioned Blockchains that rely
on a classical consensus protocol [57]).

– Communication model: We assume asynchronous communications between
the nodes, the clients and the verifier, over asynchronous authenticated point-
to-point link.

A client holds an identifying public/private key-pair and uses it to submit a
request to create a DID. A request is simply a transaction that consists of a
string which contains a signature’s client to certify its validity. The nodes receive
many transactions as input, and run a protocol CP to verify their validity, create
unique DIDs and reach a common agreement for a set of ordered transactions,
each one is associated to a DIDdocument, which can be stored in the Blockchain.
Since transactions are inputs of nodes, they are considered as approved once they
are output by a correct node. A correct node (or honest) is a node that is not
corrupted.

4.2 Security Properties

The consensus protocol CP outputs a set of approved DIDs (and other metadata
related to DIDdocument as public key) such that the following properties hold:
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– Agreement : If a correct node approves a transaction with DID = d then
no correct node approves a DID = d′, such that d′ �= d with the same
public/private key-pair.

– Total Order : If one correct node has output the sequence of transactions
〈DID0,DID1, ...,DIDj〉 and another node has output 〈DID

′
0,DID

′
1...,

DID
′
j

′〉 then DIDi = DID
′
i for i ≤ min(j, j

′
).

– Censorship Resilience: If a transaction associated to a fixed public/private
key-pair is input to N −f correct nodes, then it is eventually output by every
correct node.

The first property ensures the notion of consistency, in the SSI context, this
translates into agreement between network nodes on the uniqueness of the iden-
tifier associated with the holder’s public/private key. The order in which the
transactions are displayed allows the same replicas to be shown. Unlike in the
financial world, the order of transactions in many uses cases in SSI is not impor-
tant for authentication process, as we will explain later. The last property ensures
the protocols’ liveness, i.e., it prevents the omission of a correct DID request from
being approved. Traditionally, a consensus protocol providing such properties for
general transactions is called atomic broadcast [55], with modern consensus par-
lance, we would call it a Blockchain.

4.3 Authentication Process and Read Operation on Blockchain

Note that each existing application services as social-media platform, or institu-
tions platform as online banks, or email-account services, have their own rules
and policies for access control, some may require only an identifier as a DID from
a specific Blockchain, other may require additional proofs as VCs from different
issuers.

According to the general interaction in SSI (see Fig. 1), registration and
authentication are carried out incrementally as follows:

– Registration process: Clients request a DID to nodes in P.
– Each correct node from P approves a DID request following some protocol

CP and generates blocks of committed transactions.
– Clients: Submit the DID and request VCs from the Issuer.
– Issuer : extracts DIDdocument from Blockchain and issue VCs
– Clients: submit VCs and DID to the application verifier.
– Authentication process: application verifier extracts and verifies DIDdocu-

ment from Blockchain. It ensures that the client controls the public key asso-
ciated to DID and verifies VCs proofs.

From previous steps, we observe that the DID verification is done twice by the
issuer to issue VCs and the application verifier to authenticate clients. DID
verification and DIDocument access are done through a read operation in the
Blockchain by extracting the associated DIDdocument from an approved block.

In the following, we explain how the read operation is executed on the
blockchain. Since issuers, clients and application verifiers read the Blockchain
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to gather the DID and extract the DIDdocument information, we call them
Readers.

A Reader queries nodes from P through an interface system to obtain a
result of a read operation. Recall that we assume the existence of f corrupted
nodes (see Sect. 4.1, a standard assumption in the majority of permissioned
Blockchain). So querying just one machine is not sufficient to obtain the correct
blocks of DID, since Reader may observe conflicting data from f . So to mask
the answers of corrupted machines, the read operation is considered valid if at
least f + 1 gives a matching answer of blocks to the interface system, to be sure
that any approved block of DIDs was returned by at least one correct node. So if
at least f + 1 nodes provide the same block after executing the whole consensus
protocol, the block is considered as approved. Consequently, registration and
authentication process rely on read operation which requires at least f +1 nodes
confirming the same DIDdocument.

4.4 Efficiency Metrics

In what follows, we consider various metrics that impact the performance of the
protocol CP, and therefore SSI at the level of read operation after, DID creation
step, but also at the other steps (see Fig. 1), since the issuer and verifier consult
the Blockchain. We will also explain the benefits of these metrics in two use
cases. We consider four metrics of interest:

– Scalability membership: since the nodes will replicate a consistent database,
increasing the number of nodes n is important to secure the replicated data
as Blockchain and to improve its availability.

– Horizontal scalability: DID requests rate increases as the number n of nodes
increases.

– Latency: latency is defined as the time interval between the time the first
node receives a client request for creating a DID and when the (n-f)-th node
finishes the protocol CP.

– Throughput: Throughput is defined as the number of DIDs approved per unit
of time.

Realizing these metrics simultaneously is extremely challenging, scaling the
number of participants for Blockchain-based systems is a fundamental problem,
since it increases the number of messages exchanged and therefore delays the
agreement (Sect. 4.2). Horizontal scalability is desirable when deploying SSI for
ubiquitous use. Indeed, as the number of digitized services and users continues
to grow, DID creation must be efficient, to provide a reasonable registration
latency. If, for example, we use the bitcoin protocol [2] in an open membership
(anyone can participate to the protocol, join and leave the network), we have to
wait 10 min to create and confirm a DID. However, this is not the case of byzan-
tine fault-tolerant systems (BFT) [39] since one can achieve 10,000 transactions
(TX) per second (s) if n < 16 [40]. But, if we increase n to 64, the throughput
decreases drastically and one can achieve 5000 TX/s [40]. Therefore, the mem-
bership scalability is not possible with BFT, which makes the BFT unsuitable
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for the open Internet but possible in permissioned Blockchain [41] like Hyper-
ledger Indy or Hyperledger Fabric. To overcome the scalability issues of the
previous work, sharding techniques (in open-membership) [42–44] are promising
solutions to achieve horizontal scalability, where there is a multiple committee
and multiple sets of transactions allowing each committee to manage a fixed set
of transactions. In [44], one can achieve 7800 TX/s with n = 4800 and 8.7 s of
latency. The major drawbacks of sharding protocols is the fact that they are
optimal only if transactions belong to the same committee [45].

In our work, we consider two general use cases involving SSI, in terms of
using DID for authentication:

– The first use case, is to use the same DID to access applications services.
In this situation, if we choose a Blockchain with a good scalability but with
high throughput and latency, we would tolerate the latency of creating a
DID only once. Then, each time a DID is used, the authentication consists of
verifying that the client controls the DID through cryptography and the time
it takes to consult the DIDdocument in the Blockchain and proofs of VCs.
On the other hand, using the same identifier raises privacy concerns. Indeed,
correlation attack may occur by identifying some patterns behavior of the
clients. In traditional identity management models, according to an American
report one can identify uniquely US population from multiple attributes as
gender and date of birth [46]. Moreover, scenarios of privacy breaches, such
as those that happened to AOL [48] and Netflix [47] are concrete examples
that trigger the need to questioning anonymisation techniques to enhance
and protect privacy [49]. Therefore changing the DID for each authentication
would be desirable, to avoid making similar mistakes in SSI context and this
is already considered in IoT-based SSI mainly in Electric Vehicle Charging
system, where it is possible to track the trajectory of clients and their location.
So for privacy enhancement, authors in [27,28] change the identifier for each
authentication, which brings us to the next use case.

– The second use case considers a situation where the DID is changed for each
authentication. This poses not only scalability problems, as more and more
DIDs have to be created, but also latency and throughput problems. In the
first case, the holder waits only once for the DID to be created. In this case,
the holder has to wait each time it requests the protocol to create a new DID
to identify itself.

We saw that the consensus protocol impacts registration and authentication
processes efficiency, especially if the DID changes with each authentication, and
we also saw that realizing performance metrics simultaneously is a real challenge
in the distributed systems and Blockchain context. In this paper, we propose an
efficient protocol for the read operation (see Sect. 4.3) used by the issuer and the
verifier in the authentication process.

Our identity system lacks certain capabilities compared to previous
Blockchain systems as cited above (e.g., sybil attack resistance, SSI-based smart
contracts, or SSI-based Hyperledge Indy). Our goal is not to replace these sys-
tems but rather to highlight the possibility to design an efficient read operations
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by considering the protocol CP properties, agreement and the total order sepa-
rately.

An important insight in our work, is to highlight, that in previous use cases,
the verifier and the issuer need the DIDdocument to extract metadata and a
proof that the client controls the DID by reading the output of the consensus
protocols which is simply a block containing a valid DID. Consequently, the
verifier doesn’t need to know all the DIDs present in the Blockchain or the
latest DID created but only those who request access to its services. In the next
section, this observation will enable us to propose a protocol that reduces the
latency of DID confirmation and its creation by analyzing in depth a consensus
protocol of [40] that first ensures agreement then total order. The agreement
means consistency and that’s what the verifier and issuer need to read from the
protocol CP. This protocol will be adapted to SSI to improve the latency of read
operation to extract the DIDdocument.

5 Proposed Protocol

At the heart of our protocol, lie two building blocks that are distinct from the
context. The first concerns the identity block, which involves interaction between
clients and readers as the verifier or issuer. The second concerns the protocol
block that creates, validates and stores DIDs in blockchain, through consensus
protocol executed by nodes from P. We assume that the client and Readers
(issuer and verifier) trust the Blockchain, in the sense that they trust the protocol
and they rely on the DID created by this protocol to respectively provide a
VCs by issuer and authenticate clients through VCs and DID by verifiers. Note
that we are considering an abstract framework, without specifying the details
of the application, which includes the design, schema and additional rules, DID
identifier and DID document syntax. In our case, a DID creation request is seen
as a transaction that is simply a unique string, which will be processed by nodes
performing some basic validation and executing a consensus protocol to generate
a block of approved transactions. The DIDdocument includes data elements
assembled from the transaction. It may contain only DID and public key, or other
additional data that depend on rules and policies of the application. Reading
the ledger means extracting the DID transaction data into DIDdocument. To
simplify the protocol, we consider the read operation model and we don’t focus
on the next steps as the issuer issues a VCs. Our aim is to improve the verification
process which has an impact on the subsequent steps in the interaction of Fig. 1.

5.1 Overview of the Protocol

To explain our protocol, we consider the following assumptions and properties:

– In the identity block, clients possess an identifying public/private key-pair
before the beginning of the protocol. Readers (issuer and verifier) require the
existence of a DID associated to this public/private key and the proof that the



Impact of Consensus Protocols on the Efficiency of Registration 13

client owns it. We refer to this scenario by Client-Readers verification scenario.
The DID is provided by the network nodes that manage the Blockchain by
checking the validity of transactions to create a unique persistent DID.

– In the protocol block, nodes hold a distinct well-known identities (identifying
public/private key-pair). They implement an asynchronous BFT protocol of
[40] called HoneyBadgerBFT to create and validate DID. The aim of this
consensus is to provide the properties cited in the previous Sect. 4, although
there are several consensuses that provide the same properties [51–53] except
that each protocol has its own critical factors to achieve, e.g. the authors
[51,52] focus on minimizing cryptography or steps to reduce latency, but it
still remains dependent on timing assumptions [40] and are vulnerable to the
adversarial scheduler [40]. In addition, optimizing cryptography can make
also the consensus vulnerable to attacks [53]. HoneyBadgerBFT does not
care about timing assumptions and still guarantees a good throughput and
robustness.
In the modern protocols used in Blockchain, which are mainly used in the
financial world, latency is not their critical factor but rather scalability, yet
financial institutions as Visa [50] have expressed interest in adopting a high-
speed transactions confirmation system.
In the SSI world, we consider latency and throughput to be critical factors
for authenticating entities, especially in ubiquitous web-services or IoT con-
text (see uses cases of [27,28]), and so it is important to choose a consensus
protocol adapted to SSI needs. The HoneyBadgerBFT guarantees interesting
properties for the client-readers verification scenario, it can reach a through-
put of 10000 Tx/s, and scale to hundred nodes on a wide area network. In
addition, its latency depends on n and for n = 104 the latency is 6 min. Note
that Hyperledger Indy, uses 25 nodes and is based on RBFT [51]. Moreover,
what interests us about this protocol is, that it is the combination of two
phases, the first phase satisfies the agreement property and the second one
orders the transactions in a block. This is exactly the first step the Readers
need to advance in the process of Fig. 1. The second step is optional for them
(total order property).

If the client’s request is valid, the uniqueness of the DID can be ensured by
using the collision-free hash function of its digital signature. For example, in
Hyperldger Indy, after verifying the validity of the DID request, the expression
of the DID is created by using the hash function of the public key [54].

5.2 DID Creation and Verification Process

In this section and the next one, we recall the important steps of HoneyBad-
gerBFT protocol, although this belongs to the field of distributed systems, but
decentralization is now used in many applications, and a deep understanding
of the consensus protocols would considerably improve the application perfor-
mance. This is already the case in financial institutions such as Visa [44] where
a consensus adapted to their needs has been developed. In this section we will
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adapt HoneyBadgerBFT protocol to our setting (Client-Readers verification sce-
nario Sect. 4.3).

We now describe the three steps involved in creating DID and read opera-
tions, and how to adapt HoneyBadgerBFT protocol to SSI.

Submitting a DID Request. In this phase, the client’s request consists of
creating a message comprising a digital signature. We model this by:

R = 〈client(c),message(m), signature(s)〉.
We assume that nodes possess an authenticator to verify signature’s requests. In
the classic SSI model, the client (holder) first waits to obtain a DID, and then
submits a request to the issuer and then to the verifier. In our case, we optimize
this process by simultaneously informing Readers (issuer and verifier) that the
Blockchain nodes are creating the DID and DIDdocument. In the meantime,
Readers just check that client owns the public/private key.

Nodes Run HoneyBadgerBFT Protocol. Upon receiving client’s requests
R, nodes choose a set of requests from their buffer and verify signatures before
running the HoneyBadgerBFT protocol. For pedagogical reasons, we will first
explain the protocol at a high level, then detail the relevant steps in the next
section. The HoneyBadgerBFT protocol is implemented in a modular way. The
first nodes encrypt the set of requests for security reasons (to prevent adversary
from learning DIDs requests before the n−f corrects nodes) and then implement
two protocols: Byzantine Reliable Broadcast (BRC) and Byzantine Agreement
(BA). The goal is to agree on a subset of proposed encrypted set of requests.
The BRC phase provides a consistency property, i.e., if a correct node receives
the DID request then every correct node receives the same DID. It ensures
that no two correct nodes approve a different DID for the same public/private
key. The second phase BA, consists in voting using consensus protocol if the
proposed encrypted set will be in the next block, if it is the case, the third
phase consists in decrypting all the selected encrypted sets containing the entire
requests transactions chosen by at least n − f who have completed the first
and second phases. Finally, nodes order DID through canonical method and add
them to the block.

We deduce that if a client executes correctly the request (by following the
submitting phase), each of HoneyBadgerBFT phase is guaranteed to terminate.
If we follow the classical read operation, for Readers to confirm that the DID has
been created, they check whether the block containing DID is approved by at
least f + 1 nodes. In our case, the readers rely on the third phase that concerns
the decryption step of selected sets that will appear in the block, since the set
proposed by a correct node and selected by a byzantine agreement will be in the
next block. Hence, Readers do not have to wait for the block of all transaction
to appear in the Blockchain, but focus on specific DIDs of their clients. This
optimizes latency for authentication process since our read operation finishes
before the blocks appear.

Approving a DID. Let d be some correct DID requests and let i be some
correct nodes that consider d in the set S of the next epoch of the protocol.
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If at least f + 1 nodes decrypt S and thus d in the third phase then the DID
associated to d is considered as approved and will appear in the next block (this
is explained in the next section).

Clients and Verifier Notification. We assume the existence of an interface
which informs the clients and all Readers allowed to read execution dynamics
and results, all the approved DIDs and the Blockchain. Readers consider the
DID valid if it has been approved by the approving DID step. Note that the
previous step is executed for all the proposed DID requests of at least n − f
nodes, and all the correct nodes need to wait f + 1 messages to decrypt each
set. In the last phase, a block appears only if a correct node receives at least
(f + 1) messages of all the proposed sets from at least (n − f) nodes and thus
(f + 1) × (n − f) received messages are necessary for the block to appear. On
the other hand, if we focus only on a particular DID as d, we need (f +1) nodes
that received (f + 1) messages to decrypt d.

5.3 HoneySSIBFT Protocol

In this section, we focus on building a protocol based on HoneyBadgerBFT
layer and SSI context, that we call HoneySSIBFT protocol, we give a sufficient
conditions for Client-Readers verification scenario and prove that verification
process latency is reduced.
Building Blocks:

– STEP 1. The process follows a protocol that operates in epochs. At the end
of each epoch, a new set of DIDs is added to the committed log. At epoch
r, nodes receive a DID’s request from multiple clients as input and store
them in their buffer. Each node i chooses a set Si of DID’s requests from
its queue. For scalability reasons, the size of Si is B/n where B is a batch
size to ensure that each node proposes a distinct set of DID’s requests (see
[40] for more details on the parameters). Recall that one has f corrupted
nodes. Moreover, assuming an asynchronous network, the delivery schedule
of messages is entirely determined by the adversary [40]. It doesn’t concern
SSI explicitly but the protocol take them into account to create consistent
blocks of DID.
To ensure that the adversary is not aware of which transaction is being val-
idated, authors propose to first encrypt the proposed set of messages with
tpke primitive tpke(pki, Si) = Ci where i ⊂ [1, ..., n] (defined below), and
then each correct node i responsible for the set Ci, reliably disseminate Ci

using RBC to ensure that all correct nodes receive the same Ci. The second
phase consists in agreeing through a BA protocol to decide on a binary deci-
sion 0 or 1, which means whether or not the set Ci will be added to the next
block of the Blockchain. The combination of RBC and BA allow an agree-
ment on a common subset assembled from all the proposed set Ci of at least
N − f nodes. Note that Ci is the encrypted message of a set of DID’s request
Si. If decision 1 was decided for Ci, then the next step is to decrypt Ci. Note
that the tpke primitive allow decryption only if each correct node receives an
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encrypted share value from at least f + 1 nodes. The tpke primitive provides
the following results:

• For i ⊂ [0, ..., n], each node i with pki encrypts Si, and gets
tpke(pki, Si) = Ci.

• σi,j = tpke.decshare(skj , Ci) provides an encrypted share value of nodes
j on a set Ci (the set is proposed by node i).

• tpke.dec(pk,C, {i, σi}) → Si is a decryption process that requires a value
share σ of at least f + 1 nodes. So decryption of Ci requires the collab-
oration of at least f + 1 nodes that share their σ values associated with
Ci.

In what follows, we adopt the SSI concepts at certain levels that are relevant
to Readers (issuer and verifier). When nodes choose Si they inform the clients
with a digital signature that their DID’s requests belong to Si. Each node
performs a cryptographic tpke primitive to encrypt Si by tpke(pki, Si) = Ci

and disseminate Ci reliably then runs a consensus protocol to agree on each
Ci. The decryption process is done at the end. It reveals the transactions
that will be added in the next block. In tpke primitive, the decryption
requires the collaboration of nodes by sharing σi = tpke.decshare(ski, Ci).
When at least f + 1 nodes share their σi, it is possible to get the text Si.
Roughly speaking, nodes agree first on encrypted data and then reveal it by
tpke.dec(pk,C, {i, σi}) → Si.
After encryption, each node i reliably disseminates Ci using byzantine reliable
broadcast RBCi. The set Ci is an encrypted message of client’s requests with
their signatures. Node i that proposes Ci in RBCi plays a role of a sender.
The result of executing RBCi protocol by i is manifested by the event
Deliver(Ci). This ensures that the following properties of RBCi are satis-
fied:

• (Agreement) If any two correct nodes deliver Ci and C
′
i . Then Ci = C

′
i .

• (Totality) If any correct nodes deliver Ci then all the correct nodes deliver
Ci.

• (Validity) If the sender is correct and inputs Ci then all correct nodes
deliver Si.

There is a rich research work about RBC protocols [56,57]. We refer to [40]
for the details of the protocol used in HoneyBadgerBFT. This a powerful
abstraction to reliably disseminate a message and inform nodes about the
encrypted set Ci that contains DID’s request. Note that this layer is executed
by each correct node with a specific Ci. A reliable dissemination of a correct
node allows us to receive a correct message and be sure that all the correct
nodes have received it.

– STEP 2. The second step of the protocol is an implementation of Binary
Agreement (BA) to agree by b ∈ {0, 1}, where b = 1 in BAi means that the
set Ci of node i will be in the final set and therefore it will be in the next
block of the Blockchain. BA guarantees the following properties [40]:

• (Totality) If any correct node outputs the bit b, then every correct node
outputs b.
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• (Termination) If all correct nodes receive input, then every correct node
outputs a bit.

• (Validity) If any correct node outputs b, then at least one correct node
received b as input.

To sum up theses first steps, nodes choose a set of distinct transactions Si,
they inform clients that there request is currently being submitted to be
selected in the next block, They encrypt Si, then they disseminate reliably
the encrypted set by RBC protocol and then they agree whether the encrypted
sets will be in the next block by BA protocol. The next step allow to decrypt
them and store them in the Blockchain.

– STEP 3. The decryption phase is performed for all Ci values that have
completed the previous protocols (RBC and BA). For each Ci, node j needs
to receive at least f + 1 share values tpke.decshare(sk, Ci) to know Si. After
decoding Ci, each correct node performs a basic verification to validate a
transaction, e.g., verifies the DID’s requests, client’s digital signatures, etc.
Then, it creates DID through a specific method that depends on the appli-
cation (one can use the hash function for the uniqueness of the DID) and
DIDdocument. We denote by Yi the associated set of DIDdocument of Si

requests. A correct nodes that decrypt Yi unicasts to the interface a signed
message to indicate that Yi have been approved. To display transactions, the
interface requires f +1 matching Yi. So, clients, verifiers and issuers are aware
of every approved transaction.

– STEP 4. Add DIDdoc to a block After decoding all Ci of at least N − f
proposed set and creating all DID’s data, the next block contains blockr :=
sorted(

⋃
i∈E Yi), E ⊂ [1, ..., n] such that blockr is sorted in a canonical order

and unicasts blockr to the interface. Then, each node removes Si from its
buffer and considers the next DID’s requests of its buffer.

5.4 Sufficient Conditions for Read Operation in HoneySSIBFT
Protocol

In this section, we focus on the read operation that issuer and verifiers rely on,
to respectively provide VCs and authenticate clients, we refer to Sect. 4.3 which
explains that receiving f+1 matching block of transactions at the end of protocol
epoch execution, means that transactions are considered to be confirmed and
each correct nodes will output the same block. In HoneySSIBFT, verifiers and
issuer rely on STEP 3, to consider a valid DIDdocument. In the following we
prove that it is a sufficient condition to verify that client request is approved by
nodes and will appear in the block, we prove also that latency of read operation
of HoneySSIBFT is less than the classical read operation of Sect. 4.3:

Proposition 1. Let c be some client, which issued a DID request Rc. Assume
that nodes are going to execute the epoch r and assume that Rc ∈ Si, where Si is
a set of requests from a correct node’s buffer. So, if at least f + 1 nodes decrypt
Ci (encrypted set of Si) at STEP 3 and unicast Yi to the interface (we denote
this instance by Notificationf+1). Then:
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– Rc has been selected to be in the next block and its associated DIDdocument
is considered as approved.

Let δ and δn be respectively the latency of classical read operation (see Sect. 4.3)
and the latency of read operation from Notificationf+1. Then, δn ≤ δ

Proof. Since f + 1 nodes decrypt Ci in epoch r, then there exists at least
one correct process denoted by Nr that execute three steps of HoneySSIBFT
STEP i, with i = 1,2,3. So, from STEP 1, Nr outputs Deliver(Ci) from
RBCi protocol, then any correct process deliver Ci (see properties of RBC
protocol), from STEP 2 Nr outputs 1 from BAi protocol, then any correct
node output 1 from BAi. Which means that Ci is selected to be in the final set
blockr := sorted(

⋃
i∈E Yi), E = [1, ..., n]. Since Ci is a encrypted set of transac-

tions, DIDdocuments are not created yet. This is done in STEP 3, Nr received
f + 1 decryption shares of Ci. So each correct node decrypts Ci and create
DIDdocuments of transactions of Si. This is proves the first property.

To prove the second property, it’s enough to analyze the number of steps
needed in the classical read operation and read operation with Notificationf+1.
The classical read operation of Rc requires that at least one correct node commits
a block including DIDdocument associated to Rc. To commit a block a correct
nodes, wait for at least (f+1) decryption shares of all Si proposed by at least n−f
nodes i, so it waits for (f+1)×(n−f) messages in STEP 3. In Notificationf+1,
DIDdocument of Rc is approved, if at least a correct process decrypt Ci, creates
Yi and unicasts Yi to the interface. For that, it is enough to receive f+1 messages
of decryption shares of Ci.

This result allows us to show that if we’re interested in creating a VCs to
a specific client and authenticating it, we don’t need to wait for the end of the
consensus protocol to read the block from the blockchain, but rather focus on
the transaction associated with the client’s request and the dynamics of the
protocol execution. These results are relevant when we have several issuer and
verifiers trusting the same blockhain. Clients register via the blockchain but
request different services, and clients have a distinct services choice, and each
service has its own VCs and issuers policies.

6 Conclusion

In this paper, we focused on authentication and registration in SSI. We only
considered the decentralization layer and the distributed system part, to analyze
various efficiency metrics that impact the fundamental step of DIDs creation. We
highlighted that the choice of consensus is important in the efficiency of interac-
tions in SSI and that some properties are fundamentals to the verifier and issuer
and other properties are optional for them. HoneySSIBFT protocol prioritizes
the issuer and verifier needs to authenticate clients. It is based on algorithm
HoneyBadgerBFT which achieve a reasonable throughput, scalability, latency
and satisfies agreement and total order [40]. Our future work consists in con-
ducting an experimental study to analyze the gap between the latency required
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for blocks to be approved and the latency required for individual transactions
to be approved, as suggested in our protocol.
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Abstract. Major threat for the user’s identity stem from selecting weak
passwords or re-using the same password for different systems. Modern
password managers are designed to address this human factor. But in
most cases this is achieved at cost of using a single master secret to
either derive access keys to protected services, or to encrypt a creden-
tials database. Despite wide adoption, this boils down to security and
availability of this master secret.

We propose a technology to derive cryptographically-strong (of suffi-
cient length and entropy) master secret from user’s biometrics, such as
face and voice. If applied to password manager scenario, this allows to
amend or even completely replace master secret to avoid related risks.
While general approach (using fuzzy extractors) is known, the unique
part of the presented technology is small hint size (58KB for 128 bits
key) and low computational complexity (it takes 125 msec to extract the
key on Galaxy S22 phone in the worst case).

Experimental results show that FAR and FRR are close to 0% for wide
range of cryptographic keys lengths (from 80 to 256 bits). All computa-
tions are performed on-device, which means the technology is privacy-
friendly: user’s biometrics never leaves the phone. The technology does
not require storing any sensitive data on the device, that is important
advantage in comparison with traditional biometric authentication solu-
tions.

Keywords: Authorization · Password manager · Mobile devices
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FE Fuzzy Extractors
FR Facial Recognition

FAR False Acceptance Rate
FRR False Rejection Rate

OPRF Oblivious Pseudo Random Function
PM Password Manager

1 Introduction

Nearly every WEB service insists on creating a user account, which requires
some form of authentication. Login/password is the most widespread form of
authentication. To make it work, the user must select strong passwords [1,6,31]
and avoid using the same password for distinct services [2,44,46]. Users rarely
do this because of the risk to forget the password and lose access to the service.
The industry has put significant efforts to build “passwordless future”, includ-
ing FIDO standards [8] based Single-Sign-On platforms and integrated identity
management services, such as Google’s One-Tap Android Sign-In [7]. The down-
side is: it requires a binding to a single identity provider, which ultimately ends
up with remembering some master secret. Another approach is using special-
ized credentials management applications like Password Manager (PM). The
PM is essentially an encrypted digital vault that stores the login information,
credentials and sensitive data. In fact, modern PM do not solve the problem of
remembering passwords but just relax it.

We propose a technology to produce a stable bit stream from user’s bio-
metrics, suitable for cryptographic operations (which means, of sufficient bit
length and entropy). It relies on advanced methods for a Cryptographic Keys
(CK) extraction and reproducing from fuzzy biometric data without storing any
sensitive biometric templates on the device.

Practical application to credentials management solutions, such as password
managers, allows to avoid master password management hurdles as well as diver-
sification of access keys to distinct resources in a way that is natural and trans-
parent for end user.

The key difference between modern methods for biometric-based user authen-
tication and our proposed approach is an additional layer of protection for cre-
dentials. By using modern recognition technologies like FaceID, end-user obtains
access to the data as soon as authentication is passed successfully. Our approach
makes possible reliable restoration of encryption keys to decrypt already stored
credentials without any inconveniences for the user. In addition, encryption keys
can be generated for each service from a single biometric sample without decreas-
ing security level. Regarding threat model, we consider active attacks on both
biometric recognition and cryptographic components. We assume that under-
lying recognition algorithms include liveness detection in order to protect from
various spoofing attacks.

The rest of this paper is organized as follows. Review of modern password
managers for desktop and mobile devices can be found in Sect. 2. Proposed
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technology is described in Sect. 3. Section 3.1 presents the general description
and security analysis for proposed scheme, while Sect. 3.2 provides description
of used fuzzy extraction methods. Performance evaluation results are provided
in Sect. 4 and are discussed in Sect. 5. Section 6 concludes the paper.

2 Related Works

The majority of modern WEB browsers offer at least a rudimentary built-in
password managers1. These managers offer only basic features, such as auto-
matic filling the login forms, passwords security checking and theirs storing in
encrypted format. However, such PM are vulnerable to widespread tools for
password extraction in browsers, like Mimikatz [19]. Therefore, specialized com-
mercial applications like NordPass, LastPass and Bitwarden were proposed to
effectively counteract such tools.

Despite rich functionality of advanced PM, they still require their users to
remember a master secret. This approach has well-known security and usabil-
ity implications, such as availability issues (if master password is forgotten) and
security (if it is too simple or if the same password is re-used). Several approaches
were proposed to make master secret management easier in the modern PM.
One of them is to derive the whole passwords database from an initial master
password, for example PwdHash [36]. Another one is to apply Device-Enhanced
Password Authenticated Key Exchange (DE-PAKE) model [26]. Practical imple-
mentation of DE-PAKE model was proposed by Shirvanian et al. with Obliv-
ious Pseudo Random Function (OPRF) scheme implemented in SPHINX [38].
The scheme transforms a human-memorable string (password) into a pseudo
random one for each OPRF in password-agnostic way. This makes SPHINX
robust to communication channel eavesdropping, dictionary and man-in-the-
middle attacks [38]. Nevertheless, the selection of an appropriate OPRF for
practical use still remains an unsolved task. Also, the SPHINX method pre-
serves the necessity of using master password that should be remembered by the
user.

The alternative approach for credential protection was proposed in iCloud
Keychain by Apple [4]. The public and private keys pair are generated on each
user device. The public key is shared with iCloud service, while private key
never leaves the phone. Sharing credentials to a registered device is performed
in several steps. First, sensitive data is encrypted N times using public keys of
all devices that belong to the user. Then any of user’s device becomes able to
decrypt it, since its private key matches at least one of N public keys used for
encryption.

Therefore, a secure and user-friendly (password-free) access to the password
manager is a topical task. The paper is aimed at filling this gap by develop-

1 For example, Firefox Monitor and Firefox Password Manager for Firefox, Google
Password Manager for Chrome, Edge Password Manager for Microsoft Edge and
Safari Password Manager for Safari browsers.

https://monitor.firefox.com/
https://support.mozilla.org/en-US/kb/password-manager-remember-delete-edit-logins
https://passwords.google.com/
https://passwords.google.com/
https://learn.microsoft.com/en-us/deployedge/microsoft-edge-security-password-manager-security
https://support.apple.com/en-us/HT211145
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ing a biometric-based password-free credential data protection method to be
integrated with PM.

3 Biometric-Based Password-Free Credentials Protection
Method

Instead of using a master password, we propose to protect user’s credentials by
encrypting each service password with its unique CK derived from biometrics.
This prevents master password to be a single point of failure and provides a
handy way to manage credentials for many remote online resources without the
need to select and memorize complicated passwords.

To make this approach work, a technology for generating crypto keys from
raw biometric data is needed. In comparison with classic biometric authenti-
cation methods, this use case has essential security requirements: extracted bit
streams must be stable up to a single bit, they must have enough entropy and
have length sufficient to resist brute force attack. During analysis we considered
threat model based on active attacks on both biometric recognition and cryp-
tographic components. In addition, it is assumed that underlying recognition
algorithms include liveness detection in order to protect from various spoofing
attacks.

Practical implementation can be done using novel methods for Biometric
Template Protection (BTP). These methods provide the following benefits that
are important for PM [17]:

– Unlinkability: it is impossible to determine if two or more protected templates
were derived from the same biometric instance, e.g. face. This property pre-
vents cross-matching across different credentials databases.

– Irreversibility: it is impossible to reconstruct the original biometric data given
a protected template and its corresponding auxiliary data. With this property
fulfilled, the privacy of the users’ data is increased. Also the security of the
system is increased against presentation and replay attacks.

– Renewability (cancellability): it is possible to revoke old protected template
and to create a new one from the same biometric instance and/or sample,
e.g. face image. Thus it is possible to revoke and reissue the templates in case
the database is compromised.

– Performance preservation: computational overhead caused by biometrics pro-
cessing is acceptable for target applications.

The proposed methods for BTP can be divided into cancellable biometrics
and Biometric Cryptosystems (BC) [35]. Cancellable biometrics employs trans-
forms in signal or feature domains which enables a biometric comparison in
the transformed (encrypted) domain [35]. In contrast, the majority of BC bind
a sequence of bits (key) to a biometric feature vector resulting in a protected
template [35]. That is, BC further allows for the derivation of digital keys from
protected biometric templates, e.g. fuzzy commitment and fuzzy vault scheme.
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Practical application of this approach requires the technology to produce
strong (random) cryptographic keys that can be easily and quickly restored
without bringing any inconveniences for the user. For this purpose, we propose
an advanced BC, such as Fuzzy Extractors (FE), that are robust to natural
input biometrics alterations and do not require on-device storage of sensitive
data. Therefore, the PM will remain secured even if an attacker has physical
access to user’s mobile device, can extract credentials from one of user’s device
or used service.

Generation of CK requires the use of data source with enough entropy (at
least 80 bits). The latter one can be used to construct a secure Biometric Key
Generators (BKG) that provides key randomness and biometric privacy [12,
41,47]. Special interest was taken on security analysis of biometric sources of
entropy, namely entropy of produced binary bit streams [12,28]. Recent advances
in this area proved that the entropy level for widespread types of biometrics, like
facial and iris images, is acceptable for security applications [18,45].

In the paper we consider the case of facial biometrics. Frontal camera is
present in most of smartphones, which makes this type of biometrics a con-
venient option. Also a rich set of Facial Recognition (FR) methods to extract
robust features with minimal processing overhead exists. A special type of BKG,
namely FE construction, was proposed to mitigate variability of extracted facial
features and to get stable CK even for noised samples. We assume that the under-
lying recognition algorithms include liveness detection in order to protect from
spoofing attacks, such as copying or artificially reproducing biometric samples.

3.1 Procedure of Credential Data Protection

The proposed approach to protect user’s credentials includes two procedures
called “Password generation” and “Password retrieval”. The processing pipeline
for both procedures is presented in Fig. 1.

(a) Password generation procedure (b) Password retrieving procedure

Fig. 1. Flowchart of password generation (a) and retrieving (b) procedures from
inputted facial features of a user.



28 P. Kolesnichenko et al.

During generation procedure (Fig. 1a), credential data to be protected
(encrypted) are taken. Then, the collected facial image of this user is fed into
FR module to extract a feature vector b. Then the password and the feature
vector b are passed to Gen algorithm of FE for calculation of encryption (secret)
key k and public information (hint) h. Finally, password is encrypted using the
generated key and then stored together with the corresponding hint.

The retrieving procedure (Fig. 1b) starts with getting a facial image of the
user. Then, captured face image is fed into a FR module. Produced feature vector
b

′
and stored hint h are passed to Rep algorithm of FE to reproduce the secret

key k and restore password. If a user is the same, i.e. vectors b and b
′
are close

enough, then the FE is able to reproduce the key k up to a single bit, so that
the password can be decrypted.

The proposed approach assumes that biometric data is input to the device
every time: storing any biometric template (for example, facial features) is not
required. This allows to mitigate attacks based on re-using of stolen templates.
Then, input facial images are processed by an independent module for face recog-
nition (Fig. 1). In order to use biometric fuzzy data in FE this data must satisfy
a couple of requirements [43]:

1. Features should be distributed almost uniformly in unitary cube or hyper-
sphere, depending on the features of used recognition system.

2. The error rate for considered FE should be applicable for commercial usage in
modern services. For example, the FAR and FRR should be less that 5 · 10−4

and 10−1 respectively for FE to be deployed on mobile devices with Android
OS [20].

3. The threshold t to separate features related to different users must be high
enough to make the system secure in terms of robustness to spoofing. This can
be presented as the dependency of the threshold on the features distribution
as (2t)−n where n is the dimension of the features.

Therefore, the robustness of the face recognition module to altered, spoofed
or even adversarial biometric samples is out of scope of this paper. Some analysis
of these cases is presented in Sect. 5. Finally, it is assumed that processing of
biometric as well as encryption/decryption of credentials data is performed in a
trusted environment, so that it cannot be eavesdropped during processing time.
The public data (a hint), that is used for encryption key restoration, can be
stored in any memory unit. The Hint is public: it does not disclose any sensitive
information about biometric samples of the user.

3.2 Fuzzy Extractors for Noisy Biometric Data

The extracted biometric data should be transformed into a reproducible uniform
random bit stream (a crypto key k) that can be applied in cryptography-related
tasks such as encryption and digital signing. We propose to apply special cryp-
tographic constructions called fuzzy extractors [24] to address this task. The FE
was designed to achieve information-theoretic security of information processing



Biometric-Based Password Management 29

systems by converting noisy input (facial features in our case) to a uniformly
distributed key.

The FE typically requires the use of generation (Gen) and reproduction (Rep)
algorithms. The former one outputs a helper data h (a hint) and a generated
key k on selected input biometric sample b. Then, by given h and a new sample
b̂ that is close to b as input, the Rep algorithm allows for recovering k. The FE
are secure in the sense that they do not reveal much about biometric data, i.e.
h has no or little information about b. This means that the hint h can be stored
in a public storage without compromising the privacy of user’s biometric data.

One of the state-of-the art scheme that we use is Digital Lockers (DL) fuzzy
extractor [16]. The DL-scheme has reusability property, which means this con-
struction remains secure even if a user enrolls multiple times with the same or
correlated input data. We use the notation c = lock(key,val) for the algorithm
that performs the locking of the value val using the key key, and unlock(key, c)
for the unlocking algorithm. The unlocking algorithm outputs val if key is cor-
rect and empty set ∅ with high probability otherwise.

Let the source B = {bi}ni=1 consist of n-elements string over some arbitrary
alphabet Z, in particular the binary alphabet {0, 1}. The generation algorithm
for k-bits cryptographic key k over alphabet Z is represented in pseudo-code
form in Algorithm 1 [16].

Data: biometric sample b ∈ Zn

Result: key k, set of digital lockers P = {p1, . . . , pl}
Sample k ← {0, 1}k;
Initialize empty set P of digital lockers ;
for i = 1, . . . , l do

Choose uniformly random set Ji = {jm}k
m=1, jm ∈ [1;n];

Get sub-set of biometric elements: Vi = bji,1 , . . . , bji,k ;

Set ci = lock(Vi,k);
Append digital locker pi = {ci,Ji} to the set P;
Output key k and set P.

end
Algorithm 1: Generation algorithm for Digital Lockers Fuzzy Extractor

At the first stage, a cryptographic key k is generated. Then, the random
set of indices J = {j1, . . . , jk} and the corresponding set of biometric elements
V = {bj1 , . . . , bjk} are generated. At the second stage a set of digital lockers
P = {p1, . . . , pl} is being created. This set hides k using elements of subsets V.
The composition of several digital lockers allows us to re-use biometric samples.
This makes it possible to revoke and regenerate CK without disclosing biometric.

The algorithm for reconstruction of cryptographic key k from new binary
sample b̂ is presented in pseudo-code form in Algorithm 2 [16].
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Data: new biometric sample b̂ ∈ Zn, set P = {p1, . . . , pl} of digital lockers
Result: restored key k′ ∈ {0, 1}k or ∅
for i = 1, . . . , l do

Parse digital locker pi as ci and J〉 = (j1, . . . , jk);

Choose elements from biometric V̂i = b̂j1 , . . . , b̂jk ;

Compute element of key ki = unlock(V̂i, ci);
if ki = ∅ then

output empty set ∅;
end

end
Output restored key k.

Algorithm 2: Reproduction algorithm for Digital Lockers Fuzzy Extractor

Practical application of the DL extractor requires transformation of extracted
facial features b into a vector with elements from some alphabet Z [16], for
instance bit values. It can be achieved by processing biometric b = {b1, . . . , bn}
with a binarization function Q(·) : Rn −→ {0, 1}l. The following types of bina-
rization functions can be used for biometric sample b processing:

1. Sign-based binarization—bit values are extracted using the modified signum
function:

Qsign(bi) = (sign(bi) + 1)/2, i ∈ [1;n]. (1)

2. Approximation-based binarization—is closely related to well-known Shamir’s
secret sharing procedure [37]. Firstly, a set of elements is chosen using sliding
window w of size w. Then, selected elements are used as reference points for
extrapolating values outside of the window w with position (w + Δ),Δ > 0.
Finally, bit value is extracted using extrapolated value’s sign according to (1).

3. Statistics-based binarization—takes into account features of biometric’s ele-
ments distribution, for example quantiles. At first, the disribution is split
into parts using quantiles/percentiles as boundaries. Then, these parts are
enumerated in ascending order. Binarization of new elements is achieved by
taking binary representation of index for the nearest part to element.

We considered applying mentioned approaches for multidimensional vec-
tors binarization. The approximation-based binarization was considered for two
cases, namely for applying polynomial and trigonometric-based approximation
methods. The former one was done by applying Lagrange multipliers method
[15], while the latter one was based on solving the following systems of linear
equations:
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where ŵ = (w − 1)/2—be the middle element of the sliding window; K—
period of trigonometric functions. The solution of the system (2) is a vector
u = {u0, . . . , uw} used for calculation of extrapolated value:
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Finally, the bit value is extracted by applying sign-based binarization func-
tion (1) to extrapolated value.

The statistics-based binarization was done using Gray codes [21,22]. First,
the interval of biometric sample’s b elements was divided into S parts using
either predefined boundaries qs, or percentiles pre-calculated from elements dis-
tribution. These parts were indexed in increasing order from 0 to (S − 1). Then,
binary representations of indices were transformed into Gray code. Finally, new
element of biometric was binarized by taking the corresponding Gray code of
the nearest part to the element.

For the sake of brevity, we will call sign-based binarization function (1)
as sign-based binarizer, while approximation-based methods will be denoted
as polynomial and trigonometric binarizers. The statistics-based binarization
method will be denoted as Gray-code binarizer.

Also, we propose using “stable” bits of biometric’s binarized elements during
sampling stage in Gen algorithm of DL-extractor. The idea behind this proposal
is based on selection positions of bits in binarized features that remain the same
for new estimations. The stability of ith bit from binarized feature of user was
estimated according to the following formula:

sji = Pr(bi = 0), i ∈ [1; l], j ∈ {0, 1}, (3)

where s0 = (s01, . . . , s
0
l ) and s1 = (s11, . . . , s

1
l ) are vectors of probability to obtain

either “0”, or “1” bit values. Probabilities Pr(bi = 0) and Pr(bi = 1) can be
estimated using the set of user’s binarized features. Finally, elements of vectors
s0 and s1 are thresholded to determine the indices (positions) of elements that
have high probability to be binarized into “0” or “1”. The accuracy of proposed
reproduction algorithms is discussed in Sect. 4.

4 Experiments

Performance evaluation of proposed approach was done using FERET [33,34]
and VGG [32] datasets. The evaluation process was divided into several steps.



32 P. Kolesnichenko et al.

First, the images from the datasets were processed by the standard OpenCV
library [14] to detect and crop users faces.

At the second stage, facial features were extracted from prepared images
using state-of-the-art VGG-Face [32] and Sphere-Face [29] networks. The out-
put fully-connected layer of pre-trained networks was removed to obtain the
estimated features. Thus, the feature’s dimensionality was 4, 096 for VGG-Face
and 512 for Sphere-Face networks.

Then, the cross-feature distances were estimated for intra-user (related to
the same user) and inter-user (across different users) case. Estimated intra-user
and inter-user features distributions for VGG-Face and Sphere-Face networks on
considered datasets are shown in Fig. 2.

Features related to the same user are compactly packed, whereas features
related to different user are located apart for SphereFace extractor (Fig. 2c).
On the other hand, inter-user and intra-user features distribution are partially
overlapped by feature extraction from FERET dataset (Fig. 2d). In contrast, the
corresponding distributions are highly overlapped for both VGG (Fig. 2a) and
FERET (Fig. 2b) datasets if VGG-Face network is used. Thus, the distances
between the features of the same user and other users are relatively small, which
may negatively impact FE performance.

(a) Features extracted from VGG
dataset with VGG-Face network

(b) Features extracted from FERET
dataset with VGG-Face network

(c) Features extracted from VGG
dataset with Sphere-Face network

(d) Features extracted from FERET
dataset with Sphere-Face network

— intra-user features distribution, – inter-user features distribution.

Fig. 2. Histogram of cross-features distances for the same (intra-user) or different
(inter-user) users features distribution, extracted by VGGFace (a–b) and SphereFace
(c–d) networks.
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On the next stage, extracted features were binarized using sign-based Gray-
code polynomial and trigonometric binarizers with 4-elements sliding window.
Gray-code binarizer used 8 quantization boundaries qs, and the shift Δ was equal
to 0.5 for polynomial and trigonometrical binarizers. Binarized features were
given to DL-fuzzy extractor for CK generation. The threshold value T = 0.96
was used for selection of “stable” bits (3) from binarized features. The lengths
of obtained keys were: 80, 96, 128, 160, 192 and 256 bits.

Finally, the FAR and FRR were estimated using CK generated by DL-
extractor. The estimations were performed by applying the standard cross-
validation approach—the features for each user were divided into training (70%)
and test (30%) subsets. Then, the CK and corresponding helper data (set P of
digital lockers) were generated for each subset. The FAR was estimated using
the set Pi of the ith user to reproduce the corresponding key ki by jth(i �= j)
user’s features. The FRR was estimated by comparison of keys generated for ith

user on training part (ktrain
i ) and reproduced on the test part (ktest

i ). Cross-
validation procedure was performed 100 times to estimate the averaged values
of FAR and FRR.

The case of usage a of a small number of locks (NL = 5) was considered.
The box plots for FAR and FRR values estimated for the case of VGG-Face an
Sphere-Face networks are presented in Figs. 3 and 4.

Estimated values of FRR are close to 0% for VGG-Face network for all consid-
ered binarizers (Fig. 3c–Fig. 3d). Also, the FAR values are decreasing if longer
CK are used for both considered datasets (Fig. 3a-Fig. 3b). Nevertheless, the
mean values (middle line within box plots) and the variation (heights of box
plots) of FAR remain high (for more than 10%) for sign-based and polynomial
binarizers. On the other hand, the use of Gray code and polynomial binarizers
allows for preserving low (close to 0%) values of FAR, while obtaining outliers
(FAR is close to 100%) for some users.

Note that increasing NL value during key k restoration would not lead to
changes of FRR values, since we have obtained close to 0% values even for
NL = 5 locks. On the other hand, getting more trials (locks) may lead to the
corresponding increase of FAR values. Therefore, the use of VGG-Face network
based on FR module (Fig. 3) is not suitable for real-life applications.

The results obtained for Sphere-Face network (Fig. 4) drastically differ from
the previous case (Fig. 3). Here, we obtained close to 0% FAR (Fig. 4a–Fig. 4b),
but FRR has grown (Fig. 4c–Fig. 4d). Note that FRR values are considerably less
for the VGG dataset (zero mean with up to 3% variation, Fig. 4c) in comparison
with FERET dataset (close to 100% mean with up to 25% variation, Fig. 4d). It
can be explained by the differences of images collection methodology—samples
from FERET dataset were collected in controlled environment, while VGG
dataset comprises of images captured in various conditions (for various illumi-
nation, users age, presence of makeup). Thus, the features obtained from VGG
dataset are much more diverse than those from FERET. It leads to more accu-
rate selection of “stable” bits for binarized vectors and, correspondingly, the
increase of robustness of proposed method to variations of user’s facial images.
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(a) False Acceptance Rate estimated on VGG dataset

(b) False Acceptance Rate estimated on FERET dataset

(c) False Rejection Rate estimated on VGG dataset

(d) False Rejection Rate estimated on FERET dataset

— sign-based binarization, — Gray-code binarization,

— polynomial binarization, — trigonometric binarization.

Fig. 3. Box plots of False Acceptance Rate (a–b) and False Rejection Rate (c–d) depend
on cryptographic keys size for the users facial features extracted with VGG-Face net-
work.
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(a) False Acceptance Rate estimated on VGG dataset

(b) False Acceptance Rate estimated on FERET dataset

(c) False Rejection Rate estimated on VGG dataset

(d) False Rejection Rate estimated on FERET dataset

— sign-based binarization, — Gray-code binarization,

— polynomial binarization, - trigonometric binarization.

Fig. 4. Box plots of False Acceptance Rate (a–b) and False Rejection Rate (c–d) depend
on cryptographic keys size for the users facial features extracted with Sphere-Face
network.
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5 Discussion

Obtained results of performance evaluation for proposed scheme proved its effec-
tiveness in terms of providing low error levels. The case of facial biometrics was
considered only, as the most convenient for the user. However, there are ques-
tions related to its robustness to spoofing as well as the applicability of proposed
approach to other types of biometrics. Let us consider these questions in more
details.

As mentioned in Sect. 3, the proposed construction for credentials protection
is based on sequential application of feature extractor and FE to gathered bio-
metric data. Thus, the robustness of proposed scheme to alterations of biometric
data is grounded on two things—the ability of face recognizer to distinguish fea-
tures for similarly looking users (e.g. twins) and stability of bit streams extracted
by FE under feature alterations.

The majority of proposed methods for feature extraction from biometric data,
such as facial images, provide evaluation of accuracy of cross- and inter-users
identification in terms of FAR and FRR. However, evaluation methodology as
well as used reference datasets may vary across proposed face recognizer that
complicates their comparison [27,29,30,32]. To overcome this obstacle, a number
of publicly available evaluations of widespread face recognition models robust-
ness to biometric data alterations and spoofing was proposed by governmental
agencies (for example, Face Recognition Vendor Test by NIST [23]) and open
source benchmarks (such as Celeb500K, MegaFace, DigiFace-1M [11]). On the
other hand, the FE makes possible an effective counteraction to biometric data
alterations related to some user only instead of providing robustness to spoof-
ing in general. Thus, we can conclude that the reported performance of applied
face recognition models [29,32] can be used to evaluate our proposed method’s
robustness against spoofing or adversarially generated biometric samples.

The low values of FAR and FRR errors for proposed solution makes it an
attractive candidate for a wide range of scenarios related to sensitive data
restoration with biometrics. As an example, let us mention several examples
that drew public interest just recently: deriving biometric-based keys for a crypto
wallet seed [3], two-factor-based RSA key generation from password and biomet-
rics [40], to generate and recover a private key for Blockchain with biometrics [10],
Self-Sovereign Biometric IDs [13], decentralized digital identity in Metaverse [5],
decentralized Identity Data Hub with distributed storage system [25], etc. How-
ever, mentioned use cases may utilize various types of biometrics, such as facial
images, voices, keystroke dynamics to name a few. Thus, of special interest is
applicability analysis of proposed approach for other types of biometric data.

The performance analysis of proposed scheme for other types of biometric
data was done by us for voice case. Today voice assistants are widely deployed.
This makes voice biometrics an attractive candidate to be used with proposed
method for user’s credential data protection. In the paper, we considered the
case of speech data obtained from the standard Mozilla Common Voice open
dataset [9]. The sub-set of 51, 000 speakers with at least three audio files for
each speaker was used during our evaluation.
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The speech signals were processed in several steps. First, the modern X-
VectorsNet neural network [39] was applied to extract features from the speech.
Then, obtained features were binarized using Gray code similar to Sect. 3.2.
Finally, the binarized features were processed usingDL extractor. The locker’s
size was varied from 66 to 84 bits with the step of 2 bits, while the amount of
lockers varied from 9, 000 to 12, 000 with the step 1, 000.

The dependencies of FAR and FRR on parameters of used DL fuzzy extractor
estimated on Mozilla Common Voice dataset are presented in Fig. 5.

- 11k lockers - FAR.jpg - 11k lockers -
FAR.jpg

(a) False Acceptance Rate

- 11k lockers - FRR.jpg - 11k lockers -
FRR.jpg

(b) False Rejection Rate

Fig. 5. The dependencies of FAR (a) and FRR (b) on the extracted acoustic features
dimensionality and bitsize of lockers at fixed number (11,000) of lockers for DL fuzzy
extractor. The standard deviation of estimated error level for other number of lockers
does not exceed 1% for FAR and 2% for FRR respectively. Note that values at X and
Y axes for (a–b) are sorted in reverse order for better clarity of presented plots.

The estimated FAR and FRR values are similar for both voice (Fig. 5) and
facial biometrics (Fig. 3 and 4)—close to 0% FAR and near 5% FRR. This proved
the effectiveness of proposed approach in case of applying the technology to dif-
ferent types of biometrics. Obtained results for voice biometric conformed with
the evaluation reports for the state-of-the-art commercial systems for speaker
identification [42]. Nevertheless, note that the performance of the approach con-
siderably depends on the feature extractor that was used. This means feature
extractor must be selected carefully.

For practical application on mobile devices, computational efficiency and
low memory utilization are important. Proposed method requires to store a
piece of public data (a hint) and to process the inputted facial images by neural
networks. The evaluation of computational and storage overhead was done using
the prototype for smartphone Samsung Galaxy S22 (with Android 13 on board).
Measured memory consumption and the duration of CK generation/retrieving
procedures are represented in Table 1 and Table 2 respectively.
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Note that these evaluation results were obtained for CPU-only execution of
considered neural networks. The processing duration can be reduced if mobile
device’s graphical or neural hardware processing units are used.

Table 1. Dependency of hint size on cryptographic key size and locks number. Mea-
surements are presented in KB.

Locks Cryptographic key size (bits)

80 96 128 160 192 256

5 1.95 2.27 2.89 3.52 4.14 5.39

10 3.91 4.53 5.78 7.03 8.28 10.78

50 19.53 22.66 28.91 35.16 41.41 53.91

100 39.06 45.31 57.81 70.31 82.81 107.81

Table 2. Dependency of cryptographic keys generation/retrieving procedure duration
for 128 bits key for VGG-Face and Sphere-Face networks. The case of sign-based bina-
rizer (1) is considered. Measurements are presented in milliseconds.

VGG-Face network Sphere-Face network

max min mean std max min mean std

Feature extraction 1215.65 854.59 1081.28 45.28 466.74 304.92 365.45 28.92

Key generation 144.12 114.28 124.19 8.97 77.37 37.42 56.99 12.99

Key retrieval success 68.77 1.52 17.45 19.44 15.17 1.52 11.93 6.34

fail 137.54 114.28 125.16 7.49 65.74 48.55 56.08 5.04

The hint size scales linearly with the number of locks. It remains relatively
small (up to 58 KB) even for 128-bits cryptographic key and 100 locks for used
fuzzy extractor (Table 1).

The mean time of features extraction procedure differs for VGG-Face and
Sphere-Face networks up to 3 times (Table 2). The reason is significant differ-
ence of layers count—38 layers for VGG-Face and only 10 layers for Sphere-Face
networks. The mean duration of key generation is relatively small for both net-
works (about 124 ms for VGG-Face and 57 ms for Sphere-Face) and depends only
on parameters of DL-extractor. On the other hand, the key retrieval duration
may vary substantially—from 11.9 ms (only part of locks are used for successful
key recovery) to 125.2 ms (all locks are used, while key k was not restored).

6 Conclusion

We proposed a technology to produce a cryptographic key with essential secu-
rity properties (entropy, length and bit stream stability) from user’s biometrics.
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Unique features are small hint size and low computational overhead. The reli-
able extraction of keys from noised biometric samples (facial images and speech
signals) is achieved by using DL fuzzy extractor.

The prototype of proposed system was developed and tested on the standard
VGG and FERET datasets of facial images and Samsung Galaxy S22 phone.
Evaluation results confirmed close-to-zero values of FAR and FRR metrics (near
0%) in case of real-life images (VGG dataset) and applying of state-of-art Sphere-
Face convolutional neural network for feature extraction. In addition, the advan-
tage of proposed approach is small size of public information to be used for CK
restoration—about 58 KB hint size for 128-bit key. The important feature of pro-
posed technology is the ability to use various types of biometrics as the sources
for encryption key. In this work we used facial images and voice. However, others
types of biometrics, such as fingerprint and iris, can also be considered.

The technology can be applied to improve modern password managers. It is
privacy-friendly (sensitive biometric data never leaves the device), secure against
device loss (no sensitive data is ever stored on the device) and does not require
the user to select and remember any master password. In comparison with the
existing state-of-the-art methods, such as FaceID, proposed approach provides
the way to use biometrics not only for user identification, but also for crypto-
graphic scenarios (encryption and digital signing).
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Abstract. Zero Trust Architecture (ZTA) is a security model based on
the principle “never trust, always verify”. In such a system, trust must
be established for both the user and the device for access to be granted.
While industry adoption of commercial ZTA solutions is accelerating,
the state of open-source implementations has yet to be explored. To that
end, we survey open-source implementations of zero trust components
and put forward a set of ZTA specific requirements to evaluate against.
We also identify seven major challenges that hinder the adoption and
deployment of open-source zero trust solutions. Our results show that
implementations for individual components are much more mature com-
pared to “all-in-one” ZTA solutions. The interoperability between solu-
tions and the development of inter-component protocols are the main
areas in which improvements can be made. Despite encouraging devel-
opments, we conclude that building ZTAs on top of open-source compo-
nents is difficult.

Keywords: zero trust architecture · distributed systems security ·
authentication · authorization

1 Introduction

Network security has always been adapted and improved, both operationally and
conceptually, to cope with new requirements and challenges of an ever-changing
IT landscape. Despite this, the volume and impact of attacks against IT sys-
tems are increasing yearly. Existing perimeter-based network security cannot
cope with today’s requirements: Due to work-from-home, cloud computing, and
BYOD policies, an organization’s perimeter can no longer be clearly defined
and protected. Furthermore, as the software and hardware landscape is becom-
ing more diverse, enforcing strict access control policies in such heterogeneous
environments can be challenging.

Zero Trust Architecture (ZTA) is one of the more recent concepts in network
security. It can be summarized as “never trust, always verify” [1]. In contrast to
the existing perimeter-based network security model, no inherent trust or priv-
ileges are granted based on the user’s or device’s physical or logical location.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
R. Rios and J. Posegga (Eds.): STM 2023, LNCS 14336, pp. 42–61, 2023.
https://doi.org/10.1007/978-3-031-47198-8_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47198-8_3&domain=pdf
http://orcid.org/0000-0002-2904-4758
http://orcid.org/0000-0002-8960-6986
http://orcid.org/0000-0001-8904-0620
https://doi.org/10.1007/978-3-031-47198-8_3


‘State of the Union’: Evaluating Open Source Zero Trust Components 43

Instead, a trust algorithm mediates access based on user, device, and service
authentication and authorization. ZTA is a promising, significant change in net-
work security philosophy compared with existing approaches and ideas.

While ZTA was conceived almost 20 years ago [2], it took considerable time
for the first large-scale implementations. After a significant data breach known
as “Operation Aurora” in 2009, Google implemented ZTA and subsequently pub-
lished an article series [3] called “BeyondCorp” in 2014. Netflix [4] and Microsoft
[5] also adopted ZTA in the last few years. Market research [6] shows that large
parts of the industry are planning to transition their networks to ZTA in the near
to medium-term future. To that end, “ZTA-as-a-service” offers by large enter-
prises seem to be the primary driving factor. It appears that the availability and
maturity of open-source software and protocols necessary for implementing ZTA
is an under-researched field.

Therefore, we want to answer the following research questions: (1) What are
specific requirements for ZTA components? (2) To what extent do existing and
emerging ZTA software solutions and protocols meet these requirements?

Our contributions are: (1) an overview of currently available and emerging
ZTA software and protocols, (2) an evaluation of their features and maturity
and (3) an analysis of specific requirements for ZTA components. In addition,
our results can be used to select suitable solutions for a specific context.

The remainder of this work is structured as follows: We begin by discussing
related work in Sect. 2 and lay out our methodology in Sect. 3. ZTA compo-
nents and protocols, together with their requirements, are defined and analyzed
in Sect. 4. Existing and emerging ZTA software and protocols are discussed in
Sect. 5. We evaluate the solutions and present our results in Sect. 6. Challenges
and future work are discussed in Sect. 7 and the paper concludes with Sect. 8.

2 Related Work

High-level requirements, or principles, for ZTA are well established and have been
discussed extensively in the literature. NIST [1] defines seven tenets for ZTA.
Kindervag, in [7], laid out reasons and key concepts for ZTA. ZTA core principles
from a business perspective and example use-cases were proposed in a white
paper by The Open Group [8]. In a later publication from the same consortium,
these principles form the basis for nine high-level commandments for ZTA. While
a universally accepted definition of ZTA is yet to be established, consensus for
all high-level requirements formulated in these publications emerged.

Requirements have also been discussed for specific use-cases: Rose, in [9],
proposes requirements for the implementation of ZTA at federal agencies. Rules
for integrating legacy devices into Industrial Control Systems (ICS) based on
ZTA were proposed by Køien, see [10]. The literature also provides requirements,
challenges and lessons learned regarding real-world ZTA realization. Google pub-
lished an article series dubbed “BeyondCorp” in 2014, see [3], discussing their
approach and application of ZTA in great detail. Similarly, Netflix presented
their implementation of ZTA in 2018, see [4]. While specific applications or use-
cases can have more nuanced demands, the general principles for ZTA still hold.
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For this reason, our aim is to formulate and evaluate requirements in an agnostic
manner.

Three major surveys of the literature concerning ZTA have been published
in the last two years. Yuanhang et al., see [11], conducted a survey of the aca-
demic literature, analyzing and comparing ZTA, identity and authentication,
access control mechanism, and trust evaluation mechanisms. This work focused
on advantages and disadvantages, current challenges and future research trends
for ZTA. Buck et al., see [12], did a systematic literature review including gray
literature. The authors state that ZTA has been gaining more and more inter-
est in both academia and practice over the last few years, as measured by the
number of publications per year. They also state that the literature primarily
focuses on conceptual issues and benefits of ZTA, while user-related aspects and
possible drawbacks are neglected. Finally, Seyed et al., see [13], surveyed the
literature and specifically discussed authentication mechanisms, access control
schemes, and encryption in the context of ZTA.

We also reviewed academic work with regard to federation in ZTA, as this
concept is highly relevant for ZTA components. The topic was explored by Olson
et al., see [14]. In this work, four design objectives for a distributed trust mech-
anism were given. These design objectives are further broken down into require-
ments resulting in a federated zero trust architecture in which trust is established
via an additional, external proxy component. The concept of Zero Trust Federa-
tion (ZTF), together with a proof of concept implementation, was published by
Hatakeyama et al., see [15]. Federated operation raises privacy concerns as con-
text information about the user must be exchanged. The ZTF approach allows
users to retain control over this information when exchanging with third par-
ties. This is made possible through the use of the Continuous Access Evaluation
Protocol (CAEP) [16] and User Managed Access (UMA) [17], an extension for
OAuth2.0 [18].

While some publications in the area of zero trust touch the question of
requirements for specific components, to the best of our knowledge this is the
first academic work that collects and summarizes requirements for each compo-
nent of a ZTA and evaluates available software solutions and protocols against
these requirements.

3 Methodology

All data used in this work was acquired in April 2023. Google Scholar, the
BASE database and the backward snowballing technique [19] were employed to
collate relevant academic publications. While we did not use a specific search
string, we included works in the field of zero trust that discuss general and
specific requirements, broad surveys, and federation related publications in the
context of zero trust architecture. Gray literature and inaccessible documents
were excluded from the results.

Google, Github and the backward snowballing technique were used to find
suitable open-source zero trust software solutions and protocols. Our keywords
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for this search were zero trust software, zero trust implementation and open
source zero trust. We excluded abandoned, undocumented and proprietary solu-
tions.

The selection of requirements for components was done as follows: Require-
ments concerning components were collected from related work, the primary
source being the NIST standard. We extended this initial set by adding needed
requirements for inter-component communication and federated operation. The
resulting set of requirements was then reviewed and discussed individually with
each member of our group. This review process was repeated twice, at which
point consensus emerged.

4 Architecture and Requirements

For this work, we use NIST’s definition of ZTA: “Zero trust architecture (ZTA)
is an enterprise’s cybersecurity plan that utilizes zero trust concepts and encom-
passes component relationships, workflow planning, and access policies. [...]” [1].
Moreover, we note that NIST discusses four primary components: The Policy
Enforcement Point, the Policy Decision Point, the Policy Information Point,
and optionally a client-side agent. These components were initially defined in
XACML [20]. They are used to establish trust and mediate access to resources
by evaluating authentication, authorization and assurance information for users,
devices and services.

Before discussing the components and defining their specific requirements,
we reflect upon the general architecture of ZTA and the vital concept of feder-
ation between ZTAs. In addition, we discuss the “control plane”, i.e., the inter-
component communication layer. All requirements listed in the following sec-
tions, together with a detailed description, can be found in Appendix A.

4.1 Architecture

ZTA is a fundamentally different approach to network security compared to exist-
ing perimeter-based networking. Instead of defining multiple zones with different
“trust levels” such as the Internet, a demilitarized zone (DMZ) and the intranet,
in ZTA, every asset and the network between assets is considered untrusted by
default. In perimeter-based networking, much effort is made to separate these
zones, for example by using firewalls and employing physical access control.
While ZTA does not attempt to separate assets into zones, a strict separation is
done based on the content of transmitted data: Control functionalities, i.e., all
communication done between ZTA components, reside on the “control plane”,
while all other data transfer happens on the “data plane”.
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The architectural aspects of ZTA have been studied extensively in the past.
NIST, in [1], defined four major ZTA types together with requirements for ZTA
components, use-cases for ZTA and possible threats. We exclude the “Resource
Portal” and “Device Application Sandboxing” models, as they do not incorpo-
rate a client side agent. Instead, we focus on the classic “Enclave” and “Device
Agent/Gateway” deployment models. Figure 1 shows a generic ZTA based on the
latter model, with ZTA specific components depicted in dark blue. It contains the
four main components, i.e., a Policy Information Point (PIP), Policy Enforce-
ment Point (PEP), Policy Decision Point (PDP), an agent, a subject accessing a
service via an endpoint and further data sources. In addition to the components
themselves, we identified five communication flows between components which
are specific to ZTA. They are numbered and discussed in the following sections
at the affected components. The remaining, unnumbered flows are not specific
to ZTA and can be realized with existing protocols and APIs.

Fig. 1. Generic Zero Trust Architecture with all communication flows

4.2 Federation

In a federated system, multiple distinct entities or organizations collaborate to
form a new, larger entity. Trust between participating organizations needs to be
established beforehand. In the context of ZTA, federation can be achieved by
connecting multiple independent ZTAs to allow seamless data exchange.

User, asset and policy-related information must be exchanged for federated
operation. When multiple ZTA’s collaborate in this way, that set of information
is extended – while all other aspects of ZTA stay essentially the same. PDPs and



‘State of the Union’: Evaluating Open Source Zero Trust Components 47

possibly PIPs need to support this mode of operation, e.g., the sharing of data
between parties. From an architectural perspective, ZTA is therefore well suited
for federated operation.

4.3 Policy Enforcement Point

The PEP is responsible for enforcing access decisions made by the PDP. From
a network perspective, the PEP must be located anywhere between the source
and the target of every connection. Moving the PEP closer to the target can be
advantageous, as the scope of the trust zone is reduced or even eliminated in
case of direct integration in the target application.

We evaluate PEPs based on the following three requirements: (1) The
architecture, i.e., integrated into the target application, as a proxy component
between client and service, and client-side. (2) The protocol used for interacting
with the PDP is also a requirement, see Flow 1 in Fig. 1. (3) Push-based demo-
tion and termination of sessions are advanced capabilities a PEP can support
and therefore another requirement.

4.4 Policy Decision Point

The PDP is the central component of every ZTA and is responsible for validating
and deciding every single access request. Authentication and authorization need
to be considered separately here. The PDP needs to authenticate every request,
i.e., validating that the requesting party is actually the one it claims to be. This
process is usually delegated to Identity and Access Management (IAM) solutions.
Authorization is ensured by evaluating the policy. The decision can then be
based on authenticated user and, ideally, device information. Usually, services
or applications make some authorization decisions themselves. With ZTA, it is
possible to move these authorization decisions to the PDP. This approach allows
centralized and fine-grained access control schemes to be realized at the PDP.

We evaluate PDPs based on the following five requirements: (1) Supported
policy languages, (2) options for ingesting policies, and (3) mechanisms for policy
storage are crucial. (4) As a PDP needs to communicate with PEPs, PIPs,
and possibly other PDPs, the respective protocols for these purposes are also
evaluated, see Flows 1–3 in Fig. 1. (5) The last requirement is the support for
federated operation.

4.5 Policy Information Point

The PIP is another central component in every ZTA. It collects all data needed
for making policy decisions from various data sources. This information is then
offered to the PDP in a standardized manner. Therefore, the distinction between
PDP and PIP is only functional, allowing the PIP to be possibly integrated into
the PDP.

We evaluate PIPs based on the following four requirements: (1) Data sources,
i.e., all supported means of acquiring data from external systems and databases.
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(2) Since PIPs need to interact with them, supported Identity Providers (IdPs)
are another central requirement. (3) The query protocol, i.e., the protocol the
PIP offers to PDPs is also relevant, see Flow 2 in Fig. 1. (4) PIP-to-PIP com-
munication support, e.g., in distributed or federated environments is the last
requirement, see Flow 4 in Fig. 1.

4.6 Agent

The agent is installed at the endpoint or integrated into the operating system. It
collects relevant information about the host system, such as the operating system
version and device trust related data. This information is collected centrally
and can be used by the PDP during policy evaluation. It is important to note
that some solutions use the agent to establish connections or tunnels to legacy
applications or services. This functionality can also be realized via proxies or
standalone software and is not necessarily part of the agent nor a requirement.
We argue that it is impossible to realize all fundamental ZTA goals in an agent-
less ZTA, a view also expressed by NIST, see [1]. Without this component the
PIP gains no knowledge about the state of the requesting device, making device
trust based decisions infeasible.

We evaluate three requirements for agents: Capabilities for (1) hardware
and (2) software collection, i.e., the types of data it can collect about the host
system. (3) The protocol used to transmit this data to PIPs or PDPs is the last
requirement, see Flow 5 in Fig. 1.

4.7 Control Plane

Communication within a ZTA can be logically separated into the “data plane”
and the “control plane”. The actual communication is done on the data plane,
while management and control functionalities reside on the control plane. ZTA
components must therefore support protocols for communication on the control
plane. All protocols need to guarantee integrity, confidentiality, and reliability.
Non-functional requirements such as performance are out of scope for this work.

To the best of our knowledge, the current protocols for these communication
flows are either proprietary or custom-developed and tightly integrated into the
respective software solution without ongoing standardization efforts. Due to this
tight coupling, the protocols are evaluated as part of the component in question.

5 Implementations and Protocols

Our systematic analysis of ZTA software solutions and protocols suited for usage
on the control plane resulted in several implementations and emerging standards
that we discuss in the following sections. For each solution, we analyze and
discuss use-cases, implemented components, supported features, interfaces, and
finally, security properties of employed protocols.
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The Envoy Proxy project is a proxy component for micro-services, i.e.,
cloud-native applications [21]. The software is supposed to be installed on the
application server and secures communication between applications by tunneling
via mTLS connections. Envoy can tunnel any TCP/UDP traffic. In addition, a
variety of application protocols are supported, for example, HTTP, Redis, and
Postgres. While the primary use-case is securing service-to-service communica-
tion, Envoy can also be used as an edge proxy that accepts requests from clients
and forwards those to services. The authorization decision for incoming requests
can be delegated to external components via custom filters. Envoy can there-
fore be combined with other zero trust solutions to work as a PEP and can be
deployed on Linux, macOS, Windows, and Docker containers. Envoy is licensed
under the Apache License 2.0.

OpenZiti offers a complete zero trust solution comprising all necessary com-
ponents: A PEP (EdgeRouter), a PDP (Controller), a PIP (integrated into the
controller), a client software (Client) and a custom developed control plane pro-
tocol [22]. Endpoints must use the Client to access applications secured with
OpenZiti. EdgeRouters form a mesh and are able to tunnel TCP or UDP-based
protocols over untrusted networks. The final EdgeRouter in front of the target
application (from a networking point of view) terminates the secure tunnel. In
addition to the tunneling mechanism, OpenZiti offers SDKs for C, C#, Swift,
and REST. Applications built on top of the SDK can directly interface with the
OpenZiti network without needing to terminate the tunnel. The access policy
is configured at the Controller. It offers “posture checks” that can be used for
authentication and device assurance: (1) operating system type and version, (2)
network adapter MAC address, (3) external MFA with a configurable timeout,
(4) running applications defined by the path of the executable, and (5) windows
domain membership. All connections inside an OpenZiti network are secured
using mTLS with X.509 certificates. OpenZiti can be deployed on Linux, Win-
dows, macOS and Docker containers. The client component additionally supports
Android and iOS. All components except the client applications for proprietary
operating systems are developed as open-source software and licensed under the
Apache License 2.0.

Tailscale is a modern zero trust capable VPN solution that can be used to
build secure tunnels to services and applications over untrusted networks [23].
Tailscale consists of the client software installed at every host that should be
part of the network and the central server software. The clients form a mesh
network that securely tunnels traffic. The central coordination server is hosted
by Tailscale Inc. and coordinates the distribution of authentication keys and
access policies. A third-party open-source implementation of the coordination
server called “Headscale” is also available [24]. More complex setups are also
possible. For instance, Tailscale is able to construct complete VPN tunnels that
encompass all traffic originating from the client, so-called exit nodes. Tailscale is
based on Wireguard, a modern VPN protocol and software, see [25]. The client
software is available for Linux, BSD, Windows, macOS, iOS, and Android. The
coordination server software is available for Linux, BSD, Windows, and macOS.
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Tailscale is licensed under the BSD 3-Clause license while the client software
user interface code for Windows, macOS, and iOS is proprietary.

Pomerium is an access proxy solution comprised of four components: (1)
the proxy service, responsible for tunneling all traffic, (2) the authentication
service that connects the IdP to the system and manages session cookies, (3)
the authorization service that validates every request against a dynamic access
policy, and (4) the “Data Broker Service” that stores session information, iden-
tity data, and tokens [26]. The authorization and authentication components
check the context of the request, the requesting user’s identity and the device
identity. Pomerium supports all HTTP-based traffic and allows tunneling arbi-
trary TCP-based traffic via HTTP. Applications managed by Pomerium receive
the user’s identity via a signed JWT. The JWT’s signature can then be veri-
fied by the application. Communication between the components is using gRPC
secured with X.509 certificates. Communication between Pomerium and services
or applications is secured via mTLS with X.509 certificates. Pomerium is licensed
under the Apache License 2.0 and can be deployed on Linux, macOS, and Docker
containers.

Boundary is an identity-based access solution consisting of the client soft-
ware, “Controller” and “Worker” nodes [27]. Both types of nodes can operate
redundantly for scaling and failover functionality. Client access requests are
authenticated via a controller node, while worker nodes act as proxies for the
actual application data. The communication between the service or application
and worker nodes is unencrypted, as the secure tunnel is terminated at the
worker node. Communication between nodes is based on mTLS secured with
X.509 certificates. Boundary can be deployed on Linux, Windows, and macOS
and is licensed under the Mozilla Public License 2.0.

Ockam is a library for secure end-to-end communication [28]. It serves as
a PEP and can be used to build zero trust capable Rust applications. Key
establishment, rotation, and revocation as well as attribute-based access control
mechanisms are supported. Ockam supports TCP, UDP, Websockets and Blue-
tooth as transport protocols. Ockam applications establish secure channels via
the Noise Protocol Framework or the X3DH protocol [29]. Ockam is licensed
under the Apache License 2.0.

Oathkeeper is a zero trust capable HTTP reverse proxy with an integrated
decision API [30]. It can be used as a combined PEP and PDP while also sup-
porting PDP functionality in standalone mode. The reverse proxy ensures that
requests satisfying the access rule pipeline are forwarded to the upstream server.
The access rule pipeline consists of four components: (1) Authentication handlers
inspect and validate HTTP traffic using sessions (cookie-based), tokens, OAuth
2.0 or JWTs. (2) Authorization handlers check access permissions based on Ory
Keto or arbitrary remote HTTP and JSON endpoints. (3) Mutation handlers
can be used to transform and augment authentication information into formats
the authentication backend understands. This includes creating signed JWTs,
arbitrary HTTP header data and cookies. Authentication information can also
be enriched by querying external APIs. (4) Error handlers that define behavior
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in case authentication or authorization fails. Options include JSON responses,
HTTP redirects, and HTTP 401 “WWW-Authenticate” responses. The access
control API can also be connected to Ambassador, the Envoy proxy, AWS or
Nginx.

Keto, see [31], is an open-source implementation of Zanzibar [32], an autho-
rization system developed by Google. It can be used as a PDP. Keto stores
the policy as relation tuples between subjects and objects. Relation tuples form
a graph from which permissions can be deducted. Relations can be queried via
HTTP and gRPC API endpoints, allowing read operations to check permissions,
query relations, and list objects. Write operations can be used to modify, insert
and delete objects and relations. Access to Oathkeeper and Keto APIs is secured
using HTTPS. Both solutions can be deployed on Linux, macOS, Windows, and
FreeBSD and are licensed under the Apache License 2.0.

The Open Policy Agent (OPA) is a general-purpose, open-source policy
engine [33] that can be used as a PDP. Together with the declarative “REGO”
policy language, it allows the creation and execution of fine-grained policies
that can be used to build ZTAs. OPA offers an HTTP REST API for evaluat-
ing policies that returns JSON data. In addition, OPA can be integrated into
Go applications via an SDK. Policies can also be compiled into WebAssembly
instructions and can be embedded into any WebAssembly runtime. OPA can
be deployed on Linux, macOS, Windows, and via Docker containers. OPA is
licensed under the Apache License 2.0.

The Secure Production Identity Framework For Everyone (SPIFFE)
and the accompanying SPIFFE Runtime Environment (SPIRE) are a stan-
dard and reference implementation for identification, attestation and certificate
distribution in dynamic software systems [34]. The SPIFFE standard defines
SPIFFE IDs that can be used as identities for services. These IDs can be encoded
into SPIFFE Verifiable Identity Documents (SVIDs), cryptographically verifiable
documents, i.e., certificates. SPIFFE also defines an API for issuing and retriev-
ing SVIDs called the “Workload API”. SPIRE implements SPIFFE and offers
additional features. SPIRE consists of agents installed alongside the application
or service and a server component. SPIRE can perform node and workload attes-
tation and registration as well as rotate keys and certificates. It also provides
services with access to secret stores and databases and enables federation of
SPIFFE systems across trust boundaries.

SPIREs API endpoint is offered by the agent and used by a workload for
creating and validating SVIDs. Communication uses gRPC over a Unix Domain
or TCP socket. As SPIFFE is often used to establish a root of trust, TLS must
not be required by implementations. The communication between the agent and
the central server component is secured using mTLS with a pre-shared “bootstrap
bundle”.

In the context of ZTA, SPIFFE/SPIRE can be used as part of the control
plane. It can be used to quickly and securely retrieve, rotate, and manage ser-
vice identities and corresponding keys in cloud environments. In this context,
containers for services are usually rapidly deployed and decommissioned. This is
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the primary use-case for SPIFFE/SPIRE, as requirements differ from traditional
mechanisms for identity management of client devices and servers. It is licensed
under the Apache License 2.0.

The Shared Signals Framework (SSF) is currently being developed by the
“Shared Signals Working Group” at the OpenID foundation and aims to stan-
dardize a security event sharing protocol [35]. The OpenID foundation plans
to develop and provide a reference implementation for SSF to facilitate inter-
operability testing. Two profiles have been developed for SSF: The Continuous
Access Evaluation Protocol (CAEP) and the Risk Incident Sharing and Coordi-
nation (RISC). CAEP was proposed by Google [16] and later merged into SSF.
Without Continuous Access Evaluation, access decisions are only made once
before establishing connections. To fully realize the benefits of ZTA, access deci-
sions must be evaluated continuously. To that end, CAEP standardizes events
for communicating access property changes between zero trust components. For
example, the “Device Compliance Change”-Event can signal that a device no
longer fulfills an organization’s security policy, possibly including a reason. Such
an event could be generated by an agent, received by a SIEM, and later taken
into account during policy evaluation at the PDP. RISC is the second profile in
development. It focuses on transmitting events and information concerning user
account security. While not an integral part of ZTA, it can be used for collabora-
tion in federated scenarios. Events have been specified to signal changes related
to accounts, credentials and recovery information. For example, RISC can be
used to prevent attackers from using compromised credentials several times at
different providers. As SSF is built upon Security Event Tokens (SET), see [36],
TLS 1.2 or higher must be supported for the transport of events. In addition,
SETs must be encrypted in case they contain personally identifiable information
(PII) and must ensure integrity, for example by using JWS [37].

Other solutions and commercial offers were found during our search
but not included in the evaluation: “beyond” [38] and “helios” [39] are zero trust
HTTP access proxy solutions. Due to missing documentation and stalled devel-
opment, these solutions were not considered. “TRASA”, see [40], is an identity
and context aware access proxy. It can be used to secure remote access to internal
services. TRASA supports RDP, SSH, HTTP, and MySQL. Since the develop-
ment of TRASA has stopped in December 2021, it was excluded from the evalu-
ation. “Pritunl Zero”, see [41], is a zero trust proxy solution for SSH and HTTP
connections. While under active development, this software is licensed under a
custom license that only allows non-commercial use and forbids the distribution
of derivative works. It primarily serves the use-case of centralizing the manage-
ment of SSH keys through a custom-built certificate authority and a custom SSH
client. The offered authentication options are limited, and the solution supports
neither device authentication nor assurance. The developers offer a commercial
and proprietary solution called “Pritunl” with extended features and support.
For these reasons, Pritunl Zero was excluded from the evaluation.

In addition to the open-source solutions described and discussed in the
previous sections, we discovered multiple commercial zero trust offers. Google
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(BeyondCorp Enterprise) and Microsoft (integrated into Microsoft 365) are the
primary vendors in this context. Both are cloud-based and offer advanced solu-
tions for zero trust security. These solutions are proprietary, hosted and operated
by third parties. Therefore, their capabilities cannot be evaluated like it is the
case with open-source software and are of lesser academic interest. Finally, NIST
is working on a practice guide titled “Implementing a Zero Trust Architecture” in
cooperation with industry partners, see [42]. The goal is to introduce a reference
ZTA built on commercially available technology.

6 Evaluation

A comparison of the nine ZTA software systems analyzed in this work is shown
in Fig. 2. It is based on the generic ZTA constructed in Sect. 4. The implemented
components are highlighted for every software system investigated in this work.
The following evaluation is done on a per-component basis for the requirements
defined in Sect. 4 and listed in Appendix A. General findings and directions for
future work are discussed in Sect. 7.

Fig. 2. Component-wise comparison of ZTA software

6.1 Policy Enforcement Point

Existing solutions support all three architectures for PEPs. Support for proxy
mode is implemented in all solutions except Ockam, a library that can be used
to build zero trust capable applications. Integrated and client-side PEP oper-
ation is only provided by two solutions. This result can be attributed to the
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fact that many solutions build tunnels for the transmission of data plane and
inter-component communication. The protocol to connect PEPs to PDPs is self-
developed in nearly all solutions. This prevents interoperability, i.e., mixing com-
ponents from different vendors. The only exception is the Envoy proxy project,
a standalone PEP implementation with vast filtering and processing capabilities
for requests. Envoy can query PDPs via gRPC and standalone HTTP calls, mak-
ing it the most capable solution in this regard. Finally, push-based demotion or
termination of connections is not documented for any solution. We assume that
this advanced capability was not prioritized in the past. We conclude that exist-
ing PEPs partially meet the requirements we defined, although interoperability
and non-tunnel based operation is lacking.

6.2 Policy Decision Point

The primary requirement for PDPs is the language in which policies are
expressed. Only the Open Policy Agent uses a well-defined language for this pur-
pose (REGO), while all other solutions implement custom languages. It is unclear
why most examined solutions do not implement established policy languages
such as XACML. Policies can be ingested via various means in all solutions,
with CLI-based configuration being the most common method. We note that
none of the solutions allow querying external databases, which would be ideal
for large-scale and distributed ZTA environments. Similarly, only two solutions,
Pomerium and Boundary, support external storage of configured policies, with
the remainder supporting local storage only. The protocol for PDP-to-PIP com-
munication is custom developed by OPA, Boundary and Pomerium. In all other
solutions, the PIP is either part of the PDP itself or querying PIPs is unsup-
ported. For PDP-to-PEP communication, Oathkeeper and OPA implement a
custom-developed REST API, while Keto supports HTTP and gRPC APIs. All
other solutions use custom, non-interoperable protocols. Finally, PDP-to-PDP
communication, and therefore federated operation, is not supported by any of the
evaluated software systems. To conclude, existing PDPs are more mature than
PEPs, especially the standalone OPA, which is build for this exact purpose.
However, self-developed policy languages and inter-component communication
protocols are areas in which the requirements are not properly met.

6.3 Policy Information Point

We were unable to locate standalone implementations for PIPs. Instead, the
examined solutions implement the PIP as part of the PDP. This can serve as
an explanation to why no solutions supports external data sources apart from
Tailscale, Headscale, and Pomerium, which are able to use authentication data
from IdPs. They support a vast number of IdPs, among them G Suite, Azure,
and generic OIDC or SAML providers. In addition, all solutions use an internal
RBAC model for configuring an access policy. None of the solutions support a
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protocol for connecting to PDPs, because they merge the PDP and PIP compo-
nents allowing data exchange to happen internally. For the same reason, feder-
ated operation is also unsupported in all solutions. This allows us to conclude
that the requirements for PIPs are not fulfilled in any solution.

6.4 Agent

Data collection about the host system’s software and hardware is the main
functionality for agents. None of the solutions fulfill these requirements in a
strict sense, i.e., collecting and transmitting this data to an external compo-
nent such as a PIP. Instead, agent implementations in Boundary, OpenZiti, and
Tailscale establish tunnel connections to virtual overlay networks which termi-
nate at PEPs. OpenZiti is the only solution with rudimentary device assurance
checks during connection establishment, e.g., validating operating system type
and version. This also results in custom developed protocols for Agent-to-PIP
communication in solutions that implement this feature. Microsoft’s zero trust
solution encompasses an agent component called “Intune” that is integrated in
the Windows operating system. It is a notable exception with regard to the data
collection requirement, as vast information about the state of both software and
hardware of the host can be collected and evaluated centrally. As Intune is a pro-
prietary, commercial solution, it can not be used in combination with third party
ZTA components. We conclude that in a strict sense, no open-source implemen-
tations of agents exist, and therefore, none of the requirements are fulfilled.

7 Challenges and Future Work

In Sect. 5 we discussed the various aspects of current software solutions and
protocols for ZTA. The requirements for the evaluation were explained in Sect. 4
and matched to the solutions in Sect. 6. Based on our detailed analysis, we can
identify the different challenges we have observed and formulate directions for
future work in this field. In this section, we discuss them in detail.

Interoperability: Our current networks are based on open standards that allow
communication between individual solutions. This interoperability was crucial
for the success of many network technologies. In the field of ZTA, we currently
see many proprietary solutions that do not allow this interoperability between
implementations. Complete solutions that implement all four primary ZTA com-
ponents such as OpenZiti, Tailscale, and Pomerium offer few or no means to
interoperate with other solutions. Partial solutions such as Envoy or OPA imple-
ment specific components and are better positioned in this regard by offering
custom API endpoints. Nevertheless, interoperability is a significant challenge
with existing solutions and a promising direction for future work. Standards for
inter-component communication need to be standardized and implemented.
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Control Plane: We assess that no open standards or protocols exist specifi-
cally for communication between ZTA components on the control plane. This
applies to both communication between individual components deployed as
part of the same ZTA, for example, between a PEP and the PDP, and inter-
organizational communication in the federated scenario, i.e., between PDPs.
Promising standardization efforts such as SSF are ongoing. SSF aims to address
inter-organizational and inter-service security event sharing. This is an essen-
tial step towards improving the overall security posture of IT systems and not
limited to ZTA. These protocols and standards need to be developed in the
future. Research in this direction can foster the adoption of ZTA by allowing
cross-vendor component compatibility.

Federation: As discussed in Sect. 4.2, ZTA is an ideal candidate for federated
operation. We notice that none of the solutions we assessed support federa-
tion, which is not surprising given the lack of suitable control plane protocols.
Academic work concerning this topic is also sparse. As the adoption of ZTA pro-
gresses, the importance of federated operation will rise accordingly. We therefore
see the possibility for future work in federated architecture, policy evaluation in
federated systems, and privacy-related aspects.

Device Trust and Assurance: Existing solutions are well-positioned with
regard to user authentication. However, device identification, trust, and assur-
ance are severely lacking, as none of the solutions support an agent with the
necessary capabilities. Including information about client devices in the decision
process of the PDP is one of the main tenets of ZTA. This provides a variety
of directions for future work. For example, research can focus on how to acquire
this data in specific scenarios such as enterprise IT or cloud setups. Extending
this idea to diverse environments with limited hardware capabilities, such as the
IoT or OT space, is another possible direction. Protocol-based support can also
be considered, for example by integrating device identification and assurance
checks in standard authorization protocols such as OpenID Connect [43].

Policy Information Point: While PIPs as a concept are well-defined and
referenced by the literature, not a single standalone open-source PIP exists today.
Complete ZTA solutions offer PIPs with rudimentary functionality, falling short
of what is required by a wide margin. Specifically, interfacing with external data
sources other than IdPs, e.g., SIEMs or CTI systems, is not supported by any
solution. This hinders the adoption of ZTA as a PIP offers functionality central
to the idea of ZTA. Future work should examine why this is the case and focus
on developing solutions.

Agent: Challenges related to the agent component are similar to PIPs. First,
standalone agent components do not exist. Instead, they are implemented as
part of a larger solution as it is the case with Tailscale or OpenZiti, offering only
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basic agent functionality. Microsoft offers an agent that is integrated into the
Windows operating system as part of their ZTA solution. We believe this is the
right approach to the problem since agents running as standalone components in
user space suffer from several drawbacks. For adequate visibility and control func-
tionality, they must run with elevated privileges and interface with the operating
system to acquire the necessary data. It would therefore be ideal to integrate
this functionality directly into the operating system. This task relies on the ven-
dor for proprietary systems such as Windows, macOS and iOS. Future work can
focus on how to securely acquire and collect this information in open systems
such as Linux and BSD derivatives, for example, by integrating it directly into
the kernel.

Scaling: One crucial factor in deploying ZTA within an organization’s IT net-
work is the topic of scaling. IT infrastructures must be globally reachable with
low latency and capable of handling a large number of user sessions simultane-
ously. Of the examined solutions, six support standalone operation only. There-
fore, we propose to look into this functionality in current and future implemen-
tations.

8 Conclusions

Zero Trust Architecture is a network security paradigm in which trust, and thus
access, is explicitly granted based on user and device authentication. As an orga-
nization’s perimeter can no longer be clearly defined and protected, the location
of the user and the device does not impact authorization decisions within ZTA.
While is an emerging field of research with accelerating, commercial deployment
and usage, the state of open-source solutions is not well understood. In this
work, we surveyed available open-source ZTA solutions and discussed require-
ments for ZTA software components. Based on these, we evaluated how mature
the open-source software components are.

Our findings show that some solutions in the zero trust space aim to imple-
ment an “all-in-one” solution, i.e., all components necessary to deploy a ZTA. In
contrast to these, there are standalone components that are capable of interfac-
ing with third-party software, allowing modular ZTAs to be built. With regard
to protocols, the “Shared Signals Framework” standardization effort stands out
as a major development for an open control plane protocol. We identified seven
key challenges that offer the potential for future work: Component interoper-
ability, control plane protocols, and federated ZTA are still in the early stages.
Concerning components, we assess that standalone Policy Information Points
and agents are not available as of today. Device trust and assurance function-
alities are essential to ZTA but need to be improved going forward, as existing
solutions barely support them. Lastly, open questions regarding scaling in ZTA
also need to be addressed.

To conclude, we assess that in general, open-source solutions for ZTA are not
yet mature. Protocols for ZTA are even less developed than the software side.
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Data Availability. The full results of the evaluation, i.e., a table listing the compo-
nents together with our assessment of fulfilled requirements, is available online [44].

Competing interests. All authors declare that they have no conflicts of interest.

A List of Requirements

In the following, we list the requirements used in the evaluation together with a
short explanation, examples and the desired state.

A.1 Policy Enforcement Point

– Architecture: Integrated operation, i.e., directly integrated into the target
application or service, for example via libraries. Proxy mode, i.e., as a seperate
component in front of the server. Client side, i.e., the PEP is deployed on the
client device. All architectures are equally desirable.

– Supported protocols for PEP-PDP communication: A list of protocols
the PEP supports for interacting with PDPs. Existing, well-defined protocols
with wide usage are desirable.

– Push-based demotion and termination: This advanced feature allows
PDPs to demote or terminate established sessions by instructing the PEP to
do so. Support for this is desirable.

A.2 Policy Decision Point

– Supported policy languages: A list of languages the PDP supports for
encoding policies. Existing, well-defined languages with wide usage are desir-
able.

– Options for ingesting policies: A list of options allowing the ingestion of
policy information. Examples include user interfaces, REST APIs and the file
system. CLI- or API-based ingestion is preferred.

– Policy storage mechanisms: A list of supported ways to store policies.
The local filesystem is an example. Here it is desirable to have the option of
using a database.

– Supported protocols for PEP, PIP, PDP communication: A list of
protocols the PDP supports for interacting with other components. Existing,
well-defined protocols with wide usage are desirable.

– Federated operation: The capability and maturity of operating the PDP
in a federated environment. It is desirable to have this feature.
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A.3 Policy Information Point

– Data sources: A list of supported data sources the PIP can query. Examples
include device registries, generic databases and CTI feeds. Support for many
sources is desirable.

– Identity providers: A list of IdPs the PIP can interface with, for example
generic support for SAML. Support for well known IdPs and protocols is
desirable, especially OIDC.

– Query protocol: The protocol, or the protocols, the PIP supports for query-
ing data. This protocol can then be used by the PDP for policy decisions.
Existing, well-defined protocols with wide usage are desirable.

– Supported protocols for PIP-PIP communication: In federated envi-
ronments, PIPs might need to interface with other PIPs to exchange data.
Existing, well-defined protocols with wide usage are desirable.

A.4 Agent

– Hardware-based collection capabilities: A list of information items the
agent is able to collect about the hardware of the client. Examples include
the secure boot state, firmware version information or CPU vulnerabilities.
It may be desirable to collect as much information as possible.

– Software-based collection capabilities: A list of information items the
agent is able to collect about the software of the client. Examples include the
operating system type and version, currently running software or antivirus
software state. It may be desirable to collect as much information as possible.

– Supported protocols for Agent-PIP communication: A list of protocols
the agent supports for interacting with PIPs. Existing, well-defined protocols
with wide usage are desirable.
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Abstract. The design of the Internet of Things (IoT) system is a com-
plex process, not only in terms of the balance between resource con-
sumption and extensive functionality but also in the context of security.
As various technical devices are now widespread and have access to all
kinds of critical information, they become one of the main targets for
attackers. Consequently, it is vital to consider the IT security aspect
during the development of any system. A practical way to do it is to use
security patterns. There are many different patterns that can address
particular problems, but not all of them are suitable due to the wide
range of requirements in such systems. In this paper, we present a sys-
tematic collection and categorisation of IoT-applicable security patterns
and analyse gaps in recent research works related to security. We provide
a catalogue of 61 patterns organised in a top-down approach that follows
the World Forum’s IoT Architecture Reference Model, this collection is
able to play an important role in the future development of secure IoT
solutions.

Keywords: IoT · IoT Security · Design Patterns

1 Introduction

The proliferation of the Internet of Things (IoT) has ushered in a transforma-
tive paradigm wherein countless devices are interconnected, facilitating seamless
communication and data exchange. Spanning domains such as smart homes,
wearables, industrial systems, and smart cities, the IoT offers unparalleled con-
venience, efficiency, and connectivity. However, the extensive connectivity inher-
ent in the IoT landscape also introduces significant security challenges [33]. As
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the IoT ecosystem expands, so does the attack surface, rendering it suscepti-
ble to an array of threats encompassing privacy breaches, data manipulation,
physical harm, and critical infrastructure disruption. Addressing these security
concerns assumes paramount importance in guaranteeing the trustworthiness
and dependability of the IoT.

In the field of software development, the utilization of pre-established design
patterns is a prevalent practice for addressing recurring issues. These patterns
serve the purpose of not only circumventing known problems but also guaran-
teeing seamless integration and support for systems [35]. Nevertheless, not all
security patterns hold the same level of applicability within the realm of the
IoT, due to the presence of numerous and ever-evolving requirements [20]. Con-
sequently, the adoption of more specialized patterns significantly diminishes the
pool of suitable patterns tailored specifically for the IoT domain.

This paper introduces a comprehensive compilation of systematically orga-
nized design patterns that pertain to the mitigation of security challenges in the
realm of the IoT. First, we identify existing design patterns according to the sev-
eral chosen criteria. Then, the patterns are ranked based on seven architecture
levels, five fundamental security objectives and ten common vulnerabilities. As
a result, to our best knowledge, we provide the most comprehensive catalogue of
design patterns suitable for solving security problems in the IoT, which consists
of 61 elements and is organised according to a top-down approach. After the
analysis of the catalogue, we discover that the included patterns cover all layers
of the IoT architecture to varying degrees, address all considered security goals,
and can also be used to mitigate the most common vulnerabilities.

The rest of the paper is organised as follows. Section 2 includes background
information related to terms used in the catalogue. An overview of related works
is presented in Sect. 3. In Sect. 4, the overall methodology is described including
search and selection procedures. The resulting IoT security pattern catalogue is
shown in Sect. 5. Section 6 contains the evaluation and discussion of the obtained
results. The possible application of the presented catalogue is described in Sect. 7.
Finally, Sect. 8 concludes the paper.

2 Background

To facilitate the reader’s initiation into the Security Pattern discourse, we have
synthesized the most important aspects. Within this section, we present a con-
cise explanation of the terminology employed in formulating our comprehensive
design pattern catalog.

2.1 World Forum Architecture Layers

During the creation of the catalogue, we classify the patterns according to the
possible architecture levels at which they can be applied. For this purpose, we use
the generally accepted seven architecture layers according to the World Forum
Reference Model (WFRM) [4] (see Fig. 1).
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Fig. 1. Seven IoT architecture levels according to WFRM [4].

2.2 Top Ten Common IoT Vulnerabilities

To determine which vulnerabilities can be addressed by the patterns in the cata-
logue, we focus on the ten most common issues that have been identified by The
Open Web Application Security Project (OWASP) community. The OWASP
periodically updates and analyses critical problems regarding building and man-
aging IoT systems. According to the last update, the top ten common IoT vul-
nerabilities are the following [17].

(T1) Weak Passwords
(T2) Insecure Network Services
(T3) Insecure Ecosystem Interfaces
(T4) Lack of Secure Update Mechanisms
(T5) Use of Insecure or Outdated Components
(T6) Insufficient Privacy Protections
(T7) Insecure Data Transfer and Storage
(T8) Lack of Device Management
(T9) Insecure Default Settings
(T10) Lack of Physical Hardening.

2.3 Security Objectives

An adversary can pursue different goals, such as violating the confidentiality or
integrity of information. In compiling our catalogue, we focus on the following
five main possible targets of attackers and analyze the design patterns under con-
sideration to determine whether they can ensure the protection of these targets
[26]:

– Confidentiality: Data resources or information should be protected against
unauthorized disclosure and improper use.

– Integrity: Data resources or information should be protected against unau-
thorized changes, destruction, or loss.

– Availability: Data resources or information are accessible to authorized users
when they are needed.

– Authentication: Before a user can access information or resources, they must
prove their identity and permission.

– Authorization: Verification of user permissions to access or use requested
resources.
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3 Related Work

There are several works describing the relevance of patterns and architectures
that focus specifically on IoT. However, besides common design patterns and
frameworks, security patterns in this area are still in their early stages of develop-
ment and documentation. This section gives an overview of existing IoT pattern
catalogues.

Reinfurt et al. [25] describe specific patterns for designing IoT systems that
can be applied to the domain of smart factory systems. These patterns cover
different areas and operation modes like device communication and management
as well as energy supply types.

Besides design patterns also different architectural styles can be utilized for
creating IoT systems. In [15], Muccini et al. provide a number of abstract refer-
ence architectures. Through the implementation of a systematic mapping study,
a comprehensive selection process was undertaken, resulting in the identification
of a set of 63 papers from a pool of over 2,300 potential works. The outcomes
of this study play a crucial role in the classification of current and forthcoming
approaches pertaining to architectural-level styles and patterns in the domain
of IoT.

In order to get a better idea of the landscape of patterns and architectures
that have accumulated over the years in research, Washizaki et al. [33,34] anal-
ysed the successes and failures of patterns for IoT systems. The authors acknowl-
edge that the development of IoT-specific patterns and architectures has substan-
tial room for improvement due to limitations in documentation and a scarcity
of successfully executed implementations.

Fysarakis et al. [9] sketch the SEMIoTICS approach to create a pattern-
driven framework that is based on already existing IoT platforms. Aiming
to guarantee secure actuation and semi-automatic behaviour, the SEMIoTICS
project utilizes patterns to encode dependencies between security, privacy,
dependability and interoperability properties of smart objects.

Organized in a hierarchical taxonomy, Papoutsakis et al. [18] collect and
categorize a set of security and privacy patterns. While giving the reader an
overview of security- and privacy-related objectives that are relevant in the IoT
domain, the goal of this paper is to match these properties to their corresponding
patterns. This usable pattern collection should guide developers to create IoT
solutions that are secure and privacy-aware by design.

Over the last three years, Rajmohan et al. [21–23] published different papers
that review the research work regarding patterns and architectures for IoT secu-
rity and privacy. Despite rising in the number of publications in this area, there
is a shortage of pattern IT security solutions at the Network and Device levels.
Whereas the Physical Devices and Controller, Connectivity, and Application
layers have the largest number of different security solutions.

Through our comprehensive analysis of the existing body of work, we can
draw the conclusion that while there exists a multitude of design patterns appli-
cable to the realm of IoT, there remains a notable dearth of design patterns
specifically addressing some security concerns.
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4 Methodology

This section introduces the methodology used for the creation of our catalogue.
To begin with, we describe the chosen search strategy, and then outline the
selection procedure including criteria based on which the founded papers have
been filtered.

4.1 Search Strategy

As a base for a search of the existing papers relevant to our topic, we used
the Systematic Literature Review (SLR) approach introduced by Kitchenham et
al. [11]. SLR entails a methodical analysis of publications concerning a specific
topic, encompassing the meticulous collection and critical evaluation of multiple
research studies or papers. The objective of this study is to offer a comprehensive
synthesis of the pertinent literature pertaining to a particular research question,
ensuring transparency and reproducibility throughout the process. The following
points utilize the review protocol that is used to conduct the literature review in
a strategic manner and consist of the research questions that should be answered,
selection criteria the found papers need to fulfill and a search strategy on how
to browse databases in order to find the most relevant publications.

The strategy to find papers that discuss security patterns is divided into
two main parts: automatic and manual search. To conduct our primary search,
we employ five widely recognized scientific publication databases: IEEE Xplore,
ACM Digital Library, ScienceDirect, Web of Science, and Scopus. Given that
Scopus and ACM Digital Library already index SpringerLink, we exclude the
former from our search process. Additionally, we omit Researchgate and Google
Scholar, as they encompass a considerable number of non-peer-reviewed and
non-English papers. Following the predefined set of search engines, we employ
an automated approach utilizing specific keywords to identify relevant example
studies. Subsequently, we proceed with a manual search to address any potential
gaps, ensuring the inclusion of any pertinent scientific papers that may have
been overlooked during the automated search process.

Furthermore, we meticulously assess all the obtained papers to determine
their adherence to the following criteria:

Inclusion Criteria
IC1 Paper contains (one or more) security pattern that is applicable to an IoT

system.
IC2 Paper targets the IoT field, either in a general or specific application domain

of IoT.
IC3 Paper discusses security objectives for system design, architecture or infras-

tructure.
Exclusion Criteria:
EC1 Paper is not written in English language.
EC2 Paper discusses design, privacy or misuse patterns, as well as security archi-

tectures not for the IoT domain.
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EC3 Paper is not peer-reviewed.

In order for an article to be selected it must meet all inclusion criterion and
none of the exclusion criteria:

(IC1 ∧ IC2 ∧ IC3) ∧ (EC1 ∨ EC2 ∨ EC3) = 1

Lastly, to mitigate the presence of duplicate entries, the final stage of the
search process involves the merging of identical papers identified by distinct
search engines.

Automatic Search. Following the SLR approach, we identify several keywords
in order to create appropriate requests for a successful automatic search. Based
on our preceding analysis, we formulate the subsequent search query, which was
subsequently employed for our initial database search:

(“Internet of Things” || “IoT” ||
“Cyber Physical Systems” || “Web of Things”)

∧
(“Security Pattern” || “Security Design Pattern”)

For each search the query string needed to be slightly modified to fit each
database’s advanced search functionality and guidelines.

Manual Search. By utilizing the snowballing strategy that was introduced
by Wholin and Prikladnicki [36], we searched manually for further literature
that was missed by the automatic database inquiry. Following references of the
already found papers, we looked for relevant publications that include further
security design patterns that can be useful for our study.

Following several iterations, we identify a collection of papers that fulfill
the inclusion criteria outlined in our SLR. Upon eliminating duplicate entries
previously identified during the initial database search, we are able to incorporate
an additional eleven articles into our database search results.

4.2 Results of the Search and Selection Procedures

After conducting a search and selecting papers according to the step-by-step
strategy described in Sect. 4.1, we obtain the following results (see Fig. 2): After
an automatic search through five scientific databases, we select 160 suitable arti-
cles. Next, titles, abstracts and content are checked against the selected inclu-
sion and exclusion criteria. Consequently, a total of nine appropriate articles are
identified. Through a manual search, an additional eleven eligible studies are
found, thus augmenting the search procedure’s outcome to encompass a total
of 20 articles. These articles collectively represent a comprehensive compilation
of 61 design patterns specifically focused on addressing security concerns in the
context of the IoT (see Table 1).
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Table 1. Overview of primary IoT security pattern studies.

Year Author Title

2021 Fernández et al. A Pattern for a Secure IoT Thing [2]

2021 Papoutsakis et al. Towards a Collection of Security and Privacy Patterns [19]

2020 Fernández et al. Abstract and IoT security segmentation patterns [6]

2020 Fernández et al. Secure Distributed Publish/Subscribe (P/S) pattern for IoT [7]

2020 Fernández et al. A Pattern for a Secure Cloud-Based IoT Architecture [8]

2020 Muñoz et al. TPM, a Pattern for an Architecture for Trusted Computing [14]

2020 Orellana et al. A Pattern for a Secure Sensor Node [16]

2019 Moreno et al. BlockBD: A Security Pattern to Incorporate Blockchain... [13]

2018 Ali et al. Applying security patterns for authorization of users in IoT-based app-s [1]

2018 Schuß et al. IoT Device Security the Hard(Ware) Way [27]

2018 Seitz et al. Fogxy: An Architectural Pattern for Fog Computing [28]

2018 Tkaczyk et al. Cataloging design patterns for internet of things artifact integration [31]

2017 Lee et al. A case study in applying security design patterns for IoT... [12]

2017 Reinfurt et al. Internet of Things Security Patterns [24]

2016 Sinnhofer et al. Patterns to Establish a Secure Communication Channel [29]

2016 Syed et al. A Pattern for Fog Computing [30]

2015 Ur-Rehman et al. Secure Design Patterns for Security in Smart Metering Systems [32]

2014 Ciria et al. The History-Based Authentication pattern [3]

2007 Fernández et al. Security Patterns for Physical Access Control Systems [5]

2005 Kienzle et al. Security patterns repository, version 1.0 [10]

Fig. 2. Overview of the search and selection procedure results consisted of the follow-
ing states: results after initial search (I), after reviewing the title and abstract (II), after
scanning content (III), after cross-check information (IV) and manual search results (V).

5 Catalogue

In this section, all IoT security design patterns collected during the previously
explained search process are listed in the form of a catalogue for developers.

Table 2 represents our catalogue and is divided into seven layers according
to WFRM, where each pattern corresponds to a specific layer. Additionally,
the possibility to solve ten vulnerabilities using each design pattern is reflected.
Finally, security objectives are also mentioned that are either addressed or
not by this particular pattern, the decisions are made based on the original
description of the design pattern.
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Table 2. IoT security pattern lookup table.
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6 Discussion

To ascertain potential avenues for the expansion of our research, we conducted
a thorough analysis of the compiled data regarding the patterns’ capabilities in
operating across various architectural levels, mitigating prevalent vulnerabilities,
and addressing paramount security properties. To facilitate a more comprehen-
sive exploration of our findings, we formulate several research questions, which
were subsequently addressed and answered through a structured examination of
the results.

RQ1: Which Layer in the IoT WFRM Is Covered by the Least Security
Patterns? In order to answer this question, we calculated the distribution of
patterns for each WFRM layer. The results are illustrated with a corresponding
pie chart in Fig. 3.

Fig. 3. Distribution of IoT security patterns among the WFRM architecture layers.

According to the calculated distribution of IoT security patterns that are
attributed to the different architecture layers, most patterns can be almost
equally found in the Connectivity (L2) and Application (L6) layers. On the
other hand, the Edge Computing (L3) and Data Accumulation (L4) layers have
only three patterns each, hence, they are on the lower end of the pattern cov-
erage. Upon closer examination of the underlying factors contributing to this
phenomenon, it can be observed that Edge Computing can be regarded as an
autonomous technology infrastructure, which is not universally recognized as an
integral component of the IoT across all models and frameworks. If we specif-
ically search for Edge functionality in publications, our success rate in finding
such patterns would definitely be significantly higher. But because IoT is the
main focus of our research topic, only a few publications that specified IoT as
well as Edge technology at the same time could be found. The underrepresen-
tation of data accumulation (L4) in the safety patterns which we observe in
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our study provides an intriguing foundation for future research endeavors, war-
ranting further in-depth analysis and investigation. The hypothesis is that the
limited number of patterns currently available for addressing security issues in
IoT devices can be attributed to the significant role of secure storage in both
mobile and stationary computing systems. Thus far, only a few patterns have
been developed with a specific focus on resolving security challenges in the realm
of IoT devices. In summary, to achieve a more balanced distribution of patterns
within the WFRM architecture, it is strongly encouraged to focus on the develop-
ment of security patterns specifically designed for the Data Accumulation layer
in the context of the IoT.

RQ2: Which Security Goals Are Covered by the Patterns? In order
to address the posed inquiry, we conduct an assessment of data encompassing
design patterns and security objectives, as presented in Table 1. The tabulated
results, available in Table 3, illustrate the cumulative frequency at which each
security goal is addressed by the identified patterns.

Table 3. Security objectives addressed by IoT security patterns.

Security Objective Pattern Count

Confidentiality 30

Integrity 20

Availability 18

Authentication 27

Authorization 24

With a total of 30 design patterns, the confidentiality objective is the goal
that is covered the most in our data set. Given its paramount importance, the
protection of sensitive data is typically accorded the highest priority among
various security requirements. Hence, even if an IoT system is built without
any security aspects in mind, the probability that confidentiality is ensured is
pretty high. Therefore, there are many patterns that guarantee this objective.
Availability, however, is the security goal with the least amount of coverage.
The target is to ensure that a system is accessible on user demand can be quite
challenging.

Figure 4 presents the coverage of different security objectives in each layer of
the WFRM architecture by design patterns in consideration.

The outlier in the bar plot is definitely the Data Accumulation (L4) layer.
With only three security goals being covered and authentication and authoriza-
tion being absent entirely, hence, we can assume the lack of security solutions
for the storage of IoT devices. However, the reason for authentication being
neglected lies in these mechanisms usually being implemented in higher layers
of the IoT architecture. Interesting to mention is also the lack of availability
support in the Collaboration & Processes (L7) layer. But because this layer is
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focused on user interactions and not the applications of the system themselves,
it makes sense that availability is not a priority here.

Fig. 4. IoT security patterns with addressed security concerns according to WFRM
layers.

RQ3: Which Vulnerabilities from the OWASP Top Ten IoT List Are
Possible to Solve by Security Patterns Included in Our Catalogue?
Figure 5 shows which common vulnerabilities can be solved with the found IoT
security patterns.

According to the obtained results, we can notice that each common vulner-
ability defined by OWASP can be solved by at least one IoT security pattern
from our catalogue. The most covered is T7 which focuses on insecure data
transfer and storage. At least 34 different IoT security patterns that we found
have a solution to enhance the security of data handling in IoT devices. On the
other hand, T4 is apparently the hardest one to solve with only one pattern
addressing this issue. If we look into its description, the problem is the lack of
ability to securely update the IoT device. This is a very specific issue that also
is highly dependent on the hardware of the device and its user interface. For
better update management of IoT devices, further research in terms of security
patterns is highly recommended in this area.

Additionally, we examine the WFRM layer distribution of the IoT security
patterns for each individual OWASP vulnerability. In Fig. 6, the pie charts dis-
play the more detailed results of the previous bar plot. While the pie charts for
T2, T3 and T7 show the most diverse range of pattern solutions from four up
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to six different layers, T4 is covered by only patterns from the Physical Devices
& Controllers (L1) layer.

Fig. 5. Number of pattern solutions for the OWASP common vulnerabilities.

Fig. 6. Layer distribution of pattern solutions for OWASP common vulnerabilities.

Therefore, we see a connection between the found IoT security patterns for
a specific OWASP vulnerability and the number of covered layers. This assump-
tion is confirmed by the results displayed in Fig. 7. It showcases the correlation
between the pattern quantity and their layer distribution with a value of 0.868.
This correlation coefficient always ranges from −1 to 1 and indicates the strength
of the relationship between two variables. A value between 0.7 and 1 shows a
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strong connection and the positive sign indicates, that more patterns as solu-
tions for a specific vulnerability also mean a more diverse distribution of WFRM
layers for these IoT patterns.
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Fig. 7. The correlation between the number of patterns and WFRM layers for each
OWASP vulnerability.

7 Use Case Application

In order to demonstrate a possible application of our catalogue, we have chosen
the most common and at the same time vulnerable domain where IoT devices
are used, specifically Smart Home. The selected scenario is simple to understand
and implement, however, it encompasses most of the typical communications
and activities on IoT networks that may have various vulnerabilities that need
to be addressed.

Before proceeding with the detailed description, it is important to note, that
in this example we assume that the system is only used by the owner of the
house and no further security measures were taken than the ones that were
already integrated into the system.

This smart home contains different connected devices that are distributed
in the living room, bedroom, kitchen, bathroom and entrance of the house. All
electronic devices run on the custom firmware Tasmota and include four RGB
LED bulbs, six light controllers, and five smart plugs. Additionally, a Raspberry
PI with HomeBridge allows the integration of HomeKit into the network that
controls the following devices: two televisions, four Sonos ZonePlayers, a Ring
camera and a doorbell.
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Table 4. Use case applicability of design patterns.

Layer Pattern Name Rating Explanation

L1 Hardware IoT Security [27] + Exchangeable cryptographic co-
processors to secure IoT devices.

Secure IoT Thing [2] + Secure any entity that is connected
to sensors/actuators, e.g. Raspberry
PI.

Secure Sensor Node [16] − System does not include sensor
nodes.

Security Segmentation [6] + IoT devices are divided into subnet-
works.

Trusted Platform Module [14] + Attestation of Raspberry PI with
integrated cryptographic services.

L2 Authenticated Channel [19] o Mutual authentication of communi-
cation partners and forward secrecy.

Encrypted Channel [19] o TLS handshake and exchange of
cryptographic information.

Middleware Message Broker [31] o HomeBridge controls the flow of
messages between IoT devices.

Middleware Self-contained Mes-
sage [31]

+ Messages should be “pure and
complete” representations of
events/commands.

Orchestration of SDN Network Ele-
ments [31]

− Only required when an IoT SDN is
employed.

Outbound-Only Connection [24] + Blocks incoming malicious connec-
tion requests.

Password-Based Key Exchange [29] + Common secret is used to generate
session key pairs.

Safe Channel [19] o Use certificates to guarantee
integrity during message transmis-
sion.

Secure Remote Readout [32] + Security Module encrypts measure-
ments before transmitting.

Signed Message [19] o Use digital signatures during the
message generation/exchange pro-
cess.

Symmetric Key Cryptography [29] + Handshake and common secret are
exchanged between communication
parties.

Third Party Based Authentica-
tion [29]

+ Combination of asymmetric cryp-
tography and session keys.

Trusted Communication Partner [24] + List trusted communication part-
ners and block unknown connection
requests.

Web of Trust [29] − Tasmota uses a central self-signed
certificate authority.
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Table 4. (contniued)

Layer Pattern Name Rating Explanation

L3 Fog Computing [30] − No cloud-based system.

Fogxy [28] − No cloud-based system.

Secure Cloud-based IoT Architec-
ture [8]

− No cloud-based system.

L4 Encrypted Storage [10] + Critical data is encrypted before it
gets committed to disk.

Redundant Storage [19] − No cloud-based system.

Safe Storage [19] + Guarantee integrity of stored data.

L5 Alignment-based Translation Pat-
tern [31]

o HomeBridge enables interoperability
between different platforms.

BlockBD [13] − No Big Data system.

Discovery of IoT Services [31] − No usage of different IoT services.

Flow-based Service Composition [31] − No usage of different IoT services.

IoT Gateway Event Subscription [31] o HomeBridge sends notifications on
updates.

IoT SSL Cross-Layer Secure
Access [31]

o Only authenticated entities are able
to access the external interfaces.

Middleware Message Translator [31] o HomeBridge enables interoperability
between different platforms.

Middleware Simple Component [31] + Universally applicable pattern to
achieve the best component decom-
position.

D2D REST Request/Response [31] o HomeBridge API is used to connect
to different IoT devices.

Server Sandbox [10] + Isolate server to protect it in case the
system gets compromised.

Service Orchestration [31] − No usage of different IoT services.

Translation with Central Ontol-
ogy [31]

o HomeBridge enables interoperability
between different platforms.
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Table 4. (contniued)

Layer Pattern Name Rating Explanation

L6 Access Control to Physical Struc-
tures [5]

− No physical structures need to be
accessed.

Alarm Monitoring [5] o Alarm functionality is included in
HomeBridge.

Audit Log [12,19] o HomeBridge has a rolling log screen.

Authenticated Session [19] − System runs on a local server with
no internet requirements.

Authorization Enforcer [19] − Only relevant if a system is used by
users with different roles.

Encrypted Processing [19] + Integrity of data with e.g. homomor-
phic functions.

Fault Management [19] + Smart handling of any faulty
behaviour of the system.

File Authentication [1] − Only relevant if a system is used by
users with different privileges.

Matrix Authentication [1] − Only relevant if a system is used by
users with different privileges.

Minefield [10] + Modify Raspberry PI to confuse
attackers and simplify threat detec-
tion.

Remote Authentica-
tor/Authorizer [1]

− System runs on a local server with
no internet requirements.

Role Based Access Control [1] − Only relevant if a system is used by
users with different roles.

Safe Processing [19] + Guarantee integrity during data pro-
cessing with e.g. integrity checks.

Secure Distributed Pub-
lish/Subscribe [7]

o HomeBridge sends notifications on
updates.

Uptime [19] o HomeBridge measures and displays
the server availability.

L7 Account Lockout [19] o Login via password authentication.

Authentication Enforcer [19] + Authentication process that creates
proof of identity.

Blacklist [19,24] + Identification of abusers who are not
granted access to the system.

History-Based Authentication [3] + Authentication is based on the user’s
own history.

Permission Control [24] + User can control which data is
shared with the server.

Personal Zone Hub [24] − No cloud-based system.

Relays [5] − No switches in the system.

Single Access Point [19] + Only one entry point into the system
with HomeBridge UI.

Whitelist [24] + Identification of trusted partners.
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After we established the use case example, we can inspect each pattern of
our catalogue and check its applicability in the given context. The evaluation
results can be found in Table 4 with (−) indicating this pattern is not suitable for
this system, (o) being used in cases where the given system has already imple-
mented similar security features this pattern would provide, and (+) marking
recommended patterns to implement to further optimize the system design.

While there are many patterns that are not suitable to be implemented in
this kind of smart home scenario, like BlockBD [13] or the Web of Trust [29],
just as many are already integrated into the system, e.g. Uptime [19] or Account
Lockout [19]. Nevertheless, by going through the catalogue and analysing each
pattern individually, we found 25 patterns that can be used to optimize the
security measures in this smart home example. Spread across all layers of the
WFRM architecture, one can choose from a variety of patterns that include
Symmetric Key Cryptography [29], Server Sandbox [10] or even simpler solutions
like a combination of a Blacklist [19,24] and a Whitelist [24].

This use case demonstrates that our template catalogue can serve as a simple
guide to improving system security.

8 Conclusion

The aim of this analysis was to create a comprehensive catalogue of IoT security
design patterns and to provide a guide for the future development of secure IoT
systems.

In the beginning, we defined which IoT devices belong to the IoT spectrum.
Further, we selected and described the base elements of our catalogue, such as
the list of IoT WFRM architecture layers, the common IoT vulnerabilities and
the most important security objectives.

In order to obtain representative results, we answer on three following ques-
tions during our research:

RQ1: Which layer in the IoT WFRM is covered by the least security patterns?
RQ2: Which security goals are covered by the patterns?
RQ3: Which vulnerabilities from the OWASP Top Ten IoT list are possible to

solve by security patterns included in our catalogue?

Among the 61 design patterns in the catalogue, almost half are applied at
two of the seven layers of conventional architecture. We also found a lack of
coverage of security goals at the Data Accumulation level. On the other hand,
every vulnerability out of 10 on the OWASP list was addressed by at least one
pattern, which is a positive discovery.

A collection of security patterns in the IoT field is a good start to get an
overview of the current state-of-the-art. But there are many other ways in which
researchers and developers can advance secure IoT development and utilize the
advantages of standardization. For future work, we identify two possibilities.

The first one is the pattern catalogue expansion. Our IoT security pattern
catalogue cannot be called complete in any way. There are surely more security
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patterns that can be modified into the IoT context as well as other types of
patterns that can make the implementation of secure IoT systems easier. A few
examples would be privacy patterns, misuse patterns or anti-patterns. Therefore,
the expansion of the security pattern catalogue for IoT is definitely a topic for
further research.

As a second trajectory for the development of this work, we propose industry
practical validation. Technology and science are ever-evolving, therefore the need
for different types of patterns for common problems are always exist and require
new and modern solutions. The best way to develop new security patterns, that
are optimized for applicability and usage in real-world situations, is cooperation
with the industry. Only when academia combines its theories and ideas with the
practical problems of the corresponding industry, we are able to find the best
solutions to solve common issues in the world of IoT.
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24. Reinfurt, L., Breitenbücher, U., Falkenthal, M., Fremantle, P., Leymann, F.: Inter-
net of Things security patterns. In: Proceedings of the 24th Conference on Pattern
Languages of Programs, PLoP 2017. The Hillside Group, USA (2017)

25. Reinfurt, L., Falkenthal, M., Breitenbücher, U., Leymann, F.: Applying IoT pat-
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Abstract. We propose a unified abstract architecture for describing IT
security goals and risks within AI systems. The architecture facilitates
effective interdisciplinary communication among AI developers, data sci-
entists, and security professionals. The architecture is abstract enough to
cover a wide range of AI methods (not limited to machine learning) while
it can still be used to sufficiently describe and map existing AI-specific
attacks. It emphasises the importance of identifying at-risk processes or
at-risk data within the AI system for a targeted increase of the overall sys-
tem’s security. This systematic approach could help to optimise resource
allocation while achieving desired protection targets for AI systems.

1 Introduction

To increase the security of systems that exhibit artificial intelligence (AI) it seems
rather obvious to “incorporate AI developers, data scientists, and AI-related
applications and infrastructure into your security program” [11] as suggested
by the Open Worldwide Application Security Project (OWASP). However, this
highly interdisciplinary team then still needs to discuss the AI system, including
its inner components and its interfaces to outside surrounding systems, in a coher-
ent and exact –but still abstract enough– language. With fast moving targets like
AI and information technology (IT) security these terms might not only be under-
stood differently between different disciplines, but also within each discipline [8].

This paper provides a unified abstract architecture that can be facilitated to
describe IT security protection goals, or the risks due to the absence of protection
for the relevant elements (process, data, parameters) inside such an AI system.
The given architecture leans towards modern machine learning terminology, but
the AI system is described with sufficient generality to span wide areas of AI
methods, i.e. sub-symbolic as well as symbolic, but detailed enough to identify
the components targeted in existing AI-specific attacks. Of course not all pro-
cesses and related elements can be found in all AI systems, i.e. logic-based or
rule-based approaches are less data centred in their model generation. The paper
leads the reader towards this systematic view of an AI system’s architecture1

1 We deliberately did not call the resulting architecture a ‘model of the AI system’ as
in the world of AI ‘model’ is strongly reserved term.
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by presenting existing background from standards like ISO 22989 and present
definitions of the terms used.

IT security targets such as integrity, confidentiality, authenticity or availabil-
ity always refer to an object for which this protection target is to be achieved.
Those objects requiring protection can be generalised into processes, data, or
physical components. When it comes to AI specific security challenges it would
be rather helpful to pin-point inside an AI system what process or data is at
risk and needs protection. Pin-pointing is necessary to look specifically for the
individual measures for increasing protection (so called IT security controls) for
the intended protection targets. Thus ultimately, the decomposition is necessary
from an economic point of view, as it helps to sensibly limit the scope of the
corresponding measures and thus to use resources for a targeted and purposeful
enforcement of security, safety and privacy protection targets.

1.1 Example: Poisoning Attacks Map to Integrity Attacks on Data

To exemplify, methods based on machine learning require trustworthy data for
their training. In the so called ‘data poisoning attack’ [11] or ‘poisoning attack’ [5]
an attacker alters training data, which also includes changing just the labels of
the data, in order to have the victim train a model with attacker manipulated
behaviour. The result of such an attack can be a non-functional model, i.e. an
act of sabotage on the model and the AI system using it, or the attacked model
might make decisions in the attacker’s favour, i.e. like a Trojan horse. By the
required modification of the training data the attacker violates the authenticity
and integrity of the training data. Due to the failure to protect the integrity of the
training data the AI system containing that malicious model exhibits undesirable
and unintended functionality compared to an AI system that comprises the
model generated from unmodified training data results. In other words, data
poisoning attacks are integrity and authenticity attacks on training data. To
mitigate ‘data poisoning attacks’ it thus follows that one shall:

– either take steps to ensure that integrity and authenticity are unharmed for
the training data before the process of training the model,

– or “assume that the datasets used have been compromised or poisoned” [5].

In the former case classical IT security controls, technical as well as organisa-
tional ones, could help. In the latter case one could either add processes that
detect and remove such data from the data sets prior to the training process or
use a training processes that is less susceptible to such manipulation.

This example shows that it helps to pin risks, security goals and protection
mechanisms (controls) to the affected or attacked AI component (processes or
data) as it allows to map and thus communicate AI risks to IT security experts.

1.2 Terminology

In the following we briefly define the system idea that underlies the terminology
of ‘AI system’ as well as the goal of generating an abstract system view in order
to enable a risk analysis on an abstracted system level.
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What Is an AI System? In the terminology standard ISO 22989 an AI sys-
tem is defined as an engineered system that generates outputs such as content,
forecasts, recommendations or decisions for a given set of human-defined objec-
tives [4]. Note that our view needs to be abstract enough so that it is not geared
towards specific AI methods, e.g. the architectural elements in the end shall work
for sub-symbolic methods like machine learning as well as for symbolic meth-
ods. In respect to classifying AI methods we suggest the AI-MC2 approach [9]
which clusters into: “Problem Solving, Optimizing, Planning and Decision Mak-
ing”; “Knowledge Representation and Reasoning”; “Machine Learning”; “Hybrid
Learning”. For an abstract architecture we need to further dissect the AI sys-
tem, thus we see an AI system more generically as a system that uses artificial
intelligence and consists of several components (at least one of which is an AI
component). The AI component then is the component that involves AI meth-
ods and/or provides AI functionality [3,8].2 Especially, our goal is to split the
AI component into several sub-components. We will use the following terms:

– AI system is an engineered system that generates outputs such as con-
tent, forecasts, recommendations or decisions for a given set of human-defined
objectives. The AI system consists of several components at least one of which
is an AI component.

– AI component is a system component that provides artificial intelligence;
consisting of several sub-components.

What Is the AI System Life-Cycle? There are several phases within any sys-
tem’s life [6]. Likewise the AI terminology standard 22989 from ISO defines that
there are the eight stages “inception”, “design and development”, “verification
and validation”, “deployment”, “operation” and “monitoring”, “re-evaluate”,
“retirement” [4]. This is, of course, not generally different for AI systems. From
a security point of view it is important when protection needs to be applied,
i.e. in which stage of the life cycle an attack would happen. For our abstract
architecture we will thus identify which of the processes or datasets for the AI
component are involved in which life-cycle stage (see Sect. 3.3).

2 Existing Component Diagrams of AI Systems

In the following we will take a look at existing decomposition of AI systems.
Note, not all are supposed to model the whole AI system as we defined it, nor
are all geared towards AI method independence. However, they were taken into
account when deriving the proposed architecture (see Sect. 3). We start with
the one from ISO 22989, which is the international standard for AI terminology
from 2022 (see Fig. 1). Then we look at the one from the International Software
Testing Qualifications Board (ISTQB) which is more workflow and life-cycle

2 As there is too much debate on what suffices as a concrete definition of artificial
intelligence, we leave this discussion aside in this paper.
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phase oriented. As we are interested in arriving at an architecture that can be
used to describe existing and future risks and safeguards for an increased security
of AI systems we look at the architectures of AI systems used by the Berryville
Institute of Machine Learning (BIML) [7] from Gary McGraw who is also a
specialist on secure software [12] and their usage for risk assessment. We finally
look at the AI system described by the Open Worldwide Application Security
Project (OWASP) when describing AI security and privacy [11].

Fig. 1. Components in the functional view according to ISO 22989 [4]

Figure 1 from ISO 22989 [4] shows a machine learning centred view with the
model in the centre that is received by training it using machine learning based
on the training data. The model is then used in a process called “processing”
to generate outputs (i.e. predictions or actions) from inputs. It also features a
circular arrow to show that there might be AI components which are continuously
learning. While this view is correct it does not capture a process that could be
used to anchor how training data shall be generated, e.g. to avoid AI specific
risks like over-fitting or bias. Figure 1 also fails to highlight that there needs
to be evaluations and tests in the form of additional processes with different
datasets. While this can all be subsumed into the box with “Human design
choices, engineering and oversight,” [4] this is not very detailed yet.

Figure 2 from ISTQB [3] is again tailored to provide a view of machine learn-
ing. Thus, it is only geared towards one class of AI methods [9]. Unlike the ISO
architecture diagram, it puts more emphasis on the different phases, i.e. “Deploy
the model” then “use the model” [3]. From a security point of view it clearly
adds the need for testing the model, which is also the focus of the International
Software Testing Qualifications Board (ISTQB).

Figure 3 from BIML [7] is also for machine learning only. It clearly identifies
the need for three different datasets (“training, validation, test” [7]) and nicely
highlights that the separate process that assembles these datasets needs careful
design. They map the risk of data poisoning3 as follows to their sub-components:
3 BIML has a nice interactive online version: https://berryvilleiml.com/interactive/#

data [last accessed: Jun. 2023].

https://berryvilleiml.com/interactive/#data
https://berryvilleiml.com/interactive/#data
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Fig. 2. Components of an AI system in
the machine learning workflow model
from ISTQB [3]

Fig. 3. Components of an AI system
associated with risks from BIML [7]

“... raw data in the world, dataset assembly, and datasets ... are subject to
poisoning attacks whereby an attacker intentionally manipulates data in any or
all of the three first components, possibly in a coordinated fashion, to cause ML
training to go awry.” [7] They have used shapes to differentiate three classes
of sub-components: processes (round), data (squared) and raw data (diamond).
They have shown that their components are able to be used to describe existing
risks and have mappings for 78 specific risks associated with their view of a
generic AI system using machine learning.

Finally, Fig. 4 from OWASP [11] also states the threat of “Data poison-
ing” and maps it to their section of “Data Engineering” and the “Source data”
therein. It takes a more software development view and shows that the AI-related
or “data science model attack prevention” is only one surface that needs to be
protected against attacks. They take an initial system of systems view when they
propose to “throttle & monitor” some parts of the system.

3 Proposed Abstract Architecture of an AI System

The proposed abstract architecture (Fig. 5) takes into account sub-components
and facets that worked specifically well for the existing ‘frameworks’ discussed
before. This includes a system of systems approach and life cycle phases.

3.1 Proposed Architecture Covers Not only Machine Learning

Note that our architecture is heavily influenced by terminology used in machine
learning (ML), and also has many processes that on first hand look like they can
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Fig. 4. Threats to components of an AI system according to OWASP [11]

only be applied to ML, but they are meant generically. To give an example, if
you generate a knowledge base by interviewing human experts to build a decision
tree, then this process of interviewing would be the ‘model generation’ process
and your encoded decision tree would be the ‘model’.

3.2 System of Systems Approach of the Proposed Architecture

We view the AI system as a generic system that takes input (upper left corner
of Fig. 5) and produces outputs (lower right corner of Fig. 5). The AI system
then comprises several sub-systems of which one is the AI component. This is
at the centre of our attention to describe AI specific risks and their mitigation,
but of course the AI component shall not be considered in vein. Thus, we have
highlighted that other AI system components could be influencing input and
output as well as supervising the AI component. This could be a positive or
negative influence, i.e. it could be that these components increase the security
of the system by running additional checks on inputs or outputs, or decrease the
security because they might strip away useful details, i.e. remove the information
on the confidence of a classifier before processing the result in upstream systems.
Also, the software implementing AI sub-components itself is subject to software
security vulnerabilities [2].

3.3 Life Cycle Phases of the Proposed Architecture

We identify five crucial phases, which are easy to differentiate and to communi-
cate across interdisciplinary teams. They are colour-coded and ordered by time,
i.e. processes that finish before others are placed closer to the top. We foresee
them happening in this order: design, modelling, validation, testing, deployment.
Of course one could go back and repeat, e.g. do a re-modelling if the testing failed.
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Fig. 5. Proposed sub-components of the abstract architecture of an AI system’s AI
component (Color figure online)
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– Design phase: (see Fig. 5 black marking) During this phase the datasets are
assembled and the system parameters are defined. Parameters can range from
the choice of the ML method, i.e. do we use machine-learning, to the choice
of specific algorithms, or their parametrisation, i.e. which hyperparameters
are used. The architecture shall show that these are selected prior to the next
phase. This is in-line with ISO 22989 stages and their view on parameters,
e.g. that “Hyperparameters are selected prior to training [..]” [4].

– Modelling/training phase: (see Fig. 5 yellow marking) During this phase
the parameters and selection of the AI method are used to generate a model4

that can fulfil the desired task with the desired level of quality.
– Validation phase: (see Fig. 5 red marking) Whilst in the model generation,

there is the need, especially in machine learning to validate the current model
and then define if there needs to be additional adaptations.5

– Testing phase: (see Fig. 5 green marking) This includes the evaluation pro-
cess and it controls the AI model’s release, i.e. there are tests to be performed
before putting a trained model into productive deployment. So, the evalua-
tion process is using measurable performance metrics to asses the model’s
functional performance. This could be quite a huge effort, e.g. testing the self
driving car’s algorithm might be performed in isolation using simulations or
in a real car on a real test drive.

– Deployment phase: (see Fig. 5 blue marking) In the final phase the trained
and tested AI model is used to generate outputs based on inputs. This of
course corresponds to the deployment phase according to ISO 22989. Herein
the process ‘inference’ corresponds to the terms “inference algorithm” [7]
(BIML) or “Use the Model” [3] (ISTQB) or “Processing” [4] box (ISO 22989).

3.4 Terminology of the Proposed Architecture

We have differentiated four different types of sub-components: data, processes,
interim results and raw input. They are depicted using different shapes in Fig. 5.

– Model (in several phases): Data which captures the knowledge created by
means of the AI model creation process with the help of other information
such as the training data or the validation results. The AI model is created
during the modelling (training) phase, evaluated during the testing phase,
and only the AI model in the deployment phase is used by the AI inference
process to generate the output of the AI component.

– Inference process: Process that generates an output by means of the data
for inference and the AI model.

– Model generation process: Process that generates a new AI model or
extends an existing AI model using the training data and other inputs such as
a validation result or system parameter (hyperparameters, or internal model
parameters). If it is a continuously learning AI component, then the model

4 We explicitly added “training phase” as many people familiar just with the latest
trend of machine learning would understand that this phase generates the model.

5 We named this process ‘model validation’; it is also referred to as model tuning.
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generation process also takes information from the inference process (results,
internal values, but also data for the processing) as additional inputs.

– Model validation process: Process that uses validation data and other
parameters to evaluate an existing AI model and drive the AI model genera-
tion process.

– Model evaluation process (within the context of the test process):
Process that evaluates an existing AI model using the evaluation data and
produces a test result.

– Assemble dataset(s) process: Process for transforming the input (raw
data) into a representation such that it becomes suitable for the following
processes (model generation process, inference process, model validation pro-
cess, model evaluation process) of the AI component.

– Training data: Data for the model generation process, generated before by
a data curation run in the assemble datasets process.

– Validation data: Data for the internal model validation of the training pro-
cess, generated before by a data curation run in the assemble datasets process.

– Test data: Data for the model evaluation process, generated before by a data
curation run in the assemble datasets process.

– Input (raw data): Unprocessed data passed to the AI component as input
from the AI system, for example, image content in the case of an image
recognition AI component.

– Data for inference: Data generated before by a data curation run in the
assemble datasets process that is fed to the AI inference process to produce
an output.

– Output (data): Results of the AI component, which were determined by
applying an AI algorithm in the inference process using an AI model to the
input.

4 Conclusion

In summary, our proposed architecture is on one hand abstract enough to cover
different AI methods, including but not limited to machine learning6. Only exem-
plary, due to the limited space, we showed that our generalisations could also
describe an expert system based on a decision tree. Whilst such a generalised
architecture might seem overkill for some AI methods, we still see great value in
being able to apply it throughout different AI methods in order to re-consider
security risks already identified for other AI methods and —if not specific— also
reuse mitigation methods. This would especially hold true if the risk mitigation
is done using general IT security controls, such as integrity or authenticity pro-
tection using digital signatures or organisational safeguards like access control.

On the other hand, the depth of granularity is high enough to identify roles
and processes, e.g. for certified AI testers, and to pin-point where security risks
surface and thus security goals need to be fulfilled. This enables existing attacks
6 By ‘AI methods’ we refer to sub-symbolic, symbolic as well as hybrid methods;

see [9].
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to be mapped to one architecture. Due to space limitations we could not elab-
orate here, but as we have a super set of the sub-components from the BIML
model we are sure that their existing 78 risks easily translate into ours. Further-
more, we embedded our architecture into a birds-eye view: The AI component is
within a system of systems. By this it enables describing security problems also
at the boundaries of the AI component.

For the future we want to apply this work to facilitate interdisciplinary stake-
holder discussions, including the communication with users of AI-enabled devices
and services, as those become more and more embedded into our everyday digital
life. Finally, we hope it aids to develop a harmonised view on the many recent
and ongoing works on threats to AI systems; like the upcoming ISO 27090 [5], or
NIST’s AI 100-1 [10], or ENISA’s Multilayer Framework for Good Cybersecurity
Practices for AI [1], to mention only a few.
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Abstract. The global COVID-19 pandemic has shown us the requisite efficacy
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leave their state or country. A global pandemic requires e-health certificates that
are valid globally so that a person’s health status can be demonstrated and verified
reliably across national borders. To issue and validate the certificates globally, a
secured Trust Registry platform is needed by which one can discover and verify
the trustworthiness of e-Health credentials. This paper proposes a new decen-
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credentials. The proposed decentralized trust registry platform also helps to inte-
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1 Introduction

The challenge of providing accessible, trusted, interpretable, digital health service infor-
mation andhealth service specific credentials and certificates at a regional or international
scale is a challenge that governments, regional and international health organizations,
and private sector consortia faced in the recent COVID-19 pandemic.

The COVID-19 pandemic created widespread constraints on individuals engaged
in cross-border travel or participating in many types of domestic activities based on
the individual’s ability to demonstrate their health or immunization status. To address
and minimize these constraints many governments and public and private sector health
consortia worldwide responded by creating COVID-19 vaccination and test certificates
[1]. These certificates are digital or paper documents that allow an individual to present
their health status with respect to COVID testing or vaccination as required by their
circumstance.

To support the implementation of a platform for the discovery, evaluation and ver-
ification of such certificates, this paper describes an innovative planned approach for
a globally accessible multi-tenant trust registry platform. The platform leverages the
Internet Domain Name System (DNS) and its security extensions and TRAIN (TRust
mAnagement INfrastructure) a lightweight trust infrastructure, backedwith defined roles
for operational governance.

A project vehicle to demonstrate this platform was initiated at Linux Foundation
Public Health (LFPH) in June of 2021, the Global COVID Certificate Network (GCCN)
project. The project’s core goalwas facilitating the safe and freemovement of individuals
globally during the COVID pandemic [2]. The initial project activities focus on building
anddemonstrating aGCCNTrustRegistryNetwork instance. Thismulti-stakeholder net-
work would provide a technology agnostic, publicly accessible mechanism for COVID
certificate issuers and verifiers to:

• Publish relevant entity definition meta-data
• Discover Covid-19 Certificate issuers and certificate definitions
• Review published certificate policies
• Build a list of trusted certificate issuers and access their public keys for certificate

verifications

Establishing an infrastructure for the GCCN that supports the features above, is itself
widely available, and leverages existing internet technologywere drivers for the adoption
of TRAIN as the mechanism for trust scheme discovery and definition.

This paper contributes to establishing the GCCN by calling out challenges that need
to be addressed for the delivery of a globally accessible certificate network, framing
these against current efforts, and providing a candidate solution for the trust registry and
its service definitions. These challenges are highlighted in Sect. 2 of the paper. Section 3
presents existing initiatives carried out toward global implementation and verification
of COVID certificates. Following in Sects. 4 and 5 the architecture, registry enrollment,
discovery process, and integration are discussed. Lastly, in Sect. 6 we discuss the current
limitations of this architecture, along with a conclusion.
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2 Trust and Interoperable Challenges in Global Covid Certificate
Ecosystem

The value of a Trust Registry is demonstrated in the availability, accuracy and quality of
the entities and information it represents. The primary challenge of establishing “insti-
tutional trust” for an entity [1], in the world of digital identity still requires the vetting
of a candidate entity’s identifying attributes by an agreed and trusted agent. While stan-
dards based best practices exist for establishing an identity [2, 3], the implementations
of digital identity registries are largely siloed and without common mechanisms for vet-
ted cross reference and common definitions. This is also the case with the COVID-19
Certificate ‘registries’, and for each of the prominent certificate issuer networks listed,
the digital identities of issuers and their roots of trust for the certificates issued are only
valid within these closed systems.

EU DCCG (European Union Digital Covid Certificate Gateway): This network [4]
representing 45+ countries (27 member states and at least 15 outside states or territories)
has generatedmore than 650millionEUDigital CovidCertificates, participation requires
issuers to adhere to the EU DCC specifications which includes the stipulation that both
issuers and verifiers be listed within the Gateway’s public key PEM files. There are no
discovery or interoperability mechanisms for issuers outside of the DCCG members.

ICAO(InternationalCivilAviationOrganization)Network: This international advi-
sory organization has a network with 145 participating nations, the ICAO has created its
own ePassports and Visible Digital Seals (VDS-NC) [5] formats for enabling cross bor-
der travel. All issuance parties are within the ICAO’s network and Public Key Directory,
and verifiers must recognize ICAO’s proprietary certificate format. While international
in its membership, it is ultimately a siloed system.

VCI Directory: VCI [6] is a public and private sector coalition with more than 300
members, supporting issuers of COVID vaccination and test certificates in a SMART
Health Card format, The VCI directory references member URL’s and an unsigned
directory of member’s public key IDs. The root of trust for listed members is their
domain URL.

DIVOC (Digital Infrastructure for Verifiable Open Credentialing): Digital Infras-
tructure for Vaccination Open Credentialing [7] is an open source software stack for the
generation of digital and paper Covid vaccination certificates. It is embedded in nation
state level COVID-19 Vaccine Intelligence Network (CoWin) portal implementations.
Instigated in India, this network has issued 2 billion vaccine certificates across 5 coun-
tries does not provide a master list of members. Issuers and verifiers work with each
other to establish bilateral trust and determine the roots of trust and format specifications.
Generally, members expose their public keys directly to a domain. Issuer metadata, key
usage, and policies vary by implementation.

For each of these networks/consortia, the definition, collection, and distribution of
content and metadata necessary to support their version of a Covid-19 certificate must
be performed by network participants and/or the member organization itself with no
straightforward way of interoperating with the other network’s formats, technologies,
or policies.
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3 Related Works

There are initiatives whose work is actively addressing the challenges of siloed digital
health certificates networks. The World Health Organization (WHO) has published two
technical specifications documents for Digital Documentation of COVID-19 Certifi-
cates: Vaccination Status, and Test Results [8]. These technical specifications and guid-
ance documents are designed to guide countries and technologists on how to develop
or adopt digital systems in support of verifiable proof of vaccination and test results
for domestic and cross-border purposes. The technical specifications and implementa-
tion guidance details the use of interoperable standards, facilitated by a common digital
architecture, for digitized certificate issuance.

Another project that addresses the verification of multiple known Covid certificate
formats is PathCheck’s Universal Verifier App [9], this application supports resolving
verification conversions for DIVOC, SHC, HC1 and VDS certificate and QR code for-
mats on both the iOS and Android mobile platforms. While demonstrating conversions
of multiple certificate formats the application cannot provide further trust verification of
an issuer beyond their published certificate public keys.

The following are proposed solutions for the creation and management of Digital
Vaccine Certificates (DVC) using blockchain.

The authors Zhao et al. addresses [10] how smart contract based blockchain technolo-
gies could be realized in 3 scenarios of DVC. First regarding control and transmission of
identity information related to Digital Vaccine Certificates. And then it addresses how
blockchain technology could provide traceable and tamper-proof data storage. And last
how it can be applied cross-domain for user digital identity authentication using DIDs.

The authors Pericas-Gornales et al. [11] present a blockchain-based protocol for
COVID-19 digital certificate management system using a proxy re-encryption service,
which provides high privacy, authenticity, and self-sovereignty of data. It also addresses
the use of the IPFS distributed storage system to store the digital COVID-19 certificates,
encrypted by the PRE service, which provides permanent access to all certificates, and
a regulatory authority.

The authors Nabil et al. [12] address the how Ethereum based blockchain archi-
tecture called “Digital Vaccine Passport” can play a role in providing privacy friendly,
transparent, and authentic process for vaccine certificate issuance and verification. The
paper also describes different entities and their roles involved during the life cycle of
the vaccine certificate. The paper also provided a cost efficiency and benchmark result
analysis for different transactions involved in the ecosystem.

All the above blockchain approaches provide architectures and infrastructures for
issuing and verifying Digital Vaccine Certificates in a secured, transparent and privacy
friendly means. But interoperability between the different blockchain infrastructures,
integrations of other existing PKI infrastructures, trust registry data models and validat-
ing the institutional trust of the Digital Vaccine Certificates was not analyzed or reported.
The analysis of different covid certificate infrastructures described above with respect to
interoperability, credential formats, trust lists and technology used has been described
in the following Table 1.



Decentralized Global Trust Registry Platform for Trust Discovery 99

Table 1. Analysis of different covid certificate Infrastructures

4 Enabling Decentralized Global Trust Registry for Cross Domain
Trust Using TRAIN

TRAIN (TRust mAnagement INfrastructure) was a subproject run by Fraunhofer-
Gesellschaft in the EU NGI eSSIF-Lab initiative [13]. The conceptual approach of
TRAIN as a lightweight trust infrastructure was first published in [14] which describes
how TRAIN uses the global, well-established, and trusted infrastructure of the Inter-
net Domain Name System DNS as its root of trust, leveraging DNS’s ubiquitous use
and recognition. These security extensions to DNS (DNSSEC) [16] have been specified
to ensure that the results returned from DNS queries are authentic and have not been
tampered with. Consequently, TRAIN uses DNSSEC whenever this is available. The
basic technology used by TRAIN has already been developed and validated in several
pilots of the EU LIGHTest project [15]. TRAIN was also integrated into the eSSIF-Lab
Interoperable project to verify the trust of Verifiable Credential (VC) issuers in the SSI
ecosystem and it has been published in [16]. The latest draft of OpenIDConnect for Veri-
fiable Presentations [17, 18] contains informative implementation guidelines describing
how issuers, holders and verifiers can utilize the TRAIN trust scheme approach. The
main goal of this paper is to articulate a technical architecture that enables a global
decentralized trust registry with cross domain interoperability.

4.1 Architecture of Global Covid Certificate Network Trust Registry

This section discusses the Architecture of Global Covid Certificate Network Trust
Registry as shown in Fig. 1. It also explains in detail regarding the interaction and
functionalities of different components in the architecture.

Trust Scheme Publication Authority (TSPA): TSPA is responsible for creating their
own trust scheme and operating the Trust Registry. As per our Global Covid Certificate
Network use case scenario as shown in Fig. 1, the TSPA is responsible for enrolling
the member nations into the Trust Registry and is also responsible for anchoring the
PTR records of member nations to the DNS Zone Manager. Member nations around
the globe who wish to join GCCN can approach the GCCN with their corresponding
trust scheme details and the public key of their corresponding individual trust list and
become enrolled in the GCCN trust registry. TSPA has also the possibility to delegate
its Roles, For example: Different entities could delegate responsibility for enrolling
continent member nations into a common trust scheme authored by their TSPA.
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Fig. 1. Architecture of Global Covid Certificate Network (GCCN)

Individual TPA: A Trust Publication Authority (TPA) is operated by individual mem-
ber nations under their domain. The TPA is responsible for onboarding the authorized
issuers of their country or state into the Trust List. The Trust list is stored and operated
on the premises of member nations and the member nation are flexible to decide what
environment they would like to host the trust list. The Trust Scheme pointer of the TPA
should point to the GCCN (TSPA).

Trust Registry: The Trust Registry contains the detailed information of individual
member nations who are participants in the GCCN. Trust Registries provide the pointers
to their individual trust lists. Although the Trust Registry pointer is stored in the DNS
Zone Manager hosted by GCCN, the Trust Registry itself is hosted in an IPFS decen-
tralized environment thereby preventing a single point of failure. Depending upon the
usage or traffic of the infrastructures the nodes of the IPFS will be increased.

Trust List: The Trust List of individual member nations contains trusted private and
public authorities who are responsible for issuing covid certificates in the respective
region. The TPA is responsible for creating the onboarding process and it can vary
depending on the nation either manually or automatically via an API request. The trust
list is designed on the basis of an ETSI Trust list format, this trust list format contains
information about cryptographic signatures (e.g. EU DCCGateway public keys) used to
verify certificates and legal information regarding the immunization service provided.
The legal information represents the qualifier details of the issuing authority, at what
scope are they qualified to issue the covid certificate, and the policies followed by the
issuing authority.

Issuer: The issuers in this context are private and public authorities responsible for
issuing covid certificates. The public keys of issuing authorities with Key ID will be
enrolled with TPA during the enrollment process. The enrollment process can vary
depending on the legislation where the issuers are located.

Verifier: Verifiers are entities that are responsible to validate the covid certificates issued
by different authorities under different legislations globally. And trust lists of member
nations play a major role in providing the verifier with the necessary information to
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validate the covid certificates. How a TRAIN Verifier is used to validate existing covid
certificates will be discussed in Sect. 5.

4.2 Specifications for Trust Registry and Trust List

As mentioned in the previous section, the TSPA and Individual TPA are responsible
for enrolling member nations and certificate issuers in the Trust Registry and Trust
List. In this section specifications of the Trust Registry, Trust List and their enrollment
procedures will be discussed in detail. In TRAIN both Trust Registry and Trust List
follow theETSI standardTS 119 612 [3]which is xml based. Basically, for Trust Registry
Enrollment the member nations have to provide the details of the entity operating the
TPA along with its corresponding scheme name and the pointer to where the local
trust list is stored, so that it can be publicly available in the registry. An example of
member nation Trust List can be found in the following link [19]. The data model of
the trust registry and trust list includes the following mandatory information - Identifier
Details (DID/URI/UUID), Trust SchemeDetails, A legal name of the service provider, An
associatedURLof thewebsite, Associated e-mail address, An associatedTradeName, An
Postal Address of the entity, An TSPQualifier List, TSPServiceName, TSPServiceDigital
Identity, x.509 Certificate, DID, ServiceGovernanceURI, ServiceHistory, ServiceStatus,
ServiceTypeIdentifier.

A TSPService consists of a public definition of the different services offered by a
service provider issuing related certificates. This information endpoint has all informa-
tion pertaining to the service along with their policies, public keys, status, and other
scheme information. This trust list can be extended for different services offered by the
service provider. Currently, the focus is covid certificates and the information related to
covid certificates per each service. These trust lists also accommodate schema informa-
tion required to verify certificates which are issued based on W3C Verifiable Credential
format. These properties represent an example of the specifications required to enroll
in the Trust Registry and Trust List, additionally the governance body who is operating
the TSPA, or individual TPAs may require other sorts of identity proofs depending on
member nation legislation and compliance requirements. These requirements, of course,
can vary from one member nation to another.

4.3 Trust Discovery Process

Global Trust Discovery is one of the unique features of the TRAIN. In this section
the trust discovery of covid certificates issued by different service providers around the
world will be discussed in detail. A pictorial overview representing the Trust discovery
approach is shown in Fig. 2. As discussed in the previous chapters regarding two-step
enrollment process using TSPA and TPA, one for the enrollment of member nations and
other for service providers in member nations. Similarly, the discovery of a service also
involves a two step process which follows a top down approach without disturbing the
chain of trust. This 2 step process is enabled via 2 APIs, the first one uses the top level
scheme (gccn.lfph.com) to find participating member nations, and the second API is
uses the results of first API to discover the trust service provider of the member nations
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trust list(covid.country1.com). Once accessed, the service provider detail API exposes
the wide range of legal and cryptographic information to identify the trustworthiness
of a service provider. The ServiceDigitalID contains the key information such as Kid,
Certificates etc. The ServiceGovernanceURI tells us the nature of Governance which
they use including the Level of Assurances (LoA). In ServiceSupplyPoint the scope and
policies of the service provider can be defined, since it’s a global infrastructure each and
every member nation might not use the terms and policies. By which this information
can help the verifier to access and verify the trust of different serviceproviders.

Fig. 2. Trust Discovery Approach

5 Integration and Validation of Existing COVID Certificate
Platforms with the TRAIN Trust Registry

TRAIN achieves interoperability and global discovery not by creating some new ecosys-
tem for member nations but rather by using their current infrastructure with very mini-
mum transition overhead. The member nations do not need to reissue covid certificates
using the new infrastructure but rather TRAIN gives the possibility to integrate their
existing covid platform with GCCN Network. For example, the public key information
of different service providers is crucial to verify the issued covid certificates. And this
public key information of the existing platforms can be brought into the Trust List of
the member nation under the attribute ServiceDigitalIdentity. This attribute can contain
a URL which points to the public key information. Similarly during issuance process of
certificate trust_scheme_pointer must be embedded as attribute in the certificate. And
during validation process the verifier component of the TRAIN provides a means to
validate the trust of the issued covid certificates around the world with minimum data.
In the following link (https://s.fhg.de/Integration-Validation-GCCN) the integration and

https://s.fhg.de/Integration-Validation-GCCN
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validation of covid certificates issued by existing ecosystem such as EU-DCC, ICAO
Digital Seals and DIVOC will be discussed in detail with example data model of the
certificate formats.

6 Conclusion

Decentralization is achieved using DNS by trusting DNS as the Root of Trust. Due to
the distribution of trust lists, the member countries have more administrative overhead
to maintain the infrastructure of Zone Manger and TPAs rather than depending on the
centralized Gateway. In addition, member nations who are planning to publish the Trust
Lists in IPFS (Interplanetary File System) must determine themselves the number of
nodes to deploy. And while TRAIN provides for the member nation’s TPA to execute
or delegate the provider enrollment tasks, the enrollment process must be monitored
carefully.

This paper explores in detail the architecture of decentralized global trust registry
platform leveraging DNS as the backbone root of trust. It also explains the different
components involved in this network and the distributed trust list enrollment process
which provides member nations more autonomous control over the growth, lifecycle
and infrastructure of their trust lists compared to a centralized gateway. The paper also
demonstrates the interoperable nature of the trust lists, available in machine readable
form, that contain a Trust Service Provider’s attested and public keys, Entity Business
and Policy metadata are uniquely scoped to TRAIN. It shows how the existing covid
certificate platforms like EU-DCCG, ICAO, DIVOC can be integrated into this trust
network without much overhead and how existing issued certificates can be validated
globally. This trust management infrastructure is not restricted to COVID Certificates
but can be used in different applications for trust verification of Issuers, Verifiers and
Holders in both legacy PKI and SSI Identity ecosystems.
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Abstract. The rapid growth of the Internet ecosystem has led to
an increase in malicious attacks, such as Distributed Denial of Ser-
vice (DDoS), which pose a significant threat to the availability of shared
services. Intrusion Detection Systems (IDSs) play a crucial role in detect-
ing and responding to these attacks. However, the use of intelligent sys-
tems like IDSs raises significant concerns regarding privacy and the pro-
tection of network data. Homomorphic Encryption (HE) has emerged
as a promising cryptographic technique for enabling privacy-preserving
IDSs, but it has some limitations. In this work, we analyse the impact of
HE, specifically the TFHE scheme, on the performance of Neural Net-
works (NNs) for DDoS attack detection, and provide the first study on
assessing the impact that TFHE restrictions may have in NNs train-
ing and inference. Our findings show that TFHE restrictions have a
minor impact on the performance of NNs, with the models complying
with TFHE restrictions achieving performance metrics comparable to
plaintext-based NNs. This suggests that high-performing NNs can be
achieved, for DDoS attack detection, without exposing plaintext data.
Additionally, we also observed that TFHE-compliant models exhibit a
learning pace similar to traditional NNs. Therefore, our results highlight
the potential of TFHE in enabling privacy-preserving NNs for DDoS
attack detection, but further research is needed to gain a deeper under-
standing of its limitations. This may be done by exploring other metrics,
and datasets, and by assessing the computational overhead in real-world
scenarios.
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1 Introduction

The rapid growth of the Internet ecosystem, with an expected 500 billion devices
by 2030 [14], highlights how unimaginable is our life without this interconnected
system. However, all these connected devices are susceptible to various types of
malicious attacks, such as Distributed Denial of Service (DDoS), which can dis-
rupt access to shared services. Now, with Kaspersky reporting that in Q3 of 2022
there was an increase of DDoS attacks of 47.87% from Q3 of 2021 [1], it is even
more urgent to create solutions capable of accurately identifying these attacks.
There have been several known attacks in previous years, like in February 2021,
the Crypto Currency Exchange EXMO was taken offline for 2 h following a mas-
sive DDoS attack that reached 30 gigabytes per second [25], or like in September
2022, where Activision Blizzard was a target of a DDoS attack and the outage
lasted three-and-a-half hours counting from the first public acknowledgment of
the attack [27]. Employing systems capable of detecting such attacks, such as
Intrusion Detection Systems (IDSs), is crucial for organizations to be able to
detect and respond to malicious activities effectively [34]. However, these types
of intelligent systems require access to large amounts of data, some of which may
be sensitive and confidential, which raises significant concerns regarding privacy
and the protection of network data.

Homomorphic Encryption (HE) is a standing out cryptographic technique
used in this context [9]. Its unique capability to perform computations on
encrypted data without requiring decryption makes it an attractive choice.
However, the adoption of HE in the context of NN for IDS also introduces
significant challenges, namely because it imposes some restrictions, such as
allowing only fixed-point arithmetic and having limited operations [6]. In 2021,
Clet et al. [20] assessed the three most popular FHE schemes regarding their
ability to allow secure NN evaluation in the cloud. The schemes considered were
Brakerski-Fan-Vercauteren (BFV) [23], Cheon-Kim-Kim-Song (CKKS) [17], and
fast fully homomorphic encryption scheme over the torus (TFHE) [18]. Accord-
ing to their findings, TFHE is the best choice when single polynomial functions
are not sufficient and bitwise operations are used. On a recent literature analy-
sis, Amorim et al. [6] also concluded that TFHE scheme achieves better results
than Brakerski-Gentry-Vaikunathan (BGV) scheme [13], which is the one most
used up to today. This is mainly due to its capability to represent numbers by
individual bits [40], allowing for more efficient computations and expanding the
range of operations that can be performed.

Despite the substantial progress that has been made, in the development
of privacy-preserving NNs for IDS using HE, this research area is still in its
early stages. As such, it is crucial to investigate the potential implications of
HE-based NNs. Therefore, in this study, we assess the impact of TFHE restric-
tions on the NN’s ability to learn and identify DDoS attacks. To achieve this,
we follow a well-defined research methodology that includes training NN models
that satisfy TFHE restrictions and assess their performance using common met-
rics, namely accuracy, precision, recall, and F1-score. The evaluation includes
comparing the trained models with SotA NNs for DDoS detection, assessing the
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impact of using equal-sized but different samples from the same dataset on their
performance, and analysing their learning pace across multiple epochs. Through
this assessment, we obtain valuable insights into the impact that TFHE restric-
tions have in NN training, specifically in the domain of DDoS detection. The
comparisons conducted in our work showed that the impact of TFHE restric-
tions is noticeable, but not that significant. Also, the use of equal-sized samples
of the same dataset does not have a significant impact on the performance NNs
that satisfy TFHE restrictions, that is, TFHE-compliant NNs. Finally, the learn-
ing pace of these models is very high in the first epochs, which may lead to good
performance metrics and less computational overhead.

The rest of this paper is organized as follows. Section 2 introduces the main
concepts in NNs, IDS, and HE. We also provide details regarding the TFHE
scheme, highlighting its key characteristics. Section 3 reviews the main research
work on the implications of applying HE in NNs. In Sect. 4, we present our
research methodology, which includes a review of the literature on DDoS detec-
tion and the application of HE and TFHE for NN’s training and inference, as
further detailed in Sect. 5. The experimental tests are detailed in Sect. 6, and
the analysis and discussion of our experimental results are provided in Sect. 7.
Lastly, in Sect. 8, we highlight the key findings of our work and provide research
directions for further investigation.

2 Background

2.1 Neural Networks

NNs are a type of Machine Learning (ML) algorithm that simulates the function-
ality of the human brain [28]. It is made of interconnected nodes, called artificial
neurons, that are grouped in layers. These neurons output a signal which is cal-
culated using an Activation Function (AF) whose input is a weighted sum of the
inputs. Different AFs give different behaviour to neurons, thus the selection is
made based on the specific use case. Common AFs include the Sigmoid function,
usually denoted by σ(x), ReLU (Rectified Linear Unit), and Softmax, which are
defined in Table 1.

Table 1. Most common activation functions

Sigmoid σ(x) = 1
1+e−x

ReLU f(x) = max(0, x) =

{
0 if x < 0

x if x ≥ 0

Softmax f(xi) = exi
∑N

j=1 e
xj

To aggregate multiple inputs, the neuron performs a weighted sum of them.
To train NNs, these weights are updated in order to reduce the difference between
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the expected and the received output, which is done using what is called the loss
function. Common loss functions include Mean Squared Error (MSE), cross-
entropy, and binary cross-entropy.

Deep NNs (DNNs) [4] are NNs that contain more than two layers (input and
output layers). They are the most general type of NN, capable of performing
almost all tasks. However, in certain cases, more specialized alternatives can offer
increased efficiency and better results. Convolutional Neural Networks (CNNs)
are a specific type of NNs designed for analysing matrix data. They exploit
the concept of convolution, where filters are applied to input data to extract
features. Convolutional layers capture local patterns, and subsequent pooling
layers reduce the dimensionality while preserving essential information. Recur-
rent Neural Networks (RNNs) are designed to process sequential data, since they
possess feedback connections, allowing them to retain information from previous
inputs. This recurrent architecture enables RNNs to capture dependencies and
long-term context within sequential data. Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) are popular variants of RNNs that mitigate
the vanishing gradient problem, which can hinder learning in traditional RNNs.

When evaluating the performance of NNs models, metrics are employed and
each of them provides a different perspective on the model performance. Some
of the more common metrics are: accuracy, precision, recall, and F1-Score [30].

2.2 Homomorphic Encryption and TFHE

HE is a type of encryption that, besides guaranteeing data privacy, allows com-
putations to be performed directly on the ciphertext. This means that a third
party can perform operations on the encrypted data without ever knowing the
original plaintext. There are various categories of HE schemes, which can be clas-
sified according to the type and number of operations they enable [2]. The first
HE schemes only allowed a single type of operation (known as Partial Homomor-
phic Encryption schemes). Consequent types started to allow multiple operations
but a limited amount of times (known as Somewhat Homomorphic Encryption
schemes), but only Fully Homomorphic Encryption (FHE) schemes allow unlim-
ited computations on multiple operation types at once.

TFHE [18] is an FHE scheme that was introduced as a faster alternative to
previous FHE schemes, such as BGV [12] and CKKS [17] that suffered from high
computational complexity and limited functionality. The security of this scheme
is based on a hard lattice problem called Learning With Errors (LWE) [36], which
is a mathematical problem that forms the foundation of many lattice-based cryp-
tographic schemes. In fact, the majority of FHE schemes used nowadays are
LWE-based and use noisy ciphertexts. TFHE has several advantages, namely, it
introduces several optimizations, such as a bootstrapping technique that allows
this scheme to perform a wide range of computations on encrypted data, includ-
ing addition, multiplication, and comparison operations. This latter operation
is not possible to perform on data encrypted with other FHE schemes, such as
BGV and CKKS. Consequently, TFHE has gained significant attention in both
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academia and industry due to its ability to perform arbitrary computations on
encrypted data.

The TFHE scheme is typically used with numbers represented in the fixed-
point number format. This is because the commonly used floating-point represen-
tation is too complex to be effectively employed in this scheme [40]. In their work,
Song et al. [39] proposed a set of algorithms to implement arithmetic operations
and comparison operations on numbers represented in the fixed-point format
and encrypted using the TFHE scheme. An implementation of this scheme is
already available, which includes several optimizations, and is the one used in
our work1.

3 Related Work

The use of HE to uphold data privacy in NNs has received substantial recognition
within the research community, but there are few works that study the implica-
tions of applying HE in this context, namely regarding the restrictions it imposes
and their impact in NN performance. In 2019, Boura et al. [10] simulated the
noise resulting from homomorphic computations and function approximations,
to analyse the stability of NN performance using the Homomorphic Encryption
for Arithmetic of Approximate Numbers (HEAAN) [16,17] and TFHE schemes.
In their method, the authors modelled the noise using Gaussian distributions.
A series of experiments were conducted to evaluate the robustness of different
NNs to internal weight perturbations that may arise from the propagation of
significant homomorphic noise. They performed experiments on three distinct
CNNs and discovered that all of them could tolerate relative errors of at least
10% without significantly impacting overall accuracy.

In 2018, Bourse et al. [11] introduced a new framework named FHE-DiNN
for the homomorphic evaluation of what they called deep discretized NN. In
their approach, unlike in standard NNs, the weights and biases, as well as the
domain and range of the activation function, cannot be real-valued and must be
discretized. This discretization process is the reason for the name “Discretized
Neural Networks” or DiNNs. While their main goal was not to assess the impli-
cations of using encrypted data in NN inference, they compared the accuracy
of FHE-DiNN with the accuracy of the same NN operating on plaintext data.
However, they do not consider the problem of training a NN over encrypted data.
Instead, they assume that the NN is trained with plaintext data and focus on
the inference part. The authors also refined the TFHE scheme to improve its effi-
ciency, albeit at the cost of increased storage requirements. In their experiments,
for a network with 30 hidden neurons, they achieved a classification accuracy
of 93.55% with unencrypted data and 93.71% with homomorphically encrypted
data. In a NN with 100 hidden neurons, they achieved an accuracy of 96.43%
with unencrypted inputs and 96.35% with encrypted inputs. The loss in accu-
racy was expected. However, the authors themselves suggest that to improve the

1 https://www.tfhe.com/.

https://www.tfhe.com/
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classification accuracy of these discretized networks, it would be interesting to
train a DiNN from scratch rather than simply discretizing a pre-trained model.

Similarly to the work of Bourse et al., most of the research in this field has
applied HE to the inference part. In our work, as mentioned in Sect. 1, we focus
on analysing the impact of TFHE restrictions when both training and inference
are performed. This approach aligns with the suggestion of Bourse et al. to train
a DiNN instead of simply discretizing a pre-trained model.

4 Research Methodology

The goal of this study is to evaluate how the limitations imposed by the TFHE
scheme affect NN’s ability to accurately identify DDoS attacks on network data.
To that purpose, we have developed a research methodology consisting of five
main steps, as depicted in Fig. 1.

Fig. 1. Research methodology overview

The first step consists of clearly defining our research objective: Assess the
impact of TFHE restrictions on privacy-preserving NN for DDoS
detection. The second step comprises to review the literature, that includes
two main topics. First, it is necessary to analyse the literature on NNs for DDoS
Detection, so we can identify the SotA NN models to serve as baselines for our
study, as well as the dataset to be used. Then, the literature on the use of HE to
preserve data privacy on NN training and inference needs to be studied, with a
focus on the use of TFHE. The goal is to identify TFHE restrictions and analyse
the main approaches that have been used in the literature to address them. As
a result, we can determine the required adaptations for NNs to be able to work
with TFHE-encrypted data, and to identify SotA approaches to address these
limitations, so that TFHE-compliant NN models can perform optimally.

Having the literature reviewed, we can move to the design experimental tests
stage, to determine what experiments should be performed to assess the impact
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of TFHE restrictions on the ability of NN models to learn, when SotA adapta-
tions are used. This step also includes defining what performance metrics will be
used and what comparisons will be made. Then, we will perform the experimen-
tal tests identified in the previous step, by selecting suitable NN architectures,
and initializing the NN models with appropriate parameters, such as the num-
ber of layers, the number of neurons in each layer and the activation functions.
All of these choices will be compliant with the previously identified restrictions.
Finally, we will compare and analyse the results, which is a fundamental step to
raise conclusions regarding the impact of TFHE restrictions in NNs.

5 Literature Review

In this section, we address the second step of our research methodology. First, it
is presented a review of DDoS detection using NNs and the most used datasets.
Then, it is reviewed the application of HE to NNs training and inference, focus-
ing on TFHE scheme, its restrictions, and the best approaches to address the
consequent limitations.

5.1 NNs for DDoS Detection and Datasets

DDoS detection mechanisms are extremely important due to the increasing
prevalence of this kind of attacks and their potential impact. A lot of work has
already been devoted to address this problem. Ali et al. [3] conducted a com-
prehensive systematic review that analyses the application of ML techniques
in detecting DDoS attacks within Software-Defined Networking (SDN) environ-
ments. Additionally, Mittal et al. [30] presented a study more focused on Deep
Learning (DL) approaches for DDoS attack detection. NNs stand out by playing
a significant role, with 29.41% of the works analysed by Mittal et al. utilizing
CNNs and 29.59% leveraging DNNs. In fact, approaches using NNs are the most
common in recent years [3].

The work conducted by Sbai and El Boukhari [37] proposes an IDS for
DDoS attacks specifically targeting data flooding, utilizing DNNs and the CICD-
DoS2019 dataset [38]. They reported a binary classification accuracy of 99.997%
for UDP-based attacks. CNN models have also been explored to detect com-
plex DoS and DDoS attacks by converting network traffic datasets into images.
This approach was employed by Hussain et al. [26]. They proposed a methodol-
ogy to convert network traffic data into image format and trained a SotA CNN
model, specifically ResNet, using the converted data. According to their claims,
their approach achieved a remarkable 99.99% accuracy in binary classification
for detecting DoS and DDoS attacks. The dataset used was again CICDDoS2019.

In 2021, Assis et al. [7] proposed a SDN defense system that relies on the
analysis of individual IP flow records. The system utilizes a GRU DL method for
detecting both DDoS and intrusion attacks. The authors compared the model
results with other ML approaches, including DNN, CNN, k-Nearest Neighbors
(kNN), using CICDDoS2019 and CICIDS 2018 datasets. The results conducted
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on the CICDDoS2019 dataset demonstrated that most of the tested methods
achieved comparable performance, with the kNN and GRU approaches achieving
the highest accuracy rates for legitimate flow classification, at 99.7% and 99.6%,
respectively. On the other hand, using the CICIDS 2018 dataset, the results
of the methods varied more significantly, and the GRU approach achieved an
accuracy of 97.1%. Also, in 2021, Cil et al. [19] utilized a DNN to detect DDoS
attacks in a sample of packets captured from network traffic. Their experiments
were conducted on the CICDDoS2019 dataset. They claimed that their model
successfully detected DDoS attacks in network traffic with a 99.99% accuracy,
and accurately classified the attack types with an accuracy of 94.57%. Amaizu et
al. [5] proposed a novel two-DNN approach, one for identifying the attacks, and
the other for classifying the attack types. They achieved an accuracy of 99.66%
using the CICDDoS2019 dataset.

It is notable that most of the works published after 2020 have achieved a
reported accuracy of over 99 %. Additionally, the majority of these works utilized
the CICDDoS2019 dataset. This dataset is the most up-to-date and contains
a larger number of samples compared to other network traffic datasets, such
as KDD-99, NSL-KDD, DEFCON, CAIDA, CICIDS2017, and UNSW-NB15.
Moreover, the CICIDS2017 and CICDDoS2019 datasets are the preferred choices
in nearly half of the literature on DDoS attack detection [30]. Despite the known
errors in CICFlowMeter tool, which may lead to some flaws in the widely used
CICDDoS2019 dataset, to the best of our knowledge, no corrections have been
provided to CICDDoS2019 dataset, unlike the CICIDS2017 dataset [22]. As such,
in this work we use the CICDDoS2019 dataset.

5.2 HE and TFHE in NNs Training and Inference

Several scientific works have proposed the use of HE to preserve data privacy
in NNs. One of the most relevant is the work by Dowlin et al. [21], who intro-
duced the concept of CryptoNet, which is a modified version of a trained NN to
operate on encrypted data. However, this work does not use encrypted data in
the training process. Other approaches have been proposed in the literature [35],
but, according to Amorim et al. [6], few have explored the use of HE for NN
training and classification. Their work also highlighted that the main restric-
tions on the application of HE to NNs are: limited operations, computational
overhead, and data representation. The former is related to the limitation of
HE schemes regarding the operations they allow to be performed over encrypted
data, and their consequences on non-linear AFs like the sigmoid, and pooling
techniques which require comparing values. The computational overhead limi-
tation is related to the high cost of performing operations over encrypted data.
Finally, HE schemes do not represent the data all in the same way. Typically,
they operate on encrypted data in a fixed-point representation, which is different
from the floating-point representation used in traditional NNs. This may nega-
tively affect the accuracy and performance metrics. Amorim et al. also concluded
that BGV scheme is the most commonly used in this context. However, TFHE
arose as a surprising approach to reduce training times while maintaining high
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accuracy rates, because of its ability to allow defining more complex operations
in a bitwise manner, including comparison.

The first work to use the TFHE scheme to create a trainable NN was con-
ducted by Lou et al. and it was named “Glyph” [29]. Their approach uses BGV
and TFHE schemes together to accelerate HE operations. TFHE was employed
to enable the use of non-linear activation functions like ReLU and Softmax, with
the latter being done with table lookup operations. The authors performed sev-
eral experiments and concluded that their approach achieved a similar accuracy
to SotA model [32], but in much less time. However, it is worth noting that the
authors did not formally compare the accuracy of Glyph with SotA NN models
operating on plaintext data.

The second work that uses TFHE is the work by Yoo et al. [40], and, con-
trary to the previous one, this only uses the TFHE scheme. This framework
was named “t-BMPNet”. To represent the numbers, they used fixed-point num-
ber representation, and they implemented the operations based on the work by
Song et al. [39]. To better approximate the sigmoid activation function, they
proposed an algorithm to calculate the exponential function in the cyphertext
space. The authors claim that this framework allows for training in the encrypted
domain without needing to perform polynomial approximations. They conducted
multiple experiments to validate their approach and found that t-BMPNet suc-
cessfully achieved a highly accurate design of the non-linear sigmoid function
compared to other methods that rely on polynomial approximations. It is worth
noting that they did not compare the performance metrics of t-BMPNet with
plaintext-based NNs. Also, the authors’ implementation of the exponential func-
tion demonstrates weaknesses that limit its practical application. Therefore, in
our work, we conduct a comprehensive literature review focusing on the approx-
imation of the sigmoid AF and the SotA approach addressing this limitation.

In the work of Dowlin et al. [21], the sigmoid AF was replaced with the square
function, which does not resemble the typical sigmoid shape. Other approaches
adopted higher degree polynomials as activation functions for more training
stability. For instance, Onoufriou et al. [33] replaced the sigmoid AF with a
polynomial approximation with degree 3, namely

σ(x) ≈ 0.5 + 0.197x − 0.004x3,

which, according to the authors, closely follows the standard sigmoid between
the ranges of −5 and 5. Yuan et al. [41] approximated the sigmoid activation
function using MacLaurin series expansion:

σ(x) =
1
2

+
x

4
+

x2

48
+

x5

480
+ O(x6).

Other approaches include the work of Ghimes et al. [24] which used the
simplest activation function possible, the identity function, to reduce the cost of
computing over encrypted data. A remarkable approach is the use of piecewise
approximations, which can be computed with data encrypted using TFHE but is
not supported by the other most common FHE schemes, since they do not allow
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comparison operations [18]. One such example is the piecewise approximation
by Myers et al. [31] which is used in the work of Zhang et al. [15] and in the work
of Bansal et al. [8]. This piecewise approximation combines 9 linear functions,
that follow the sigmoid behaviour in the interval from –8 to 8.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 x > 0
0.015625x + 0.875 4 < x ≤ 8
0.03125x + 0.8125 2 < x ≤ 4
0.125x + 0.625 1 < x ≤ 2
0.25x + 0.5 −1 < x ≤ 1
0.125x + 0.375 −2 < x ≤ −1
0.03125x + 0.1875 −4 < x ≤ −2
0.015625x + 0.125 −8 < x ≤ −4
0 x ≤ −8

(1)

According to Zhang et al., this piece-wise approximation is the best-performing
approximation in NNs [42]. Furthermore, the fact that this approximation only
requires the calculation of simple linear functions makes it less expensive to
compute than polynomial approximations. As such, in our work, this was the
selected approximation to address the non-linearity of sigmoid AF.

6 Experimental Tests

6.1 Design

Following the reviewed literature presented in the previous section, it was pos-
sible to identify two SotA NN models for the detection of DDoS attacks. The
works of Cil et al. [19], and Sbai and El Boukharei [37] are the ones with the
best performance to detect DDoS attacks, which is recognized by the reviews of
Ali et al. [3] and Mittal et al. [30]. As such, these two models will serve as the
baselines for our study. Let NC be the NN model suggested by Cil et al., and
NS the model of Sabi and El Boukharei.

To perform our analysis, two NN models will be trained in compliance with
TFHE restrictions and using the mentioned SotA approaches to address those
restrictions. We will perform three different types of tests, and our analysis
will be done using the most common performance metrics used in this context,
namely accuracy, precision, recall and F1-score [3,30].

Test 1: The first test involves comparing the performance of models NC and
NS with the performance of our trained NN models that incorporate TFHE
adaptations. This will allow us to assess if the required adaptations enable us
to achieve a similar level of performance, or if there is a significant decrease.
For this test, we will utilize a CICDDoS2019 sample that is of the same size
as NC and NS , but distinct from them. Consequently, we will also analyse
the impact of sampling on the performance of the trained models.
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Test 2: This test involves training several NN models, both with and without
TFHE adaptations, using equal-sized but different samples of the CICD-
DoS2019 dataset. The training will be conducted for 5 epochs, which will
provide sufficient insights into its potential impact.

Test 3: The third test aims to compare the learning pace of our best trained NN
model with and without the TFHE-required adaptations. The models will be
trained for 15 epochs, and performance metrics will be computed at the end
of each epoch. This analysis will help us determine if TFHE adaptations
influence the learning pace of the models.

6.2 Execution

We have trained two TFHE-compliant NN networks to compare with NC and
NS , respectively. Let N ′

C be our NN which is compared with NC , and N ′
S the

one which is compared with NS . First, we will describe the architecture of our
networks: N ′

C is composed of 5 layers, with the input layer being composed of 69
units, one for each feature. Each hidden layer is made of 50 neurons, and the final
layer is composed of 1 neuron. The only difference between this architecture and
the one of NC is the number of neurons of the output layer, which is 2 in NC ; N ′

S

is composed of 3 layers. The input and hidden layers have 7 neurons, and the final
layer is composed of 1 neuron because it is a binary classification. The input size
considered was 7 (4 continuous features plus 3 protocol types because we used the
one-hot-encoding strategy – a technique applied to transform categorical inputs
into a numerical form which represents each category as a separate feature).

Regarding the initialization and training of these NNs, it was done consider-
ing the test to be performed:

Test 1: The number representation was defined to be fixed-point for N ′
C and N ′

S .
The activation function of all layers was defined to be the sigmoid approxima-
tion presented in (1). Notice that the TFHE scheme, as previously mentioned,
requires the use of fixed-point number representation, since floating-point
representation is not appropriate [40]. However, fixed-point representation
is less flexible because it does not automatically adjust to the precision of
the represented number, which is the number of bits used to represent the
fractional part of the number. In fixed-point represented numbers, this num-
ber of bits allocated must be manually specified, resulting in a less dynamic
representation.
To address this issue, firstly, we normalize the data and choose an appropriate
number of bits to represent the fractional part. Additionally, because of the
bitwise nature of the TFHE scheme, manual implementation of arithmetic
operations was necessary to achieve optimal performance. After reviewing the
SotA literature, we have chosen to implement TFHE operations according to
the definition provided by Song et al. [39]. At the end of this process, all the
required operations are ready to be used in the TFHE-compliant NNs N ′

C

and N ′
S .
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Test 2 and 3: Let N ′′
C be the NN with the same architecture as N ′

C , but such
that its number representation is floating-point, and the AF is the sigmoid.
This NN is trained in the TensorFlow library2 with the usual operations, and
their performance metrics are compared with the ones of N ′

C .

The data used to train and test N ′
C and N ′′

C is a sample of the original CICD-
DoS2019 dataset, in a similar process to the one performed by Cil et al. [19]. Each
sample is made up of exactly 365474 entries, were 80% is for training and 20%
is for testing. To increase the performance of the final model, the features “Flow
ID”, “SourceIP”, “SourcePort”, “DestinationIP”, “DestinationPort”, “Proto-
col”, “Timestamp”, and “SimilarHTTP” were discarded due to their lack of
contribution to the final model [19]. The features “Bwd PSH Flags”, “Fwd URG
Flags”, “Bwd URG Flags”, “Fwd Bytes/Bulk Avg”, “Fwd Packet/Bulk Avg”,
“Fwd Bulk Rate Avg”, “Bwd Bytes/Bulk Avg”, “Bwd Packet/Bulk Avg”, and
“Bwd Bulk Rate Avg” were also removed since they all contained a single value.
All the 69 remaining features are numeric, and their normalization was done
using the Min-Max normalization. As previously said, the classification is binary
with the labels being either Benign or Malign.

The data used in N ′
S and N ′′

S followed a similar normalization process. But,
in this case, the dataset entries chosen were the ones referring to benign traffic
and to the UDP attacks. Only 4 features from the original dataset were used,
namely “Destination Port”, “Packet Length Std”, “Packet Length Std”, “min seg
size forward”, and “Protocol”, because they were defined as the most impacting
for UDP attacks by Sharafaldin et al. [38]. Since one of the selected features is
categorical (the “Protocol” feature), there was the need to apply the one-hot-
encoding technique to transform it to a numerical feature, which resulted in a
total of 7 features.

7 Compare and Analyse the Results

7.1 TFHE-Compliant Models vs. SotA NNs for DDoS Detection

The comparison between our trained models with SotA models NC and NS is
crucial to understand the extent to which TFHE restrictions, and our mitigation
measures, affect their performance to correctly classify DDoS attacks. A sample
of the CICDDoS2019 dataset was generated as detailed in the previous section,
and a total of 15 epochs were used to train our models. Table 2 presents the
performance metrics obtained and the corresponding Relative Error (RE).

Examining the results of N ′
C when compared with NC , it can be observed that

there was a minor decrease across all metrics. The largest decrease is observed in
accuracy, with an RE of 0.1%, followed by recall with an RE of 0.09%. Similarly,
when comparing the values obtained for NS and N ′

S , we can observe that the
errors are higher than the ones obtained with the other NN. In this case, accuracy
and recall are again the metrics with a higher RE, 0.96% and 2.03%, respectively.

2 https://www.tensorflow.org/.

https://www.tensorflow.org/
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Table 2. Performance metrics and relative error.

Metric NC N ′
C RE NS N ′

S RE

Accuracy 99.97% 99.87% 0.10% 99.995% 99.04% 0.96%

Precision 99.99% 99.96% 0.03% 99% 98.74% 0.26%

Recall 99.98% 99.89% 0.09% 98% 99.99% 2.03%

F1-Score 99.98% 99.92% 0.06% 99% 99.36% 0.36%

Regarding the recall’s RE, it is worth mentioning that it does not represent a
loss, since our model obtained a better performance (99.99%) than NS (98%).

In summary, all the changes introduced for our NN to comply with TFHE
restrictions cause a maximum RE difference of 0.09% from the work of Cil et
al. [19]. On the other hand, the maximum relative difference between N ′

S and the
DNN by Sbai and El Boukhari [37] has a maximum difference of 2%. However,
this difference has to be interpreted with caution since, in the metrics recall
and F1-score, N ′

S performs better than NS . These results allow us to conclude
that, at least in DDoS attack detection, the adaptations required to make DNNs
compatible with TFHE have a negligible effect on the NN’s ability to learn and
generalize the data provided. From this, we may conclude that we can achieve
high performing NN models for DDoS detection without exposing the plaintext
data to third parties since they can work directly with encrypted data.

7.2 Impact of Equal-Sized But Different Samples on NN Model’s
Performance

The experiments conducted in the SotA NN models for DDoS attack detection
did not use the entire CICDDoS2019 dataset, as explained before. Therefore, we
trained our NN models using equal-sized but different samples from the same
dataset. We then compared the performance metrics of N ′

C and N ′′
C at the end

of five epochs. The purpose of this experiment was to assess if using different
samples of the dataset would result in significant variations in the obtained
metrics. Figure 2 shows the performance metrics obtained for each NN model
and each sample of the CICDDoS2019 dataset.

From the results obtained, it is possible to observe that the sample variation
has a higher impact in the TFHE-compliant model, N ′

S , than in N ′′
C . However,

none of the metrics exhibit significant variations, which can be validated by the
low values of the standard deviation obtained for each metric, as presented in
Table 3. Therefore, we may conclude that the sample variation does not have a
significant impact on the performance of the model obtained from N ′

S , mean-
ing that the restrictions imposed by TFHE, when SotA approaches are used to
address those limitations, are not significant. The results obtained in this exper-
iment, and presented in Fig. 2, also allow comparing the performance of N ′

C with
the performance of N ′′

C . It is possible to observe that overall, the performance
metrics of N ′

C are worse than the corresponding metrics in N ′′
C , which is aligned
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Fig. 2. Performance metrics obtained in N ′
C and N ′′

C for ten different samples of CICD-
DoS2019

with the comparison done in the previous test, where N ′
C showed a lower per-

formance when compared with NC . It can also be observed that the metric with
the smallest difference between the means is precision, which is not surprising
considering the chart corresponding to this metric in Fig. 2. This indicates that
N ′

C was able to correctly classify attack entries in almost the same proportion as
N ′′

C . The metric recall also shows a low difference between the means, although
that difference is larger than the difference in precision. Both accuracy and F1-
score metrics have a very similar difference in means, around 0.7%, which can be
significant in some application scenarios. On the good side, with just 5 epochs,
the TFHE-compliant NN model was able to achieve high-performance metrics.
Specifically, the accuracy consistently exceeds 98.6%, precision exceeds 99.3%,
F1-score exceeds 99.2%, and recall exceeds 99.3%.

In conclusion, while the choice of sample had a higher impact on the TFHE-
compliant model, there were no significant variations in the performance metrics
of either model. Also, while N ′

C got slightly worse performance metrics compared
to N ′′

C , it still achieved high accuracy, precision, F1-score, and recall. These
results highlight the potential of TFHE in privacy-preserving NNs.

7.3 Learning Pace Analysis

The learning pace of a model is another important factor that should be
considered, especially when our objectives include training NN models with
TFHE-encrypted data. In these models, the cost of performing operations is
much higher than performing the usual operations over plaintext data. Conse-
quently, it is important to assess how fast TFHE-compliant models achieve good
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Table 3. Performance metrics mean and standard deviation for ten different samples
and five epochs

Metric N ′
C N ′′

C Mean

Mean S. deviation Mean S. deviation Difference

Accuracy 0.986907449 0.000561599 0.993835419 0.00010242 0.00692797

Precision 0.993819436 0.000118783 0.993823498 0.000125635 0.4062 × 10−5

Recall 0.993001315 0.00047724 1.00 0.00 0.006998685

F1-score 0.993410171 0.000284419 0.996899313 6.32853 × 10−5 0.003489142

performance metrics and compare their results with plaintext-based NN mod-
els. A high learning pace means that few epochs will allow achieving high-
performance metrics, suggesting that fewer operations are required. To analyse
and compare the learning pace of N ′

C and N ′′
C , each of these NNs was trained

using the same sample of CICDDoS2019 and underwent 15 epochs to evaluate
the learning pace. The metric accuracy was computed at the end of each epoch,
and Fig. 3 summarizes the results. From this figure, it is evident that N ′

C has
a higher learning pace in the first epoch, but then it decreases, and the perfor-
mance slowly increases until epoch 15. On the other hand, N ′′

C demonstrates a
rapid increase between epochs 2 and 3, followed by a similar behaviour to that
of N ′

C . Again, in this experiment, it is clear that TFHE-compliant NN model
demonstrates inferior performance when it comes to accuracy. Also, something
which is important to highlight is the fact that the learning pace of N ′

C is much
higher in the beginning, which suggests that few epochs may be sufficient to
achieve a good performance.

Fig. 3. Performance metrics obtained in N ′
C and N ′′

C for 15 different epochs



122 I. Amorim et al.

In conclusion, TFHE-compliant models show a similar learning pace when
compared with plaintext-based models. Moreover, our experiments suggest that
despite having lower accuracy, N ′

C may achieve satisfactory performance in few
epochs. This is beneficial as it helps reduce the number of operations required
to be performed on encrypted data and, consequently, the total computational
overhead.

8 Conclusions and Future Work

In this work, we conducted an analysis of the impact of TFHE restrictions on
the ability of NNs to learn and accurately identify DDoS attacks. For that, we
performed a comparison between TFHE-compliant models and SotA NNs, which
revealed that the adaptations required to make the NNs compatible with TFHE
had a minor effect on their ability to learn and generalize the data provided.
In our best-performing model, the maximum relative error difference observed
was 0.1% for the metric accuracy, which is not considered a significant differ-
ence in this context. Furthermore, this model also demonstrated comparable
performance metrics, regarding precision, recall, and F1-score, which indicates
that high-performing NN models for DDoS detection can be achieved without
exposing plaintext data to third parties.

Since different samples of the same dataset were used by the different works,
we also investigated the impact of using different samples of CICDDoS2019
dataset on the performance of TFHE-compliant models. Our results suggest that
the sample did not result in significant variations in the TFHE-compliant mod-
els’ performance, nor in plaintext-based ones. This indicates that the restrictions
imposed by TFHE, when mitigated using SotA approaches, do not significantly
affect the performance of the NN models.

The analysis of the learning pace of the TFHE-compliant models compared to
plaintext-based NNs revealed that the former exhibited a similar learning pace.
Although these models had lower accuracy, they demonstrated a higher initial
learning pace, indicating that satisfactory performance could be achieved in few
epochs. This has the potential to reduce the computational overhead associated
with performing operations on encrypted data in NN training and inference.

In conclusion, these results highlight the potential of TFHE in enabling
privacy-preserving NNs for DDoS attack detection. By using this FHE scheme,
it becomes possible to construct IDSs that effectively identify DDoS attacks
without compromising the confidentiality of plaintext data. However, further
investigation is necessary to gain a deeper understanding of the implications
and limitations of employing TFHE in real-world scenarios. Future work can
explore other performance metrics, evaluate the models using different datasets,
and assess the computational overhead of TFHE-based NNs in more depth.
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Abstract. This paper discusses a recent hybrid paper-electronic voting
system proposal put forward for Belgian elections. We point to some
problems in the proposal, and consider addition of blind signatures as
one possible approach to dealing with the identified shortcomings. We
discuss the concomitant updates from both the protocol and electoral
processes point of view, arguing that our proposal would strike a better
balance between different requirements. To the best of our knowledge,
this is also the first proposal to use blind signatures in a paper-based
voting system.
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1 Introduction

In our current increasingly mobile world, it becomes harder and harder to get
all the eligible voters to physical polling stations for the act of voting on a single
day [27]. The recent COVID-19 outburst has only added to this problem [9].
Hence, there is a definite need for reliable remote voting options.

Two main approaches are available for this. The more established way is to
send the ballots in via physical mail. For example in the 2020 U.S. presidential
elections, 43% of the voters cast their ballot by mail – a number twice as high
as four years earlier. Even though the COVID pandemic was definitely a major
factor, the trend towards increasing voting by mail has been observed for years
in the U.S. [10].

As an alternative, several countries like Switzerland [14], Estonia [12], Nor-
way [25], Australia [8], France [6], etc. have had elections with vote casting
options over Internet.

Both of these approaches have their pros and cons. Internet voting can offer
reliable vote transmission and efficient tallying procedures. On the other hand, it
has been criticized for implementation complexity, concentrating many risks into
the central components, being hard to verify by an average citizen, etc. [15,21,24]

Postal voting can be implemented without relying on any digital equipment
on the client side, hence being easy to understand, use and trust by the voter.
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On the other hand, it is very hard to ensure authenticity and privacy of the
voters, the postal channel is vulnerable to both integrity and confidentiality
attacks, etc. [4,17]

Thus, it is natural to ask whether we could get the best of the both worlds
without sacrificing too much in terms of residual risks. And indeed, several
digital-paper hybrid schemes have been proposed in the literature [3,4,10,20]. Of
course, building such a hybrid system requires trade-offs, and balancing different
requirements may lead to several possible equilibria.

In this paper, we are going to take a closer look at a recent proposal presented
by a team of Belgian researchers with the aim of being implemented for postal
voting in Belgium [1,2,11]. The advantage of this proposal over the previous
purely academic papers is that it comes with technical implementation details
much better laid out. Belgium also has a national electronic identity system
which opens up new opportunities in terms of voter authentication and eligibility
verification.

We note that the current version of the paper has been shortened due to space
limitations, but interested readers can have access to the full version at [28]. The
main difference between the current and the full version is a review and analy-
sis of previously proposed hybrid schemes, more specifically the Benaloh-Ryan-
Teague scheme [4], STROBE [3], RemoteVote and SAFE Vote by Crimmins
et al. [10], and the scheme by McMurtry et al. [20]. Remarkably, none of the
proposals explicitly deals with eligibility verification, even though it is one of
the core components of end-to-end verifiability.

Crimmins et al. claim in [10] that STROBE, RemoteVote and SAFE Vote
all provide the eligibility verification property, but do not specify how exactly.
The only explanation given is a reference to ’existing procedural controls’ in a
footnote, possibly hinting at the standard methods used in postal voting like
double envelopes.

Note, however, that double envelope system is a legacy adopted not because
of its excellent properties, but because historically there has not been a better
alternative. For instance it does not really protect vote secrecy against a mali-
cious actor while the vote is in transit; thus we question the ballot secrecy claims
made in Table 1 of [10]. This is a good example that one can not leave any part of
the system unspecified while proposing a new voting scheme as implementation
details of one component may harm the desired properties of others.

2 The Proposed Belgian Remote Voting System

The system proposed for Belgium relies on verification codes that have to be
recorded by the voter in order to perform the verification later [1,2,11]. More
precisely, the voter is provided with three sheets (see Fig. 1). The selection sheet
lists all the candidates together with the preference marking spots. The code
sheet presents short codes for both of the options of voting for or against a
particular candidate. Finally, the note sheet is meant for the voter to write
down the codes corresponding to her selections in order to later check against
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the codes published on the bulletin board. As the code sheet provides a receipt
of voting, it is meant to be destroyed after the vote has been cast.

Fig. 1. Ballot, code and note sheet for the proposed Belgian postal voting system
[1,2,11]

What makes the case of the proposed Belgian system especially interesting is
the existence of a well-established national electronic identity (eID) infrastruc-
ture. It means that voter authentication can be performed much more reliably,
potentially also improving eligibility verification in the case of postal voting.

In the beginning of the process, the voter logs onto the voting server by using
her eID. The server checks eligibility and prepares the voting sheets specifically
for this voter. Each sheet will carry a random 128-bit voter-specific code k,
enabling the tallying authority to authenticate the vote even without relying
on an outer, signed envelope. This allows, in principle, to drop the outer enve-
lope altogether, thus potentially increasing postal vote secrecy during the vote
transmission.

In Belgium, the selection sheets can be pretty large as they need to accom-
modate all the candidates. However, the voter can only vote for the candidates
of one party. Thus, as a compromise, in case of electronically prepared ballots,
it is proposed that the candidates of one party are displayed on one A4 paper,
and the voter would need to mail in only the sheet corresponding to the party
of her choice.

It has been left unspecified in the system description [1] whether the voter can
only print out the sheet she needs for her party of choice, or whether she should
print out all the generated sheets. The subtle issue here is keeping the vote secret
from the voter’s computer. If the voter would choose to print the candidate list
of only one party, a malicious device would learn her party preference.

There are a few ways to look at the issue. On one hand, voter’s device defi-
nitely is one of the easiest-to-attack components in the whole system, especially
when it comes to vote secrecy. Even if the system provides vote integrity veri-
fication mechanisms, it is hard to give strong guarantees that the vote has not
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been leaked from the used digital device. The best known mechanism to achieve
such guarantees would be code voting, but it comes with usability trade-offs [19]
and we do not consider such systems in this paper.

A usual approach to this problem is not to target vote secrecy at all in remote
settings, and aim at a weaker property of coercion resistance instead (see e.g. [18]
for an overview of different proposed approaches to achieve it). Since the Belgian
system has been presented as the first step of transition towards Internet voting,
there will be a moment in the future when the voters will use their computing
devices to prepare and cast votes. Thus we argue that leaking one’s vote to the
computer is a practical trade-off that will need to be accepted at some point
anyway.

We note that in the Belgian system as it is described in [1], the voter has to
trust her computer also in regards to vote integrity. It is foreseen that the voter
can contact the ballot preparation server and check that the code k is a valid
one, but it is not guaranteed to be unique. If an attacker is able to compromise
several voter devices, he can make these devices to use the same (valid!) k for
all the ballots issued through them. This problem would only be noticed in the
tallying phase and the system description [1] does not specify what to do in this
case. However, there are little alternatives to invalidating all the votes sharing
the same k, as the tallying authority can not distinguish the k-sharing-attack
from a ballot box stuffing attempt. This efficiently results in disenfranchising all
the voters who cast these votes.

We may try to detect multiple verification attempts made to the same code k,
but it is unclear what to do in case of successful detection. The voter may
legitimately want to verify the code several times from different devices as she
does not necessarily trust a single device. Also, most of the voters would probably
not bother verifying the code at all, and thus such a detection mechanism would
likely be inefficient.

We also note that checking the value of k for validity may pose a usability
issue. The system description [1] discusses embedding k on the ballot sheets both
in an OCR font and in the form of a QR code, recommending the former to
support human readability. In both cases, the voter would need a device capable
of scanning the representation of k, which in the current practice means having
a smartphone, a tablet computer or alike. In any case the success of scanning
depends on the user skills, quality of the camera, lighting conditions, etc.

3 Eligibility Assurance with Blind Signatures

The root of the problem enabling reuse of the values for k is that these values
depend neither on the voter, nor the vote. Of course we do not want to print
the voter’s digital signature on the ballot instead as this would undermine vote
secrecy. Luckily, there exists a good alternative available in the form of blind
signatures.

Blind signatures were first introduced by Chaum in 1982 in the context of
implementing untraceable payment systems [7]. In 1992, Fujioka et al. proposed
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using this primitive to achieve vote-secrecy-preserving authentication of a ballot
by blindly signing it with the authority’s key [13].

The construction of Fujioka et al. is a very generic one, with a number of
improvements proposed throughout the years (see e.g. [23] for a good overview
on the topic). Blind signatures have been used also in practical e-voting schemes;
recently e.g. in Russia [26]. However, their practical applicability to postal voting
has been very limited. This can be explained by a diverse set of assumptions that
one would need in order for make such a solution to be useful and work.

On one hand, in order to make use of blind signatures, a relatively advanced
digital infrastructure is required. The voters need a reliable means for authen-
ticating themselves to the signing authority, accompanied with a method to do
something with the returned signature. On the other hand, even though a digital
identification infrastructure is assumed, the society should still look to improve
remote paper vote casting, rather than going for Internet voting right away.

Both of these aspects are present in Belgium, and hence considering the blind
signatures for authenticity and eligibility assurance is interesting in this case.

Of course, we would need to use the voter’s computer as a ballot marking
device and trust it for vote secrecy. However, as discussed in Sect. 2, this is a
trade-off that is probably required sooner or later anyway.

Thus, we propose setting up a generic blind signature scheme as an addition
to the proposed Belgian postal voting system. For that, we will assume the
authority A who maintains the list of eligible voters, possesses a public-private
blind signature key pair, and publishes the corresponding public key.

After the voter has used her computer to fill in the ballot, it is first masked
for blind signing. The voter then authenticates herself to A who verifies her eligi-
bility. If this verification succeeds, A issues the blind signature. Next, the voter’s
computer removes the blinding and displays the obtained signature directly on
the ballot, e.g. as a QR code. The resulting sheet can then be printed out and
cast as a regular postal ballot.

Before mailing it off, this scheme allows the voter to check well-formedness
of the ballot and the signature of A. First of all, note that the Belgian ballot
can be encoded rather efficiently. There are less than 256 parties running, so one
byte is enough to encode the party choice. For each candidate of this party, one
bit needs to be encoded. Depending on the length of the the party list, one may
need a few dozens of bits. Adding the metadata concerning the election event,
the encoding should comfortably fit into 256 bits.

This means that we can put the padded encoding of the vote directly under
the signature without hashing it. Thus, a mobile verification app can be devel-
oped that can decode the whole vote together with A’s signature from the QR
code, check the signature and display the decoded vote content to the voter. The
voter can then visually match the result to what has been printed out on the
ballot in the traditional human-readable way. This ensures the voter that the
vote has indeed been correctly signed by A without intermediate manipulation.

Machine-readable votes also allow for a more efficient tallying process by
scanning the QR codes. It is not even necessary to visually inspect all the postal
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ballots for correspondence to the human readable part if a proper statistical
post-election audit process like risk-limiting audit is implemented. Note that a
statistical post-election audit as part of the tallying procedures implicitly also
protects the voters who did not bother downloading and using the mobile veri-
fication app.

As the ballot is signed with the authority’s signature to prove eligibility, there
is no need for the outer, voter-identifying envelope, and the ballot can be mailed
anonymously. This removes one of the major privacy problems of postal voting
that anyone can study the envelopes in transit and reveal how the postal voters
voted. At the same time, blind signatures printed on the ballots ensure eligibility
of the voters and also protect ballot integrity.

On the other hand, extra measures are then needed at the polling station
on the election day. If a person who has cast a postal vote comes to the polling
station and wants to cast a vote, a respective mechanism is needed to avoid
double voting.

In case of a standard double envelope postal voting system (see e.g. [16]),
envelopes can be kept sealed until the regular polling station votes are also cast.
Double envelopes belonging to the voters who submitted in-person votes can
then be discarded without opening.

In case of anonymously sent postal votes this approach would not work.
Instead, the voter needs to be stopped at the polling station before she gets
a chance to submit a vote. For that, polling stations workers need access to
A’s database of voters who have requested signing their postal votes. This is
technically non-trivial, but doable. A similar system has been in use in Estonia
since 2021 Parliamentary elections to enable cancelling electronic votes with
paper ones in a polling station [12].

Note that the problem of double voting is also present in the proposed Belgian
system as described in [1], and even on a bit more serious level. In principle, the
ballot preparation server can keep a list of the voters who have requested a
ballot, but it can not tell if the ballot has actually been completed. If requesting
a blank ballot would be registered as the voter having used her voting rights,
this may end in disenfranchising the voter e.g. in the case she fails submitting
her postal vote and attempts voting in a polling station.

In case of our proposal, the voter only requests the authority’s signature
after having filled the ballot in. Of course, we still do not know whether the
signed ballot was actually mailed or not. However, we argue that there is a
potential legal difference between just requesting a blank ballot and asking for
the authority’s confirmation once it has been filled. In the latter case it is easier
to call the act of voting completed and rule against the voter in case of a possible
dispute between disenfranchisement vs. double voting.

Using the voter’s computer as a ballot marking device also allows for a more
efficient printing procedure. There is no reason to print all the sheets correspond-
ing to the parties the voter did not want to vote for. Of course, this is mainly
a result of our trade-off with secrecy of the vote from the voter’s computer. On
the other hand, it also gives a significant environmental effect as the number of
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otherwise unused sheets of paper would be multiplied by the number of postal
voters.

Note also that we do not need to print the code sheet at all. Instead, we
can directly generate and print the filled note sheet. This is good both from the
usability and security points of view. Usability benefits are clear as the voter is
not required to copy any random codes by hand. Security benefit comes from
the observation that the code sheet is actually a receipt that the voter can use
intentionally or under coercion to prove how she voted.

The original system description [1] requires the voter to destroy this sheet,
but we argue that relying on such a measure to achieve privacy properties is
not a good security design principle. Users can in general only be expected to
give a minimal amount of effort to achieve the functional goals, i.e. casting one’s
vote in our case. If the code sheet remains lying around, it can cause unexpected
privacy problems which are better avoided if possible.

4 Discussion

Verifiability properties of standard double envelope postal voting are rather
weak. There is typically no Cast as Intended verification, and instead of Counted
as Cast there is a weaker property of Counted as Collected [5]. We argue that if
such a system would be proposed today, it would not be accepted as not satisfy-
ing elementary requirements, especially as postal voting protocols offering better
properties are available now [1,3,4,10,20,29].

However, eligibility verification remains a challenge for all these proposals,
and this problem is inherently related to the available infrastructure. When
we want to enable e.g. Cast as Intended verification, we need to enhance the
capabilities of the verifier, i.e. the voter. When postal voting was introduced
for the soldiers fighting in the U.S. Civil War, there was no way of getting
convenient and fast feedback about the fate of the vote [22]. But nowadays we
have omnipresent Internet access, enabling such feedback.

A similar situation also occurs for eligibility checking. However, now the
primary verification agent is the election organizer who needs to decide whether
the vote came from a legitimate voter, and whether it is a double vote or not.
The ballot can carry some sort of an identifier (like a social security number), or
the outer envelope may carry a signature, but neither of them can be considered
a strong form of identification in the third decade of the 21st century.

In order to provide better eligibility verification properties, a respective
infrastructure is required. With electronic identity mechanisms being introduced
in many countries, this infrastructure is becoming readily available. It is only
natural to use it to secure remote voting, both in electronic and mail-in settings.

The most straightforward way of integrating an eID into a remote voting
scheme would be signing the vote. In case of electronic voting it is easy to encrypt
the vote in order to protect its confidentiality. For postal voting, however, there
is an implicit expectation that the paper representation of the vote should be
human-readable. This makes direct signing with voter’s eID impossible.
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On the other hand, blind signature on an anonymous paper vote is still very
much an option. Of course, a corrupt signing authority may attempt to sign
the votes for ineligible voters. As a solution, we can require the blind signing
requests to be signed by the voters. If in the end of the voting period the number
of authority-signed votes in the digital ballot box exceeds the number of voter-
signed requests then we know that the authority has cheated. As an alternative,
signing authority can be implemented in a distributed manner in order to avoid
relying on just one trusted party.

We also note that while the idea of using blind signatures in a remote voting
setting is not novel, their application to paper-based voting systems is to the
best of our knowledge.

5 Conclusions

Cryptographically-enhanced postal voting is a recent and exciting research area.
It has a potential to provide a remote voting solution with better authentication
and integrity properties compared to regular postal voting. At the same time, it
can also avoid some of the problems with remote electronic vote casting as the
main vote carrying medium would still be paper.

In this article we reviewed several recent schemes, concentrating on the sys-
tem proposed by Belgian researchers as an intermediate step towards Internet
voting. It adds end-to-end verification capabilities to the postal votes and can
even be used to send the filled ballots in anonymously.

The proposal is very rich in implementation details compared to previous
purely academic papers. It is also very realistic in terms of the trade-offs required
between usability, verifiability and privacy properties of the system.

However, we were still able to point out several problems in this paper. The
biggest issue is the need to trust the voter’s computer not to disenfranchise the
voter by maliciously re-using the random authentication token k.

In order to mitigate this problem, we proposed implementing a generic blind
signature scheme instead of using the random token. It turns out that such a
solution also has other benefits; for example it enables easier tallying and vote
correctness verification by the voter.

The downside of our proposal is the need to use the voter’s PC as a ballot
preparation device, hence trusting the device not to breach vote secrecy. How-
ever, we argue that this is a reasonable trade-off that will need to be accepted
at some point anyway. At the same time we reduce the need for paper print-
outs. This improves both the environmental footprint and coercion-resistance
properties of the scheme.

The Belgian postal voting scheme is still in the early stages of research, and
we hope that this paper has made a small contribution towards its future success.
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Abstract. Informed consent and the requirements to obtain ethical-legal sound
consent has a long and rich history that originated with the medical treatment of
patients and then evolved into its application in the field of biomedical research.
The same concepts and principles of consent has been adopted to be applied in the
digital sphere. However, upon closer scrutiny it is clear why this principle, that
originated for the protection of a person’s bodily integrity cannot be adequately
applied in the digital sphere to protect people’s personal data. To the contrary it
transpired that the ethical-legal requirements of consent has been made futile in
the context of digital consent receipts by erroneously comparing and applying this
concept to transactions receipts and commercial contracts. This paper investigates
this evolution of biomedical consent to digital consent and analyze the difference
between the concept of consent as it developed for biomedical application and
compare that with the current application of consent in the digital sphere.

Keywords: Consent · consent receipt · information privacy · personal data
control · information autonomy

1 Introducing Informed Consent

The first appearance of the requirement of informed consent in a legally binding doc-
ument was between 1891–1900 in Germany. In 1891, the Prussian Minister of Interior
Affairs issued a directive to all prisons, in which he specified that tuberculosis treatment
must not be administered against the will of the medical patient. Another ministerial
directive was issued in 1900 to all hospitals and clinics in the country which excluded
all minors or otherwise non-competent persons from non-therapeutic clinical studies
and required the provision of “unambiguous consent” after the proper disclosure of the
negative consequences of the study to all participants [1].

The informed consent standard was first internationally recognized in the Nurem-
berg Code in response to the controversial and criminal research activities conducted
on concentration camp prisoners at the end of World War II. The Nuremberg tribunal
defined the essential nature of voluntary consent from a human participant in any type of
medical experiment, delegitimizing research with humans who are incapable of provid-
ing consent, and stressed that “any element of force, fraud, deceit, duress, overreaching,”
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“constraint” or “coercion” should not be part of valid consent [2]. Also, the participant
“should have sufficient knowledge and comprehension about the elements” of the study
(nature, duration, purpose, method, and meaning of the experiment) involved [2]. This
includes the knowledge of any inconveniences, hazards, and effects, which should be
expected. The duty and responsibility for ascertaining that the consent is valid rests upon
the “individual who initiates, directs, or engages in the experiment” and it cannot be del-
egated to anybody else [2]. Later, this code obstructed the research and development
of novel therapies for serious medical conditions [3] and was further developed by the
WMA’s Helsinki Declaration [4], which distinguished non-therapeutic from therapeutic
research, permitting under special circumstances the latter also on incompetent persons
[5].

Beauchamp and Childress [6] divide informed consent into three consent threshold
elements: 1) competence such as voluntariness; 2) information elements such as disclo-
sure, provision of recommendations, and understanding; and 3) consent elements such
as decision-making and authorization. The provision of adequate in-formation about the
objectives, risks, and benefits of any intervention is pivotal to the ethical practice of
medicine. However, these information requirements were soon disregarded by doctors
who conducted longitudinal Syphilis studies on patients in Tuskegee from 1932–1972
without their knowledge or consent [7]. Consequently to improve informed consent
practices and to better protect an individual’s ability to exercise control and decisional
power over their bodies, the Belmont Report was issued as an outcry against the pater-
nalistic practices that dominated doctor–patient relationships with the goal of enabling
individuals to exercise control and decisional power over their bodies [8].

2 Evolution into Digital Consent

The Menlo Report, which is globally regarded as the ethical framework for research
involving Information and Communications Technologies, explicitly states that it is
based on the principles of theBelmontReport,which resulted from theTuskegee Syphilis
research scandal to specifically expand and refine principles around biomedical informed
consent [9]. The Menlo Report bases the consent process on three elements: 1) infor-
mation, 2) comprehension; and 3) voluntariness. However, a simple checking of these
elements does not equate to ethical digital consent, neither does it provides guidance
for how much and what sort of information must be provided. It is thus prudent and
logical to use the evolution of biomedical consent to guide the implementation of dig-
ital consent. A major difference between biomedical and digital consent is that where
biomedical consent focused on research participant protection, digital consent focuses
on information control.

Digital environments pose significantly different challenges to the concept and exe-
cution of the consent process as mechanism used to preserve information privacy than
the physical biomedical environments discussed above. To offer a usable consent mecha-
nism on the internet, an “open notice and consent receipt architecture” has been proposed
by Lizar and Hodder to serve as a public data management control tool for digital con-
sent [10]. They believe that the development of a standard consent receipt schema linked
to legally required consent notices may “open up control of personal data in a simple
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but usable way” [10]. Their Open Notice Initiative, launched in 2013, premises their
consent receipt concept on a market-based approach [11]. According to this approach
con-sent receipts, as in the case with regular money-based transaction receipts, can be
easily aggregated in a digital format and will allow individuals to ‘autonomously man-
age consent preferences and make choices on aggregate in the same way as companies
provide transaction receipts to their customers [10]. However, such a receipt does not
facilitate the exchange of any information, as required in ethical consent, or provides
any indication of the terms and conditions of the commercial agreement that led to the
agreed-upon transaction between the parties [13].

A comparison and critical analysis of this concept of consent receipts and the legal-
ethical use of consent as amechanism to pre-serve digital information privacy against the
historical-ethical evolution of consent, as discussed above, poses fundamental miscon-
ceptions about the essence of ethical consent and what the purpose of so-called receipts
in transactions is. Ethical consent re-quires the provision of enough information in an
understandable way to enable proper consideration of options to lead to fully in-formed
consent [12]. A receipt in commercial transactions simply proves that a transaction
between two parties has occurred, for example, that money was paid in exchange.

2.1 Information Exchange

The Open Notice Initiative acknowledges that ‘information autonomy’ is one of the key
components to enable personal data control on the internet [10]. The practical result
of this was the creation of the Consent Receipt Specification by the Kantara Initiative
which constitutes an interoperable record that presents metadata and context associated
with the consent given by a person, which record is available to both the data subject
(user) and data controller (web manager) [14]. In essence, this mechanism towards
personal data control constitutes a technically interoperable record, whereas autonomy
in the context of informational privacy requires the exchange of information between the
parties to enable decision-making on the side of the user. Although this consent receipt
may technically facilitate the onlinemanagement of consent records, in its current form it
still presents significant gaps. The consent receipt does not provide for any authentication
or verification of the identities of the parties involved, or from a legal-ethical perspective,
the exchange of any information between the parties [15]. Proactive participation may
be considered a technical gap, but data controllers cannot shy away from their legal
obligations in this regard for the purpose of obtaining consent, because data controllers
are legally obligated to provide the prescribed information ‘in a concise, transparent,
intelligible and easily accessible form, using clear and plain language’ [16]. But, despite
these identified shortcomings, the larger argument for using digital consent receipts is
to serve as proof and provide a record of successfully obtained consents to ultimately
establish trust through transparency and accountability [15].

Supplementary to the legal-ethical requirements for consent, the ISO/IEC
29184:2020 standard for Online Privacy Notices and Consent provides more techni-
cally orientated specifications to ‘shape the content and the structure of online privacy
notices as well as the process of asking for consent to collect and process personally
identifiable information (PII)’ [17]. In this regard, it is important to note that a document
that specifies technical standards is not legally binding in nature and cannot overrule
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ethical or legal obligations for the provision of specific information to users to enable
legal-ethical consent. Accordingly, the controls mentioned in this ISO document may
well shape the ‘structure of online privacy notices’ or the online ‘process of asking con-
sent’, but it cannot ‘shape the content’ of such privacy notices or the consenting process,
as the content is prescribed as mentioned before. Because this ISO document reflects
a lot of the already legally prescribed requirements applicable when requesting con-
sent (such as the provision of clear, concise, transparent, intelligible, easily accessible
and understandable information in plain language about personal data processing), for
purposes of regulatory harmonization it would have been better if technical standards
like the ISO could simply refer to already existing legal requirements and use widely
accepted and used terminology such as ‘personal data’ as defined in theGDPR, instead of
‘personally identifiable information (PII)’ as per this ISO document. This is particularly
important considering that this ISO standard has been published in June 2020, being a
date after the enactment of the GDPR in 2018, which provided definitions for the basic
terminology used in the context of data privacy and consent. To prevent duplication and
misunderstandings of different definitions attributed to similar concepts such as personal
data, it is advisable that future standards use existing definitions and provisions already
contained in legislation, and simply expand on the technical aspects and standards nec-
essary to implement the regulatory requirements practically and effectively. This need
for a ‘common privacy terminology’ was already identified in the ISO/IEC 29100 Lead
Privacy Framework [18]. The primary aim of this standards framework is to provide
guidance to organizations on how to protect the personal information of users for the
safeguarding of privacy within an Information and Communication Technology system
(ICT).

A ‘common privacy terminology’ is also critically important when deciding the type
of consent to obtain to comply with privacy laws such as the GDPR. Personal infor-
mation that includes information about one’s racial or ethnic origin, political opinions,
religious or philosophical beliefs, trade-union membership, the processing of genetic
data, biometric data for the purpose uniquely identifying a natural person, data concern-
ing health, or data concerning a natural person’s sex life or sexual orientation qualify
as ‘special’ personal information which requires explicit consent in terms of article 9
of the GDPR. In these circumstances explicit consent can only be obtained through a
statement that must ‘specify the nature of da-ta that’s being collected, the details of the
automated decision and its effects, or the details of the data to be transferred and the
risks of the transfer’ [19]. In other words, explicit consent requires a presentation of
an explicit statement regarding the specific person-al data to be collected and requires
an explicit action to be taken by the user to provide lawful consent, such as physically
ticking a box that states ‘I consent’ before such consent will be compliant. In contrast,
neither the Menlo Report, nor the ISO/IEC 29100 Lead Privacy Framework provide for
‘special’ personal information. The ISO/IEC 29100 Lead Privacy Framework only pro-
vides guidance regarding ‘personally identifiable in-formation (PII)’ and the exercising
of explicit or express consent ‘through an affirmative act indicating such consent’ by the
user but is silent on standards with regards to consent for ‘special’ personal information.
Subsequently, to ensure that technical standards also contribute to the safeguarding of
privacy via consent models, it is critical that ICT research regulations and online privacy
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consent standards ensure that they also provide for ‘special’ personal information as
contemplated in the GDPR.

However, even if consent is only requested for the processing of non-special personal
information (which does not require explicit consent), very few users are aware of, or
comprehend the ‘policies’ and ‘notices’ shown online towhom they are requested to give
their consent to, or details about the third parties with whom their personal information
will be shared with, or what such parties will really do with their personal information
[20]. This façade of available privacy notices on the internet which fails to provide
adequate information has been called out as the ‘biggest lie on the internet’ [21]. This
phenomenon of ‘dark patterns’ is manipulating and coercing consent from users on
large scale without the option or ability to scrutinize any information about third party
recipients of their information [22]. To protect users from potential online exploitation
via the use of their personal data, the recently enacted California Consumer Protection
Act (CCPA) now provides for a mechanism that allow users to ‘opt-out’ of the ‘selling’
of their online data to third parties and mandates the provision of a ‘do-not-sell’ option
on all websites [23].

2.2 Comprehension

The Belmont report, on which the Menlo Report is based, states that researchers are
obligated to ensure that participants understand or comprehend information provided
to them [24]. It is thus insufficient and unethical to only provide information without
making sure that participants understand the information. If participants cannot under-
stand information, they are unable to adequately consider such information, and will the
decision they base thereon be half-informed, or worse, a guess in the dark. Although the
Belmont andMenlo reports specifically pertain to research, the requirement to ensure the
comprehension of information by people to allow them to inform their online decisions
is also mandated in the GDPR [25] and equally applicable to digital consent processes –
hence the large body of research on dark patterns and manipulative technologies being
used to interfere with users’ online decision-making abilities [26]. In this context, it is
important to note that a user’s maturity, capacity for understanding, language, literacy,
and more specifically his or her digital literacy must be considered when information is
being presented with the aim of obtaining informed consent [27].

Subsequently, the way in which information is being presented to users is equally
important to obtaining legal-ethical consent, as the information conveyed to the user.
In a study by Nouwens et al. in which they investigated how some of the most com-
mon consentmanagement platform designs affect users’ consent choices, they found that
although the notification style (banner or barrier) had no effect, the removal of the opt-out
but-ton from the first page increased consent by 22–23 percentage points, and by provid-
ingmore granular controls on the first page decreased consent by 8–20 percentage points
[28]. Users’ ability to provide legal-ethical con-sent is accordingly also affected by these
technical processes, which directly link interface designs to legal-ethical compliance.
In Planet49 v Bundesverband der Verbraucherzentralen und Verbraucherverbände the
Court of Justice ruled that these types of designs were not a valid form of consent, not in
terms of the GDPR or previous laws dating from the mid-90s [29]. Similarly, the UK’s
Information Commissioner’s Office said that any consent mechanism that highlights the
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term ‘agree’ or ‘allow’ over ‘reject’ or ‘block’ constitutes a non-compliant approach to
obtaining consent, because the web manager is actively trying to influence users to click
on the ‘accept’ option [30].

But not all people are blessed with the same abilities. Some people’s ability to com-
prehend certain types of information or information in general may be severely limited
due to age, conditions of immaturity, educational level, language barriers, disability, or
other factors. In these circumstances, special care must be taken to determine whether
such a personwill be able to sufficiently understand the information given to them to ulti-
mately allow for an informed decision or consent. In the context of biomedical research
consent, it seems easier to determine individual or group vulnerability, based, for exam-
ple, on belonging to an ethnic minority group [31], or being an orphaned child [32],
which groups are more prone to being exploited or harmed. In these cases, researchers
are obligated to take extra precautions to protect these participants by adjusting infor-
mation to a level and format that the participant will find accommodating, and most
importantly comprehendible [33].

However, online vulnerability is much harder to determine. Online commerce and
the collection of users’ online information exposes them to the use and possiblemisuse of
their personal data by organizations unknown to them and often without obtaining their
consent for such purposes [34]. In addition to interface designs and other dark patterns
that are constantly trying to manipulate users into consenting, online vulnerability is also
fueled by users’ inability to confirm the identity of third parties using their information
and for what purpose, which poses a direct risk to their privacy and, in the context
of online commerce, their financial wellbeing, which in turn critically influences their
free choice to give consent. In this regard, Kaspersky.com reported that 2% of global
online transactions in 2019were fraudulent, whilst 16% of transactions were categorized
as high risk because they entailed access from unauthorized parties [35]. In this con-
text vulnerability thus manifests as a lack of control due to the restriction to the user’s
consumer experience and satisfaction [36], and the imbalance in the relationship between
the user and the web manager because of the power which the web manager holds over
the user by also controlling the knowledge, information, and quality of service that the
user receives [37].

Lastly, vulnerability in this context is also a changing phenomenon that is sensitive
and reactive to dynamic changes in market conditions and users’ personal circumstances
[38]. Subsequently, any extra protection required by regulatory instrumentswhen dealing
with vulnerable people or groups must also take a much broader concept of vulnera-
bility into account [39], which ironically places a larger burden of providing clear and
understandable information to users on the shoulders of web managers, as opposed to
that of biomedical researchers, because biomedical vulnerability circumstances (asmen-
tioned above) is not as flexible as that of online users. However, identifying some users
as vulnerable seems meaningless in the absence of any strategies to enable vulnerable
consumers to obtain additional skills and mitigate their risks [40]. Furthermore, not the
Menlo Report, GDPR, or the recently adopted European Data Protection Board guide-
lines on Dark Patterns in Social Media Platform Interfaces contain any provisions that
specifically deal with online vulnerability and how information should be presented to
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vulnerable users for purposes of obtaining consent, save for briefly referring to chil-
dren as a vulnerable population who needs additional safeguards [41]. This legal lacuna
needs urgent investigation. In this context, consent receipts can at best be understood as
supportive technical tools for the management of consent records.

2.3 Voluntariness

Autonomy as an important legal-ethical element of consent is based on the freedom to
decide free from coercion or undue influence. In a biomedical research context coercion
has been described as occurring when an ‘overt threat of harm is intentionally presented
by one person to another in order to obtain compliance’ and undue influence as occurring
‘through an offer of an excessive, unwarranted, inappropriate or improper reward or other
overture in order to obtain compliance’ [24]. In contrast, coercion or undue influence in
the digital context are often exercised by so-called persuasive computing technologies,
manifesting for example in the use of dark patterns as mentioned above. The effects of
these technologies are defined by the pioneer of persuasive technologies, BJ Fogg, as
‘computing systems, devices, or applications intentionally designed to change a person’s
attitudes or behavior in a predetermined way’ [42]. Although the intention to persuade
users must be present, the actual detection of these technologies is often absent. Susser,
Roesler, and Nissembaum describe the essence of online manipulative practices’ goal to
influence or persuade, but without being detected [43]. Manipulation of an individual’s
ability to exercise an informed decision lawfully and ethically is thus hidden, or it entails
the covert subversion of a person’s decision-making power by targeting or exploiting a
user’s decision-making vulnerabilities [44].Manipulation greatly impacts a user’s ability
to either con-sider or comprehend information in these circumstances, because it keeps
vital information from users which deprives them of being able to properly consider their
options to provide lawful and ethical consent. It completely disrespects the autonomy
of the decision-maker and may ultimately change how and what users decide leading to
possible changes in their online behavior [45].

3 Current Relevance and Conclusion

The aim of all the above-discussed consent mechanisms is to give control back to indi-
viduals over their own bodies (via biomedical consent initially) and their own personal
data. But by stipulating the legal obligations of the web manager in legislation such as
the GDPR may certainly motivate lawful consent, but not necessarily ethical consent
and true individual control and autonomy as intended. However, by simply ticking all
the legal requirement boxes, and generating a consent receipt to track consent giving,
will be considered legal, but does not help the user to take control of his in-formation,
decision-making processes, and ultimately his life as these consent mechanisms and
regulations advocate for. The GDPR is silent about any obligations of the web manager
or data controller to ensure that users fully comprehend the information provided to
them, contrary to the ethical requirements in the case of biomedical research, which
requirements have evolved into digital consent requirements as adopted by the Menlo
Report.
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Digitization of consent often leads to over- or hyper-automation which may under-
mine the control that users have as contemplated in the GDPR. Digital consent tools
must aim to empower online users to better understand consent or privacy notifications
and what platforms intend to do with any personal information they collect. Although
consent management tools are a vibrant area of research, research projects focusing on
these tools must ensure that they incorporate the true ethical nature of consent into their
designs, allowing for a consenting mechanism that shows case ethics-by-design.

From a historical and evolutionary point of view, it is interesting to note that the
creation of the Belmont Report, on which the Menlo Report is based, was the result of
medical doctors blatantly disregarding the consent principles laid down in theNuremberg
Code during the Tuskegee Syphilis studies and after widespread outrage and a public
uprising. Although the Belmont Report still protects control and decisional power over
people’s bodies, in the digital age people need control and decisional power over their
personal information which information control and privacy are not covered by the
Belmont or Menlo Reports. Perhaps it is time for another public uprising to create
a new instrument or at least an updated version of the Menlo report that can, as has
been done before, explicitly, and further establish and develop the existing consent
principles to provide for the ethical application of consent - now also in the digital age
and environment.
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