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Preface

We are delighted to introduce the proceedings of the 9th European Alliance for Inno-
vation (EAI) International Conference on Industrial Networks and Intelligent Systems
(INISCOM 2023). This conference brought together researchers, developers and prac-
titioners from around the world who are leveraging and developing industrial networks
and intelligent systems. The focus of INISCOM 2023 was the state of the art in all types
of big data, AI and 6G networks: technologies, services and applications.

The technical program of INISCOM 2023 consisted of 23 full papers in oral pre-
sentation sessions at the main conference tracks. There were four conference tracks:
Track1 – Telecommunications Systems and Networks; Track2 – Information Processing
and Data Analysis; Track 3 – Industrial Networks and Intelligent Systems; and Track
4 – Security and Privacy. Aside from the high-quality technical paper presentations,
the technical program also featured a keynote speech about “Edge Intelligence URLLC
for 6G Digital Twin: Joint Communications and Computation Design” given by Trung
Q. Duong (Queen’s University Belfast, UK) and Saeed Khosravirad (Nokia Bell Labs,
USA) and a tutorial speech about “Digital Twin for 6G ORAN: Taxonomy, Research
Challenges, and the Road Ahead” given by Antonino Masaracchia (Queen’s University
Belfast, UK).

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent Organizing Committee team and we
thank them for their hard work in organizing and supporting the conference. Particular
thanks go to the Technical Program Committee (TPC), who completed the peer-review
process for the technical papers and put together a high-quality technical program. We
are also grateful to the conference manager, Veronika Kissova, for her support and to all
the authors who submitted their papers to INISCOM 2023.

We strongly believe that INISCOM provides a good forum for all researchers, devel-
opers and practitioners to discuss all science and technology aspects that are relevant to
industrial networks and intelligent systems. We also expect that the future editions of
INISCOM will be as successful and stimulating as this year’s conference, as indicated
by the contributions presented in this volume.

August 2023 Nguyen-Son Vo
Hoai-An Tran
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A Smart Agriculture Solution Includes
Intelligent Irrigation and Security

Tang Nguyen-Tan1,2, Chien Dang-Ngoc1,2, and Quan Le-Trung1,2(B)

1 Faculty of Computer Networks and Communications, University of Information
Technology, Ho Chi Minh City, Vietnam

{19522181,19520424}@gm.uit.edu.vn, quanlt@uit.edu.vn
2 Vietnam National University, Ho Chi Minh City, Vietnam

Abstract. One of the key roles of a smart agricultural system is irriga-
tion, which is carried out automatically, optimally, and at each stage of
the growth of each crop. The optimal soil moisture data for each plant
at each stage of growth that have been stored in the database, along
with two forecasts of the weather and the soil moisture level for the next
hour, are incorporated to propose an autonomous irrigation solution in
this paper. Two Transformer deep-learning models were used to train
forecasts of the weather and soil moisture. The test results demonstrate
that the Transformer model is able with the same accuracy of 91.41%
on the weather forecast test set and 82.06% on the soil moisture fore-
cast test set despite having 40.62% fewer training variables than the
LSTM model. As an Internet of Things system, the smart agriculture
system must be safeguarded against eavesdropping, attacks that spoof
control commands, and machine learning models that are poisoned with
false data. In this research, we have also proposed an end-to-end encryp-
tion and authentication solution using AES 256-bit, HMAC, along with
a safe CRYSTALS-Kyber key exchange technique in the quantum age.
The evaluation results show that the proposed solution can be deployed
on IoT devices similar to Arduino, STM32, and Raspberry Pi 4.

Keywords: Smart Agricultural · Time-series Forecasting ·
Transformer · IoT Security

1 Introduction

Smart agriculture is the term used to refer to the application of technology to
improve efficiency and productivity in agricultural activities. Smart irrigation
is an Internet of Things (IoT) system comprising a sensor network, irrigation
control components, and software for monitoring and remotely controlling the
system. It is one of many uses of intelligent agriculture. Nowadays, irrigation
systems are either manually controlled by the farmer or provide automatic irri-
gation through a timer; however, the farmer must analyze factors including soil
moisture, weather, and the optimal environmental conditions for each stage of

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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the plant’s growth to set the right time for the timer. That inconvenience has
contributed to our motivation to perform this research and use deep learning
techniques to propose an appropriate autonomous irrigation system for each
stage of crop growth.

Predicting soil moisture levels with machine learning algorithms is one way
to enhance the performance of smart irrigation systems, making them more effi-
cient and precise [1]. Numerous researchers from around the world have proposed
the strategy of using deep learning models to optimize smart agricultural sys-
tems. The authors of a research paper proposed a method for predicting soil
moisture levels in smart irrigation systems using fog computing, which involves
combining multiple deep learning models such as Long Short-Term Memory Net-
works (LSTM), Recurrent Neural Networks (RNN), and General Deep Regres-
sion (GDR) [2]. The predicted soil moisture level will be obtained by running
the K-Nearest Neighbor (KNN) algorithm on the output data of the three afore-
mentioned deep-learning models. Reinforcement learning has been applied to
automate the scheduling of irrigation for a tomato field, and the results have
shown that the LSTM model is effective in reducing water usage, with sav-
ings ranging from 18% to 30% [3]. Another research employed a combination
of LSTM, KNN, and Gradient Boosting-based Tree (GBT) models to forecast
weather for optimizing irrigation water usage [4].

A smart agricultural system is an Internet of Things (IoT) system, which
means it needs protection from network attacks. These attacks can include
spoofing sensor data or control commands, as well as eavesdropping on the
information. Such attacks can cause the system to malfunction, which could
seriously affect the crop’s growth. The article [5] proposes an authentication
and key agreement protocol for IoT devices to update the secret key using the
HMAC hash function. This protocol is designed to protect the system from
eavesdropping and data tampering. The CRYSTALS-Kyber is a key encapsu-
lation mechanism (KEM) that provides quantum-safe security with IND-CCA2
security. In the article [6], the first fine-grained implementation of the post-
quantum CRYSTALS-Kyber KEM on a GPU is proposed, which can be utilized
to offer key encapsulation and decapsulation for IoT systems. Another research
found that it was possible to load and run the Kyber768 CPAPKE algorithm
on the MULTOS Trust-Anchor for IoT [7], but there were performance issues
due to polynomial multiplication and reduction operations. While the current
performance may be adequate for machine-to-machine scenarios, further opti-
mization studies are recommended to ensure the intended strength of the algo-
rithm. However, it is challenging to put the aforementioned research into reality
because they are purely theoretical.

In this work, we indicate a smart agriculture approach that combines deep
learning and security technologies. Based on time series containing information
on air temperature, air humidity, sunlight, pressure, wind speed, and time val-
ues, we trained two Transformer models to forecast weather and soil moisture in
the upcoming hour. These two models were converted to TensorFlow Lite and
deployed on a Raspberry Pi 4 that serves as a LoRa Gateway in our designed sys-
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tem. In addition, we have proposed employing CRYSTALS-Kyber KEM for key
exchange, HMAC for authentication, and AES for data encryption to increase
the system’s security. Our security solution will be used in the connection at the
edge network as well as the connection over the internet between the system’s
devices, such as IoT devices (Arduino), the LoRa Gateway (Raspberry Pi), and
Backend servers,...

This paper has the following structure: Sect. 1 introduces the overview of cur-
rent research, motivation, and purpose of this study, and Sect. 2 will demonstrate
the challenges encountered in constructing a practical smart Smart agriculture
system in practice system. The IoT reference model and the network context of
the system are described in detail in Sect. 3. In Sect. 4, we propose an automatic
irrigation solution using two Transformer models to forecast weather and soil
moisture. The end-to-end encryption and authentication solutions for the sys-
tem are proposed in Sect. 5. The results of the two Transformer models’ accuracy
and the system’s performance after the proposed security solution was applied
are shown in Sect. 6. Section 7 ends this paper with a conclusion and future
development directions.

2 Related Work

An overview of current smart agricultural innovations and the challenges
involved in bringing them into use will be provided in this section.

2.1 Smart Agriculture System in Practice

In order to increase productivity and product quality in agricultural produc-
tion, smart agricultural systems have received extensive research and practical
application in developed countries. These systems are frequently constructed
using local servers on a farm or centralized servers in the cloud. Wi-fi, NB-IoT,
LoRa, Zigbee, Cellular, and other network technologies are frequently used for
transmitting and receiving sensor data and control orders [8].

The majority of automatic irrigation systems only function according to the
farmer’s predetermined schedule; therefore, the best irrigation depends on the
farmer’s irrigation schedule. One drawback of existing smart irrigation systems
is that an internet connection is required to access the server performing data
review or rescheduling. This problem will be solved with the system model pro-
posed in this study by placing the server in the internal network. When we need
remote access to the server, we have set up a Zero-trust communication tunnel
from the farmer’s terminal software to the server, moreover, the farmers may still
use their private network to access the web dashboard and manage the system
even if their internet connection is down.

2.2 Security Challenge for IoT Systems

When bringing an IoT system into practice, the problem of securing the system
to ensure it works properly is a huge challenge. If we only mention the system
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we built in this study, the remote sensing data from the sensors can be spoofed,
leading to the system making wrong decisions that seriously affect the growth
of the crops. In addition, control commands can also be eavesdropped and then
retransmitted in a control command spoofing attack. Typically, these issues only
arise at the edge network layer, where very few security solutions are currently
in use.

Because there are so many security issues with IoT systems in practice, in
conjunction with the issues we highlight here, an article outlines those issues [9].
This research direction has received the attention of many researchers around
the world, but the results from that research are difficult to apply in practice.
The research applying the blockchain network technique has a disadvantage in
that the cost of deploying and operating the system is very high, in addition,
device authentication using the blockchain technique increases the latency of the
system due to the call to execute smart contracts [10]. Another way is to use
ECC in key exchange and authentication of edge devices, but this solution is not
secure in the quantum era [11,12]. The solution proposed by us in this study
will solve those problems.

3 IoT Reference Model

The IoT reference model that we use as the basis for constructing a security
and deep learning solution is described in depth in this section. It is shown in
Fig. 1. Sensors mounted on front-end IoT devices (Arduino or Waspmote block)
help gather data on air temperature, air humidity, soil moisture, wind speed,
etc. during remote sensing. In this case, the LoRa Gateway and Edge server
is deployed in a 2-in-1 form on a Raspberry Pi 4 so that the collected data is
transmitted to it through a LoRa connection. Then, the data will be stored in
the local database as time series. During remote control, the LoRa connection is
also used to forward commands to control the water pump and grow lights via
the LoRa Gateway. The data stored in the local database will be aggregated,
filtered with the necessary information, and periodically updated to the global
database at the backend server using an internet connection.

The end user remote control the system through an application on the end
device and the control command will be forwarded to the LoRa Gateway using
the MQTT protocol via the MQTT Broker in the Edge server. In addition, the
MQTT protocol is also used to update sensor data in real time to the end-user
application. Since our system was developed via the agent application approach,
each tenant will have their own Edge server. We have created a tunnel so that
the tenant using our developed application can access the Edge server where the
Web dashboard is installed to monitor and operate the system. We choose to
deploy the system according to that model so that the Edge server can be placed
in the internal network to help the system’s services remain highly available when
the internet connection is lost.
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Fig. 1. IoT Reference Model.

4 Intelligent Irrigation Using Transformer Models

This section proposes two Transformer deep learning models that can be
deployed on a Raspberry Pi 4 acting as a LoRa Gateway and Edge server in
the IoT reference model above. The first model is used to forecast the weather,
while the second model is used to forecast the soil moisture level after one hour.
Both of these forecast values will then be used to schedule automatic irrigation
and update the automatic irrigation schedule every five minutes. In recent years,
the transformer model has attracted the attention of researchers and has been
employed in much recent research to forecast time series [13–17]. We decided
on using Transformer for this research rather than more traditional models like
LSTM and GRU since that is a cutting-edge network architecture, even if the
forecasts, in this case, are based on time series data.

4.1 Soil Moisture and Weather Forecasting

The challenge with automatic irrigation systems is to keep the soil moisture
level suitable for every stage of the plant’s growth. This challenge was resolved
by constructing the Transformer model to forecast the next hour’s soil mois-
ture level based on five-time series containing information on soil moisture, air
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temperature, air humidity, air pressure, and luminosity of sunlight collected in
the previous hour. The remaining Transformer model will be used to forecast
the weather for the upcoming hour because irrigation scheduling is based on
both soil moisture levels and weather conditions. The weather condition will be
forecasted based on five-time series that carry information on air humidity, air
temperature, air pressure, wind speed, and weather conditions that were col-
lected at previous timestamps. The forecasted value of soil moisture level and
weather conditions will be used to schedule irrigation automatically.

Datasets Description
The dataset used during training and evaluation of our proposed Transformer

model to forecast soil moisture is provided by SMART FASAL. This dataset of
precision agriculture consists of several agricultural parameters like soil mois-
ture, air humidity, air temperature, air pressure, and luminosity of sunlight. The
interval between timestamps in the dataset ranges from one to two minutes. The
dataset is conveniently available at http://smartfasal.in/ftp-dataset-portal/. In
addition to forecasting soil moisture, we also construct an extra model for fore-
casting the weather. The dataset used to train and evaluate this Transformer
model was scraped from https://www.wunderground.com with three locations
in western Vietnam: Ca Mau, Rach Gia, and Can Tho City. We scraped hourly
data on air temperature, air humidity, air pressure, wind speed, and weather
conditions for all three locations starting on January 1, 2020, and ending on
February 23, 2023, using Python and the Selenium library. The dataset is con-
veniently available at the Google Drive link.

Transformer Model
We constructed and trained two Transformer models based on the two

datasets mentioned earlier to forecast soil moisture content and weather for
the upcoming hour. The detailed structure of the two Transformer models we
proposed is shown in Fig. 2. Two models are implemented based on the paper
“Attention is all you need” [18] using Tensorflow with Keras modules.

Five-time series having sixty timestamps and the time signal with sixty val-
ues corresponding to those sixty timestamps serve as the input data for the
soil moisture level forecasting model. The output of this model is the forecast
value of the next hour’s soil moisture level. In our case research, we employ sixty
timestamps to forecast soil moisture levels because the interval between times-
tamps is between one and two minutes. The input five-time series contains data
collected in the preceding hour on soil moisture, air temperature, air humidity,
air pressure, and sunlight luminosity. The values of the time signal in the case
of soil moisture forecasting represent the influence of the time of day on the rate
of change of soil moisture.

http://smartfasal.in/ftp-dataset-portal/
https://www.wunderground.com
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Fig. 2. Transfomer model for soil moisture and weather forecasting.

Fig. 3. The time signal.

The time signal is calcu-
lated through the formula 1 and
shown in Fig. 3. In formula 1:

TS = − cos

(
60H + M + S

60

1440
2π

)

(1)

– TS is a time signal whose
value ranges from −1 to 1.

– The time of day is repre-
sented by the numbers H, M,
and S, respectively.

The input data of the
weather forecasting model also

includes the five-time series and the time signal. Five-time series containing
data on weather conditions, wind speed, air pressure, air temperature, and air
humidity were gathered at six timestamps earlier. The formula TS = Nday

365 is
used to calculate the six-time signal values matching the six timestamps in the
five-time series. Nday is the number of days from the beginning of the year to
the current time. The output of the weather forecasting model is the weather
condition in the upcoming hour. Since the timestamps in the data we gathered
are one hour apart, we make use of six timestamps to forecast the weather.

Following the schematic diagram of the Transformer model structure that
we propose (shown in Fig. 2), the multi-Head-Attention layer in our model is
multi-Self-Attention, it is used for aggregating information between timestamps
while the 1D convolution layer is used for feature extraction at each timestamp.
When each key’s dimension is dk and the output of the normalization layer is
̂Y , the query, key, and value matrices are called Q, K, and V, respectively. Each
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Self-Attention in our multi-Head-Attention layer is followed as formulas 2 and 3.

Q = ̂YWQ K = ̂YWK V = ̂YWV (2)

Self-Attention(Q,K, V ) = Softmax(
QKT

√
dk

V ) (3)

Two soil moisture and weather forecasting models were implemented, trained
using Tensorflow, and then converted into Tensorflow Lite for deployment on
Raspberry Pi 4 to carry out autonomous irrigation scheduling.

4.2 Automatic Irrigation Scheduling

This sub-section will propose an automatic irrigation scheduling technique that
applies the two proposed deep learning models above. In Fig. 4, we have illus-
trated the specifics of the automatic scheduling method. The Raspberry Pi 4 is
used to execute the diagram’s orange blocks.

Fig. 4. Automatic irrigation scheduling diagram.

The irrigation schedule will be updated every five minutes based on the new
forecast value of the weather condition and soil moisture level. When the previ-
ously scheduled time is reached, the Raspberry Pi 4 will send a corresponding
control command to turn on or off the irrigation system via the LoRa connection.
In addition, the end user can actively turn the irrigation system on or off via a
Flutter application, shown inside the IoT reference model in Fig. 1. In case the
forecasts give wrong results leading to incorrect scheduling, when the end user
makes adjustments by actively turning the irrigation system on or off, the input
data of the forecasts, the results of the forecasts, the scheduling results, and the
control commands of the end users will be recorded and sent to the Backend
server to serve the training process and improve the model.
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5 End-to-End Encryption and Authentication

The intelligent irrigation method we proposed above is likely one of many other
intelligent features built into contemporary smart agriculture systems that help
boost efficiency and productivity in the production of agriculture. However, when
implementing the system in practice, intelligent features are not enough for such
an IoT system, it must be protected from spoofing attacks on sensor data, control
commands, and eavesdropping data. In this section, an End-to-End encryption
and authentication solution is proposed by us to apply to smart agriculture
systems and can be extended to apply to other IoT systems. Our goal in our
research is to deliver level 5 security in the age of quantum technology with 256
bits of safety and security. Our solution is designed to be applied synchronously
on all devices of the system such as IoT devices (Arduino), Gateway (Raspberry
Pi), Edge server, Cloud (Backend server), and Application.

IoT devices such as Arduino or Waspmote of Libelium, STM32 are embedded
devices equipped with Micro Controller Unit (MCU) with RAM size from a
few Kilobytes to several hundred Kilobytes, therefore we propose using HMAC
hash with SHAKE-256 for authentication computations. There is no need to
encrypt sensor data in our system because it is merely remote sensing information
about the condition of the environment. However, to authenticate node sensors,
we compute a digital signature and attach it to each sent data frame. Control
command encryption makes little sense because they are frequently very brief
and have a predetermined value, such as ON or OFF, thus we chose to add a
digital signature to the control command frame as a means of authenticating
its origin. The HMAC hash with SHAKE-256 is used to compute the attached
digital signature in both of the sent frames stated. Authentication is necessary
because our system uses LoRa waves to communicate at the edge layer. Control
commands transmitted in the air environment with a radius of 3 km can be
eavesdropped, and collected to perform command spoofing attacks to make the
system work at the will of the attacker. The strategy of authenticating data
frames exchanged between Edge Server and IoT devices is shown in Fig. 5.

Since our system was developed via the agent application approach, each
tenant will have their own Edge server. Cloud not only provides data storage
and backup features but also acts as an intermediary to maintain the tunnel
between the edge server and the application. It is necessary to encrypt and
authenticate all data transfers between the cloud, the edge server, and the appli-
cation. In this case, we propose using CRYSTALS-Kyber as the encapsulation
and key exchange algorithm, AES 256 bits for data encryption, and digital sig-
nature authentication using HMAC hash with SHAKE-256. We decided to use
CRYSTALS-Kyber because it is a key encapsulation method (KEM) designed
to be resistant to cryptanalytic attacks with future powerful quantum comput-
ers. The key exchange technique to encrypt and authenticate all data transfers
between the edge server, the cloud, and the application is shown in Fig. 6.

Details of the symbols we use are shown in Table 1, the 256-byte Entropy
Vector (EV) represents random values that were initially stored in the EEPROM
memory of the IoT device and Edge server during system setup. The Entropy
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Table 1. Symbols used in diagrams.

Symbols Description

IDu, IDe, IDc, IDa The identifier of IoT devices, Edge servers, Cloud, and Applications

EVu The 256-byte Entropy Vector

Ti The 4-byte integer representing the time

p The random padding

e, eu The public entropy used to exchange a session key

Keu The shared session key between the Edge server and IoT device

SD Data collected by sensors

CC Control commands

tag, sig The digital signatures

PKc, SKc Cloud’s public key and private key

PKe, SKe Edge’s public key and private key

PKa, SKa Application’s public key and private key

Ca the ciphertext containing the shared session key encapsulated by the Application using Kyber

Ce the ciphertext containing the shared session key encapsulated by the Edge server using Kyber

Kec The shared session key between the Edge server and Cloud

Kac The shared session key between the Application and Cloud

Kae The shared session key between the Application and the Edge server

Vector is random and is not the same between IoT devices so for these devices,
the EV is secret and is used to compute the shared session key with the Edge
server. The shared session keys are then used as input to the HMAC hash func-
tion to generate a digital signature attached to each data frame sent. Ti is a time
variable used to handle data frame duplication and to generate different digital
signatures for each transmission to thwart attempts to spoof sensor data and
control commands.

Fig. 5. Authentication strategy between the IoT device and Edge server.

In both Figs. 5 and 6 The black text denotes the node’s processing tasks, the
red text is the payload of the sent data frame, and the blue text is the data
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Fig. 6. Authentication and key exchange technique between Edge server, Cloud, and
Application.

that has been pre-stored at the node. The following two functions are used to
calculate the shared key and padding:

typedef unsigned char Byte

Byte∗ compute Key ( Byte∗ e , Byte∗ eu , Byte∗ EV) {
Byte∗ pk = new Byte [ 6 4 ] ;
for ( int i = 0 ; i <= 32 ; i++) {

pk [ i ] = EV[ e [ i ] ] ; pk [ i +32] = EV[ eu [ i ] ] ;
}
return SHAKE 256(pk ) ;

}

Byteˆ random bytes padding ( Byte∗ data ) {
s i z e t l ength = length ( data ) ;
i f ( l ength < 64) return random bytes (64− l ength ) ;
return nu l l p t r ;

}
In addition to being utilized for end-to-end encryption of the data sent over

the tunnel, Kec and Kae are employed to create digital signatures for end-to-end
authentication. Every time a new session through the tunnel is formed, both
of these keys are updated by using Kyber key encapsulation technique (Kyber
KEM) with PKe and PKa.
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We developed a C++ library using the CRYSTALS-Kyber official documen-
tation [19] to implement the solution we proposed. The source code of the library
we have developed can be accessed at this GitHub repository https://github.
com/tangnguyendeveloper/KyberKEM 1024. In addition, we also utilized the
Crypto library developed and optimized for microcontrollers like Arduino for
the HMAC hash implementation with SHAKE-256, etc.

6 Experimental Results

The accuracy of the two Transformer models proposed in Sect. 4 will be evaluated
along with the training outcomes in this section. Additionally, we demonstrate in
this section the system’s performance evaluation findings after implementing the
end-to-end encryption and authentication technique we proposed in Sect. 5. Both
of the early transformer models were built and trained by us with TensorFlow
and then migrated to TensorFlow Lite for deployment on a Raspberry Pi 4
serving as an Edge server. The two proposed Transformer models are compared
with two LSTM models that are similarly constructed to forecast soil moisture
levels and weather conditions for the upcoming hour. For end-to-end encryption
and authentication, we implement and evaluate the performance on devices such
as Arduino uno R3, STM32F407VET6 ARM Cortex-M4, Raspberry Pi 4 Model
B, Laptop (Ubuntu server 22.04 LTS), Xiaomi Redmi Note 7 (Android 10).

Fig. 7. Compare the outcomes of the transformer model and the LSTM model fore-
casting soil moisture levels.

The Transformer model used to forecast soil moisture level is trained and
evaluated by us on the dataset provided by SMART FASAL. Thirty percent of
the samples are used by us for the accuracy evaluation, and seventy percent of
the samples are used for training. Figure 7 shows the difference between the fore-
casted soil moisture level value with that value in the practice when getting the
outcome of the Transformer model and the LSTM. Additionally, Fig. 8 depicts
the distribution of the difference between the predicted value and the actual
value.

We use our scraping dataset for the training and evaluation of Transformer
and LSTM models for the instance of the weather forecast. The data samples

https://github.com/tangnguyendeveloper/KyberKEM_1024
https://github.com/tangnguyendeveloper/KyberKEM_1024
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Fig. 8. Compare the frequency of the deviations for the Transformer model and LSTM
model forecasts of soil moisture levels.

acquired in Rach Gia, Vietnam are utilized as the test set while the data samples
collected in Can Tho and Ca Mau, Vietnam, are used in the training process.
Figures 9 and 10 show the findings of a comparison of the accuracy and loss
between the Transformer model and the LSTM model used for forecasting the
weather conditions of the upcoming hour.

Fig. 9. Compare the accuracy of the Transformer model and the LSTM model fore-
casting the weather conditions.

The results of evaluating the accuracy and performance of Raspberry Pi 4
when performing soil moisture forecasting and weather forecasting are shown in
Table 2.

The end-to-end encryption and authentication technique proposed in this
research has been implemented and evaluated by us on real devices. We used
the libraries mentioned in Sect. 5 to do that, the performance benchmarks on
each device are shown in Table 3. RF UART Lora SX1278 433Mhz modules were
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Fig. 10. Compare the Categorical Cross entropy loss of the Transformer model and
the LSTM model forecasting the weather conditions.

Table 2. Summarizes the results of evaluating the accuracy and performance of soil
moisture and weather forecasting models.

Model Trainable params epochs Training accuracy Testing accuracy Performance on Raspberry Pi 4

Transformer soil moisture 30441 120 79.52% 82.06% 52 ms/sample

LSTM soil moisture 51265 120 80.17% 79.63% 108 ms/sample

Transformer weather 15306 200 82.06% 91.41% 34 ms/sample

LSTM weather 29954 200 91.41% 91.41% 71 ms/sample

Table 3. Performance benchmarks of end-to-end encryption and authentication.

Arduino uno R3 STM32 Raspberry Pi4 Laptop Redmi Note 7

RAM 2 KB 192 KB 8 GB 10 GB 4 GB

CPU speed 16MHz 168MHz 1.5GHz 3.5GHz 1.25GHz

HMAC SHAKE-256 67.821 ms 7.483 ms 5.36 ns 0.627 ns 12.74 ns

Kyber1024 generate key NaN NaN 1.6 s 482 ms 2.217 s

Kyber1024 key encapsulation NaN NaN 2.235 s 739 ms 2.538 s

Kyber1024 key decapsulation NaN NaN 2.720 s 916 ms 3.11 s

used to implement LoRa connections for data transmission and receive in this
research.

7 Conclusion and Future Work

In this research, two Transformer models were proposed to forecast soil moisture
and weather conditions in the next hour to automatically schedule irrigation.
The test results demonstrate that the Transformer model is able with the same
accuracy of 91.41% on the weather forecast test set and 82.06% on the soil
moisture forecast test set despite having 40.62% fewer training variables than
the LSTM model. Not only that, an end-to-end encryption and authentication
technique has also been proposed to help improve the security and reliability of
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the system, protecting it from sensor data spoofing, control command spoofing,
and eavesdropping attacks. In addition, we have also successfully developed a
C++ library to implement the encryption and authentication technique proposed
in this study. In the future, we will carry out the implementation of the proposals
in this research on a practical smart agricultural system, thereby evaluating the
effectiveness of the proposed solutions.

Acknowledgement. This research is funded by the Faculty of Computer Networks
and Communications, University of Information Technology, Vietnam National Uni-
versity Ho Chi Minh City, Vietnam.
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Abstract. This paper proposes intelligent Simple Network Management
Protocol (i-SNMP) agents, which add intelligent functions to the net-
work routers, help routers know the most updated status of the whole
network, and efficiently improve the performance as well as the stabil-
ity of network devices. i-SNMP agents are able to monitor the network
nodes, collect real-time network data, and communicate with the SNMP
manager in the community. The SNMP manager can also diagnose and
analyze the collected operational data and identify network anomalies.
Then, proper actions can be taken to correct the network faults. OPNET
Modeler is used in our research as the simulated network environment.
By using OPNET Modeler, we describe the design and implementation
of i-SNMP agents for managing the network and detecting network faults
successfully.

Keywords: Network Management System · Simple Network
Management Protocol · OPNET Modeler

1 Introduction

As the network becomes more complex, maintaining fast and reliable network
communication becomes an important task for network management. Identifying
network failures for effective network management is very important to ensure
real-time performance. Routers play an important role in network management
since they make decisions about which of several possible network paths data
should follow, whether routers can arrive at the right decision will have a great
impact on the network’s performance [1]. But most of the routers on the market
haven’t sophisticated diagnosis abilities that can lead them to arrive at intelli-
gent decisions, even for those intelligent routers. Routers are limited to global
information about the network environment, only getting information from sur-
rounding routers. One of the reasons is that as the router travels further into a
geographic area, more data must be processed and analyzed, causing the router’s
speed to slow [2,3].
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There have been several discussions and implementations of intelligent
agents. They pointed out that intelligent agents hold the most promise in bring-
ing maverick equipment from outside organizations into the network-monitoring
fold. There are various intelligent agent implementations, and most of the exist-
ing approaches emphasize the management of the network. These approaches
could not solve the problem those routers have a limited view of the entire net-
work environment [4–6]. Our goal is to get a global picture that can help the
routers make more intelligent decisions about how to direct network traffic and
at the same time avoid slowing down the speed of the router.

For this reason, we decided to build an intelligent agent, which sits beside
the router and collects information from geographically dispersed servers using
Simple Network Management Protocol (SNMP) application. It also should be
able to analysis the information collected and provide the analysis result of
the current status for network component to the router so that the router can
make more intelligent decisions. We choose to use the SNMP application because
SNMP is a widely used network management protocol. Another reason is that
the connection-less communication feature and simple frame structure of SNMP
have greatly promoted its applications. The two main components of SNMP
(agents and manager) have independent operating mechanisms. Even though
agents may fail and stop working, manager can continue to work normally.

In order to design and implement our proposed i-SNMP, an Ethernet LAN
environment is created in OPNET Modeler [7,8]. Various kinds of traffic are
implemented, and network fault scenarios are simulated. The i-SNMP agent is
implemented on each router based on the SNMPv2 architecture. The SNMP
manager is created to poll each agent and receive network data through SNMP
packets. Data are processed, and analysis is done on the SNMP manager to detect
network faults. The OPNET simulation results show that the i-SNMP agent is
able to monitor the status of routers, identify network abnormalities such as
heavy congestion and transient errors that are difficult to detect by network
devices alone, and improve the performance of routers. The i-SNMP agent can
be implemented on other network nodes, such as switches or servers. Because
of the distributed agent architecture, the i-SNMP agent is able to monitor and
manage networks at both small and large scales.

The remaining paper divides into the following primary sections: Sect. 2 high-
lights our proposed i-SNMP architecture. Section 3 describes the network sys-
tem in OPNET Modeler in detail. Section 4 describes scenario simulations and
results. Finally, the paper concludes in Sect. 5.

2 i-SNMP Architecture

The two key components in the project are the i-SNMP agent and SNMP agent
manager. i-SNMP agents are responsible for monitoring the network nodes, col-
lecting real-time network data, and communicating with the intelligent agent
(SNMP manager) in the same community. SNMP manager receives information
from the agents, analyzes the collected operational data, diagnoses the network
fault, and reports the status of the network components [9].
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2.1 Client and Server Architecture

The SNMP application is developed in a client/server architecture to implement
SNMP version 2 and for network management. The SNMP application is based
on the generic application model of OPNET Modeler, which models the detailed
behaviors of the SNMP application [10,11].

The client and the server are the two major roles in the application archi-
tecture. In this paper, the agent manager is a workstation, which is running the
SNMP application as a client, and the intelligent router is a network router,
which is running the SNMP application as a server.

2.2 SNMP Message Exchange Architecture

The agent manager and the intelligent routers have different functions for net-
work communication and data analysis. The agent manager is able to send getRe-
quest packets to the router, receive getResponse packets, store the information in
its database, analyze the information, and detect network faults. Similarly, the
intelligent router is able to receive getRequest packets from the agent manager
and send getResponse packets with its current information.

Fig. 1. Three scenarios of the SNMP application.

In order to illustrate the SNMP application for network management, we
divided it into three scenarios. They are the getRequest scenario, the getResponse
scenario, and the analysis scenario. Figure 1 illustrates these three scenarios for
the SNMP application for network management. In the getRequest scenario, the
agent manager sends getRequest packets to the intelligent routers to request
their current status. In the getResponse scenario, the intelligent routers send
the getResponse packets to the agent manager with their real-time status, such
as Buffer Occupancy Rate (BOR), Round-Trip Time (RTT), Packet Loss Rate
(PLR), and Acknowledgement (ACK). The agent manager receives getResponse
packets and saves the information to its database. In the Analysis scenario, the
agent manager analyzes the operational data of intelligent routers in time series
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and detects the three kinds of network faults: congestion, equipment failure, and
transient error.

To achieve these three scenarios of the SNMP application, four process mod-
els were created. The process models of gna-clsvr-mgr4-MgrSNMP, gna-snmp-
mgr, and gna-snmp-cli are developed for the agent manager, and gna-clsvr-mgr4-
Router is implemented for the intelligent router. The agent manager invokes
three different process models to complete three scenarios, and the intelligent
router invokes one process model to respond to the requests from the agent
manager.

Fig. 2. SNMP message exchange mechanism and architecture.

Figure 2 illustrates the SNMP message exchange mechanism. The agent
manager and the intelligent routers are running the SNMP application. They
exchange SNMP messages by sending and receiving packets. The agent manager
maintains a database for all the collected information from the intelligent agents.

This SNMP application is integrated into the network routers of OPNET
Modeler to implement SNMP for network management. By adding these process
models into the process architecture of routers, the routers can support SNMP.
By running the SNMP applications on the agent manager and the intelligent
routers, the agent manager can easily monitor the distributed intelligent routers,
which are located in different subnets. And by analyzing the current information
from intelligent routers, the agent manager can immediately detect four network
faults. The network administrator and other applications can acquire the status
of network routers in real time.

3 Network System in OPNET Modeler

3.1 SNMP Agent Implementation

We created a new process model supported by gna-clsvr-mgr4-Router that was
based on the application model of OPNET Modeler to support SNMP. This
process model is able to process both the regular packets and the getRequest and
getResponse packets. By embedding SNMP messages inside the Generic Network
Application (GNA) packet, it can also exchange SNMP messages between the
client and server at the application layer by sending GNA packets.
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Fig. 3. SNMP message exchange mechanism and architecture.

The SNMP message format was created for exchanging messages between
the agent manager and the intelligent routers. The SNMP getRequest and getRe-
sponse messages, embedded in the GNA packet, can be exchanged between the
agent manager and the intelligent routers. Figure 3 shows the design of the SNMP
message format. There are 11 columns in the message format, and they support
SNMP version 2. The agent manager can exchange information with the intelli-
gent routers using the SNMP message format.

The clients and server in this application use the GNA packet format to
exchange messages at the application layer of OPNET Modeler. In order to
exchange SNMP message information, the SNMP message was embedded in the
data field of the GNA messages, which are supported in the OPNET Modeler.
Figure 4 shows the SNMP message embedded in the GNA packet of OPNET
Modeler.

Fig. 4. GNA packet format of OPNET Modeler.

The gna-clsvr-mgr4-Router is depicted in Fig. 5(a). This process model parses
getRequest packets in the Arrival process and sends getResponse packets to the
agent manager by invoking the gna-clsvr-mgr-getRespond-packet-send function.
The write-stat process is used to record the current operational data of a router.
In order to support the SNMP application for a router, this SNMP-Application
process model was added to the process model architecture of a router and
connected to the Transport Layer (TPAL) process model with two stream wires.
As shown in Fig. 5(b), four statistic wires were created to collect the operational
data of a router, such as BOR, RTT, PLR, and ACK.
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Fig. 5. Process and model for i-SNMP integrated in the Router.

3.2 SNMP Agent Manager Implementation

In this session, three new process models were created: gna-clsvr-mgr4-
MgrSNMP, gna-snmp-mgr, and gna-snmp-cli for the agent manager to sup-
port the SNMP application. These three process models deal with sending and
receiving regular packets as well as SNMP getRequest and getResponse pack-
ets between a client and server at the application layer, saving information on
intelligent routers, and analyzing the real-time status of the intelligent routers.
The gna-clsvr-mgr4-MgrSNMP is depicted in Fig. 6(a). This process model of
the agent manager is used for processing the GNA packets at the application
layer. This process model is modified to support the SNMP application based
on the process model gna-clsvr-mgr of OPNET Modeler. Figure 6(b) shows the
complete design of the gna-snmp-mgr process model. This process model has
four functions: send, receive, analysis, and end.

– In the send and receive functions, the sub-process gna-snmp-cli is invoked to
send getRequest packets and receive getResponse packets every 10 s.

– The analysis function retrieves collected data from its database every 30 s,
analyzes the current status of intelligent routers, and detects the three net-
work faults of intelligent routers.

– The end function closes the session between the client and server after it
receives a packet with a close command. The design of the gna-snmp-cli pro-
cess model is shown in Fig. 6(c).

This process model has three functions: open, send, and closed. It helps the
process model of gna-snmp-mgr carry out the task of sending and receiving
packets.

– The open function sends getRequest packets to the intelligent routers.
– The send function is invoked to receive the getResponse packets from the

intelligent routers and save the information to the database of the agent
manager.

– At last, the closed function closes the session between the client and server
after it receives a packet that contains a close command.
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Fig. 6. Process model of SNMP Agent Manager.

Figure 7 illustrates the database table of the agent manager. There are nine
columns that keep the information of intelligent routers, such as “Version”,
“Community”, “PDUType”, “RequestID”, “TimeStamp”, “BOR”, “RTT”,
“PLR” and “ACK”. The agent manager retrieves the information from its
database, analyzes the real-time status of the intelligent routers, and detects
the four network faults of the intelligent routers.

Fig. 7. Database table of the agent manager.

The network environment setup focuses on showing the ability of the agent
manager to monitor the status of a group of distributed intelligent routers by
using SNMP. In this paper, the network topology was designed to be a single
network community with three subnets. Three intelligent routers connect three
subnets using 10Mbps Ethernet connections. Figure 8 illustrates that three intel-
ligent routers are distributed in three different subnets. In Subnet-0, the agent
manager monitors the three intelligent routers and maintains a database that
keeps the information collected from all three intelligent routers.

In order to simulate the regular network traffic, an application server and
an HTTP server were set up to provide the network clients with applications
such as HTTP and databases. The network node “Application Configuration”
of OPNET Modeler is used for configuring the applications on the server side,
and “Profile Configuration” is used for configuring the profiles on the client side.

The network topology is depicted in Fig. 9(a). There are three distributed
subnets and three configuration nodes. Subnet0’s topology is depicted in
Fig. 9(b). There are five network devices in this subnet. The agent manager
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Fig. 8. Distributed network routers and agent manager.

Fig. 9. Network System in OPNET Modeler.

is located in this subnet. Subnet1’s topology is depicted in Fig. 9(c). There are
eight network devices and two network configuration nodes in this subnet. The
simulation of network faults is configured by the “IP QoS Config” and the “Traf-
fic Config”. Subnet2’s topology is depicted in Fig. 9(d). There are four network
devices in this subnet.

4 Scenario Simulations and Results

In this session, four scenarios are simulated to test and demonstrate the SNMP
intelligent agent’s ability to detect network faults. The SNMP agent manager
sends out requests to get information from network nodes and gets back SNMP
messages that contain the data. The data are then written to the database, which
is a generic data file. An Analysis process is added to perform the analysis task.
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The analysis process analyzes the collection of data for RTT, acknowledge, BOR,
and PLR; diagnoses the status of the router; sets the router information; writes
the router information to the database; and returns a pointer to the router
information with the router’s most current status.

The router information can be used by other applications that need to know
the current status of network nodes. To discover the status of the router, the
analysis process first compares the data with the lower limits to see if there is
any sign of a problem. If PLR, BOR, and RTT are smaller than the lower limit,
there is no sign that a problem occurred. If any of these are above the limit,
the analysis process would look at the slope of the ten most recent records and
calculate the slope of the regression line, with the horizontal data being the time
stamp of the SNMP message and the vertical data being the data, such as BOR.
If the slope of the regression line is less than the threshold of slope, the analysis
process would consider that a normal condition. Otherwise, further investigation
is needed to determine if there is a network fault. We will discuss the different
patterns that appear on the operational data when network faults occur in the
following.

Fig. 10. Packet Loss and RTT results for Normal Traffic.

4.1 Scenario1: Regular Traffic

Scenario Description: In subnet-1, a few HTTP-client nodes are added. A
ping-node is added and connected to Router-1. HTTP-client workstations that
run the HTTP (heavy) profile, which accesses the HTTP server in the same
network as HTTP client/server applications, are analogous to how workstations
and servers run applications in real life. Between Router-1 and Ping-node, the
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Fig. 11. Node Information for Normal Traffic.

PING pattern uses PacketSize 1024. This pattern will not cause network con-
gestion because of its small packet size and long timeout. Inter-repetition time is
set to 7.0 s, meaning a PING packet is sent out every 7 s. The maximum repeti-
tion count is unlimited, meaning PING traffic will last as long as the simulation
runs. Subnet-2 is similarly configured. The HTTP clients in Subnet-2 access the
HTTP server in Subnet-1, and PING traffic in Router-2 is set up the same way
as in Router-1.

Scenario Results: As shown in Fig. 10(a), the simulation result indicates that
IP traffic on Router-1 is stable and does not vary dramatically. Packet loss on
Router-1 is zero. There is no congestion; all IP packets are delivered, and replies
are received. In Fig. 10(b), this result showed that the PING response time,
which is the RTT, is constant. It was also noted that the PING requests sent,
and PING replies received were almost identical, which meant the traffic was
normal and no congestion occurred. For this reason, there is no increase in the
buffer occupancy of the FIFO queue.

Analysis Result: In the database of the SNMP agent manager, as shown in
Fig. 11, the BOR is less than 10, the RTT is less than 1, the PLR is 0, and
the ACK is mostly constant. The analysis showed that all three routers are in
normal condition.
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4.2 Scenario2: Highly Congestion

Scenario Description: HTTP clients and the server still run the same traffic
as in a regular traffic scenario, but the setting for PING traffic on Router-1 is
different. In the first six minutes (360 s), it runs the same light PING traffic as
in regular traffic. It runs heavy PING traffic after 360 s. The very-big-packet-size
PING pattern is used. The packet size in this pattern is very large (10000), and
the timeout is only 2.0 s. With large packets like this, it’s very likely to cause
congestion in the network. The processing speed of the router on the interface,
which generates and receives the PING traffic, is also slowed down to exaggerate
the congestion. Running regular traffic in the first six minutes gives a comparison
between regular traffic and congestion traffic.

Fig. 12. PLR and RTT results for highly congestion traffic.
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Scenario Results: Fig. 12(a) shows that after six minutes (360 s), the IP traffic
dropped, which is the packet lost, increases dramatically. Because the processing
speed cannot match the speed at which packets are linked to this interface, the
BOR increases from 360 s. Packets have to remain in queue for a longer time.
Those packets with short timeout limits will be lost. As a result, the RTT after
6 min has increased significantly, as illustrated in Fig. 12(b).

Analysis Result: In this scenario, the slopes of PLR, BOR, and RTT are bigger
than the thresholds, and ACK is constant or decreasing. The analysis process
determines that there is traffic congestion. In another case, if PLR, BOR, and
RTT are bigger than the upper limits, it’s identified as a congestion condition
because the slope at a certain point will flatten and will not increase significantly
anymore. Figures 12(c) and (b) show that the BOR and PLR of Router-1 (node
ID: 8) are increasing, indicating traffic congestion, based on node information.

Fig. 13. PLR and RTT results for Node Failure.
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4.3 Scenario3: Node Failure

Scenario Description: The device node failure scenario is set up in the fol-
lowing way: on Router-2, node failure is simulated in subnet-2. Subnet2’s traffic
setup is the same as that in Scenario 1. To configure a node failure, a Fail-
ure/Recovery config node is added. The attribute is specified in the node failure
and recovery specification. A node failure and recovery have to be entered in
pairs. It specifies the start time of failure and the start time of recovery for a
particular node. The time interval in between is the duration of the failure. In
this scenario, Subnet-2 and Router-2 will fail for five minutes, which is from 300 s
to 600 s.

Scenario Results: As shown in Fig. 13(a), the result indicates that IP traffic
sent and received drop to zero after five minutes in this simulation; packet loss
drops to zero because the device is down and then comes up a little after the
5 min down time. As shown in Fig. 13(b), the RTT increases in the first five
minutes. Because Router-2 is down, the RTT drops to zero after five minutes.
The BOR increases in the first five minutes, as shown in Figs. 13(c) and (d).
Then, it drops to zero after five minutes because this device is down. According
to the analysis results, Router-2 (node ID 13) has a device failure after five
minutes.

4.4 Scenario4: Transient Error

Scenario Description: A timestamp is set up for the start point of any error
that occurs. If the problem persists longer than the time frame for a transient
error, it is identified as a persistent error. Otherwise, it is identified as a transient
error. Subnet-1 simulates a link failure for the link Ping-node-1 and Router-1.
Traffic is configured the same as in Scenario Regular Traffic. In order to simulate
link failure, a Failure/Recovery Config node is added. Failure and recovery are
added in pairs. The time when failure occurs at the link is specified as 360 s.
The time when the link will be recovered is specified as 380 s. The duration of
the failure will be 20 s. From 360 s to 380 s, the link between Ping-node-1 and
Router-1 in subnet-2 fails.

Scenario Results: As shown in Fig. 14, the RTT is high only for a short
period of time after six minutes when the link is broken. And the analysis result
identifies the transient error at Router-1 (the node ID is 8) after six minutes.
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Fig. 14. RTT and analysis results for Transient Error.

5 Conclusions

Various traffic combinations can be configured in OPNET Modeler to simulate
different scenarios in the network environment. Results show that our proposed
i-SNMP agent and the SNMP agent manager are able to collect these simulation
statistics, perform analysis, and pinpoint the network faults. The SNMP process
is implemented in a way that is easy to configure, automatically starts, and
requires little maintenance. It can be added to all kinds of network nodes that
support TCP/IP and client/server application processes. Both the SNMP agent
and SNMP manager processes can be easily implemented and configured in
future research.
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Abstract. Trajectory and caching optimisation design is a promising
joint solution for enhancing the quality of services in unmanned aerial
vehicle (UAV) assisted content delivery networks (CDNs). In this paper,
we review the problem of which contents to cache in the UAV and which
trajectory to fly, i.e., where to stop and how to gain the shortest path over
the stops, under the constraints of caching storage and energy resources,
namely storage- and energy-aware caching and trajectory optimisation
(SECTO) problem. The SECTO problem in UAV-assisted CDNs is for-
mulated and solved by applying genetic algorithms (GAs) to maximise
the content delivery capacity while minimising the flying distance. The
simulation results are shown to demonstrate the benefits of GAs in terms
of accuracy and time complexity performance compared to other conven-
tional solutions such as exhausted and greedy search algorithms.

Keywords: Content delivery network · Genetic algorithm · travelling
salesman problem · UAV caching · UAV trajectory

1 Introduction

One of the most important missions of 6 G networks is to take the non-terrestrial
networks (NTNs) into account [1]. The NTNs enable a flying platform of satellites
and unmanned aerial vehicles (UAVs) to connect more things in every remote
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corner on the earth. And thus, the physical, cyber, and biological worlds can fur-
ther flourish in the era of 6G thanks to the present of flexible access points, relays,
contents, helps, and many advanced applications and services (AASs) from the
sky [2–6]. In this scenario, the models, techniques, and AASs of UAV caching and
trajectory in content delivery networks (CDNs) have drawn a numerous stud-
ies from both industrial and academic sectors [7]. These studies demonstrate
that UAV caching networks are able to partially alternate the CDNs so as to
not only mitigate the workload of the terrestrial stations but also provide the
end users (EUs) with better AASs by exploiting shorter and line-of-sight (LoS)
transmission.

In UAV caching networks, the UAVs have to select a set of contents to cache
in advance. It then flies to deliver the contents to the EUs in the error-prone
areas in which, for example, the workload of the terrestrial stations is extremely
high, the wireless links are not good due to high and dense obstacles, and the
emergency communications are required for rescue operations and safety public
activities. To serve the EUs the highest quality of service (QoS) while utilising the
resources of UAVs, the optimal set of contents and the optimal trajectory must
be found simultaneously. This so-called resource-aware caching and trajectory
optimisation problem in UAV-assisted CDNs has been studied in the literature
by different approaches from objective functions, constraints, to algorithms and
solutions [8–12].

Particularly, the work in [8] proposed a storage- and energy-aware caching
and trajectory optimisation (SECTO) problem to maximise the content deliv-
ery capacity while minimising the flight distance under the caching storage and
energy consumption constraints. The SECTO is solved by using exhausted and
greedy search algorithms. In [9], the authors tried to minimise only the delay
under the constraint of caching storage by solving a tractable semi-definite
programming problem reformulated from an original intractable distribution-
ally robust stochastic optimization problem. Besides caching in the UAVs, the
authors in [10] considered caching in the EUs to establish a cache-enabling UAV-
device-to-device (UAV-D2D) network. A joint caching placement in UAV-D2D
network and UAV trajectory optimization (CTO) problem under the constraint
of caching storage is formulated for maximising the cache utility. The CTO prob-
lem, which is a mixed integer nonlinear programming problem, is decomposed
into three sub-problems for being solved by a low complexity iterative algo-
rithm. Interestingly, reinforcement learning approach is applied to minimise the
sum content acquisition delay of EUs by jointly optimising the multiple EUs’
association, cache placement, UAV trajectory, and transmission power [11,12].

We can see that the aforementioned optimisation solutions are for whether
multiple objective functions of very high time complexity but exact results [8]
or single objective function of lower time complexity with approximate results
by reformulating and decomposing the original problems into solvable sub-
problems [9–12]. However, these solutions are not flexible in terms of balanc-
ing the trade-off between accuracy and time complexity in accordance with the
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Fig. 1. UAV-assisted content delivery networks [8].

diverse requirements of AASs, especially in solving the complicated SECTO
problem with multiple objective functions studied in [8].

In this paper, the typical SECTO problem is studied and then efficiently
solved by applying genetic algorithms (GAs). The benefit of GAs is that they can
capture the evolutionary principles of natural selection and genetic variation to
find the exactly or approximately global optimal results without considering the
fact that if the search space is unimodal or multimodal. To make the GAs more
feasible to solve the SECTO problem with respect to two types of variables, i.e.,
1) binary variables for caching decision and stop index and 2) integer variables for
trajectory, we divide each original chromosome into two sub-chromosomes. The
left sub-chromosome and the right sub-chromosome represent the binary vari-
ables and the integer variables, respectively. Each sub-chromosome is applied it
own crossover and mutation operations with different probabilities. The perfor-
mance of GAs is investigated in terms of flexible implementation, accuracy, and
time complexity compared to other conventional exhausted and greedy search
algorithms.

The rest of this paper is organised as follows. We introduce the UAV-assisted
CDNs and describe how it works in Sect. 2. In Sect. 3, we review the SECTO
problem formulations studied in [8] for the ease of following the GAs solution.
Section 4 presents the GAs solution for SECTO optimisation problem. The GAs
and system performance metrics are investigated in Sect. 5. Finally, Sect. 6 is
dedicated to concluding the paper.
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2 UAV-Assisted Content Delivery Networks

In this paper, we consider the model of UAV-assisted CDNs as shown in Fig. 1 [8].
The model consists of one MBS, one UAV, I contents, and N EU clusters.
The clusters are established by applying the device-to-device (D2D) clustering
scheme [13]. In each cluster, the EUs, who are interested in the same content, are
represented by a cluster head (CH). The CHs, which are in charge of forwarding
the contents to their EU members, are selected based on their powerful capacity
of computing, storage, and energy. The MBS is able to acknowledge all the
information of UEs for clustering, then formulating and solving the SECTO
optimisation problem. After solving the SECTO optimisation, the UAV realises
1) the optimal set of contents for caching and 2) the optimal trajectory, i.e.,
optimal set of stops and optimal stop sequence, for flying and delivering. As a
result, the content delivery capacity is maximised, meanwhile the flight distance
is minimised. In addition, we further consider the constraints of storage and
energy resources of the UAV to make the SECTO solution more efficient.

To fly, we assume that the UAV is placed at the horizontal coordinate of oU
= (xU, yU) while the vertical coordinate is fixed at zU = hU. We then limit the
flight area by defining a smallest rectangular, a length of L (m), and a width of
W (m) that covers all the CHs. The rectangular is divided into a grid topology
of ML × MW stops as shown in Fig. 1. The horizontal coordinates of the UAV’s
stops are oU = ol,w = (xl, yw), l = 1, 2, ...,ML, w = 1, 2, ...,MW. Furthermore,
we define a FML×MW binary matrix in which each pair of row and column is
represented by a binary stop index f(ol,w). The UAV stops at ow,l if f(ol,w) = 1,
otherwise f(ol,w) = 0. So, given NT stops, we can find a proper stop sequence
T for the UAV to fly throughout with minimum distance.

3 SECTO Problem Formulations

In this section, we review the system formulations studied in [8] for the ease of
following. Based on these formulations, we then introduce the SECTO optimi-
sation problem that can be solved by using GAs.

3.1 Content Popularity

It is certain that each content has its own access rate depending on the EUs’
behavior, and thus a given set of I contents follows a popularity pattern. In
this paper, we assume that the popularity pattern is modeled by Zipf-like dis-
tribution [14]. In this distribution, the content i is ranked in accordance with its
popularity expressed as

pi =
i−α

∑I
i=1 i−α

, (1)

where α is the coefficient reflecting the skewness of the content popularity pref-
erence, i.e., α = 0 means that there is no popularity skewness among different
contents, while the higher value of α makes the first contents much higher pop-
ularity than the last ones.



38 T. C. Lam et al.

3.2 Caching, Requesting, and UAV-Cluster Association Index

Due to the storage limit, the UAV is capable of caching a proper number of
contents which are frequently requested by the EUs in different clusters. So, the
UAV has to decide which contents to be cached before flying to deliver. We define
a binary variable ci for cache decision in which ci = 1 indicates that the content
i is cached, otherwise ci = 0. Meanwhile, the number of clusters requesting the
content i, which is directly proportional to the popularity pi is given by

Ni = �piN�, (2)

where the operator �.� is used to round an arbitrary value the nearest integer.
However, this way may cause

∑I
i=1 Ni �= N due to the round operator. To

make the equality held, without loss of generality, we do the following adjustment

– If
∑I

i=1 Ni < N , then the first smallest value in the array {Ni, i = 1, 2, ..., I}
is increased by 1.

– If
∑I

i=1 Ni > N , then the last highest value in the array {Ni, i = 1, 2, ..., I}
is decreased by 1.

To obtain the UAV-cluster association index, let ri,n be the requesting index
to indicate that ri,n = 1 if there is at least one EU in the cluster n requesting
the content i (ri,n = 1), otherwise ri,n = 0. Obviously, we have

Ni =
N∑

n=1

ri,n, (3)

and

N =
N∑

n=1

I∑

i=1

ri,n. (4)

So far, we define the UAV-cluster association index as below

ai,n = ciri,n. (5)

The UAV-cluster association index ai,n ∈ {0, 1} is used to match the con-
tent i cached in the UAV and the cluster n. This association index enables us
to establish the transmission channel, and thus derive the delivering capacity
between the UAV and the cluster n presented in the following subsections.

3.3 Content Delivery Capacity

Following the UAV-cluster association, we further compute the average delivery
capacity which is obtained based on the wireless channel model from the UAV
to the CHs in different clusters. The UAV utilises the licensed frequency band
for backhaul link, while stipulating the unlicensed Industrial, Scientific, Medical
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(ISM) WiFi band, i.e.,2.4 GHz with 802.11 b/g/n devices and 5 GHz with 802.11
a/n/ac devices, for communicating with the CH in each cluster [15]. By dominat-
ing the LoS links [16,17], the signal-to-noise ratio of the channel for delivering
the content i from the UAV located at ol,w to the CH n in the cluster n located
at on is given by

γi,n
l,w =

ai,nPTβU
0 (dn

l,w)−2

σ2
, (6)

where PT is the transmission power of the UAV, βU
0 is the channel power gain

at the reference distance of 1m, σ2 is the additive white Gaussian noise power,
and dn

l,w, which is the distance between the UAV and the CH n, is computed as

dn
l,w =

√
h2
U + ‖ol,w − on‖2, (7)

where ‖.‖ is the Euclidean norm.
From Eq. (6), we have the corresponding delivery capacity expressed as

Ci,n
l,w = B log2(1 + γi,n

l,w), (8)

where B is the system bandwidth.
Finally, the overall average delivery capacity from the UAV to the CHs in all

clusters, which is the objective function of the SECTO optimisation problem, is
given by

C =
1
N

N∑

n=1

ML∑

l=1

MW∑

w=1

I∑

i=1

pif(ol,w)Ci,n
l,w, (9)

where f(ol,w) ∈ {0, 1} is the stop index used to indicate that if f(ol,w) = 1,
the UAV stops at ol,w, otherwise f(ol,w) = 0, it does not stop. And thus, the
number of stops is expressed as

NT =
ML∑

l=1

MW∑

w=1

f(ol,w). (10)

In Eq. (9) and Eq. (10), C is the function of caching index (ci) and the flying
strategy f(ol,w). So, besides finding the optimal caching index, the SECTO finds
the optimal flying strategy via f(ol,w), which includes: 1) where to stop among
NT out of N stops (NT ≤ N) to maximise C and 2) how to fly throughout NT
stops to minimise the distance for energy saving.

3.4 Storage and Energy Consumption

Storage Consumption. Given the caching index ci and the size si of the
content i, the total caching storage consumed is given by

S =
I∑

i=1
ri,n=1,∀n

cisi. (11)
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Energy Consumption. The energy is consumed by transmission and flying.
To compute the total energy consumption, we need to derive the transmission
duration and flying duration. It is noted that when flying, the UAV must stop to
transmit the contents, and thus the standstill duration is actually equal to the
transmission duration. We first compute the transmission/standstill duration at
the stop ol,w for transmitting the content i to the CH n which is given by

ti,nl,w =
ai,nf(ol,w)si

max{ε, Ci,n
l,w}

, (12)

where the infinitesimal value ε is added to avoid the situation of dividing by zero
if Ci,n

l,w = 0. And then, the total transmission/standstill duration is

tT =
N∑

n=1

ML∑

l=1

MW∑

w=1

I∑

i=1

ti,nl,w. (13)

For the flying duration, given a minimum distance dmin found by solving
the SECTO optimisation problem (23) for minimum value of d (17) and a fixed
flying velocity V , it is simply expressed by

tF = dmin/V. (14)

Finally, the total energy consumption is given by

E = PFtF + (PS + PT)tT, (15)

where PF, PS, and PT are the transmission powers used for flight, standstill, and
transmission, respectively.

3.5 SECTO Optimisation Problem

As aforementioned, the SECTO solution includes 1) which contents to cache
and where to stop (WCS) for maximising the average content delivery capacity
and 2) how to fly over the stops for minimising the distance, i.e., the shortest
path (STP) or travelling salesman problem. So, we first present the two STP
and WCS optimisation subproblems separately and then we combine them to
formulate the SECTO optimisation problem as below.

For the STP optimisation problem, given a set of NT valid stops Ts =
{1, 2, ..., NT }, T is the set of stop sequence (order) to fly, i.e., T is an arbi-
trary combination of Ts. For example, if Ts = {1, 2, 3}, T = {2, 1, 3}, i.e.,
T1 = 2, T2 = 1, T3 = 3, is a valid stop sequence, meaning that the UAV flies
to the stop 2 first, then to the stop 1, and finally to the stop 3. The distance to
fly from the stop n − 1 to the stop n is expressed as

dn =
{

d
(
Tn−1, Tn

)
, if Tn ∈ Ts, Ts = Ts \ Tn,

0, if Tn /∈ Ts.
(16)
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It is noted in (16) that if Tn ∈ Ts, after flying to the n-th stop with an actual
distance added, and then this stop is removed from the set of valid stops. Oth-
erwise, the UAV cannot fly to the n-th stop, and thus no distance is added but
with violence. For example, considering an invalid stop sequence T = {1, 1, 3},
it is easy to see that the violence occurs when n = 2 at T2. Consequently, the
total distance for the UAV to fly over NT stops is given by

d =
NT∑

n=1

dn. (17)

For the ease of grasping the violence degree of (16) if Tn /∈ Ts, we further
add an independent penalty function βdp to (17); where β > 0 is the violent
degree and dp starts with 0, then increases by 1 if the violence occurs. So, the
minimum value of d holds since dp = 0. The STP integer combination problem
is formulated as

min
T

(d + βdp). (18)

For the WCS optimisation problem, we take into account the constraints of
caching storage (S), energy consumption (E), and number of stops (NT ), it is
formulated as below

max
ci,f(ol,w)

C (19a)

s.t. S ≤ S∗ (19b)

E ≤ E∗ (19c)

NT ≤ N (19d)

Aiming at maximising the average content delivery capacity (19) and min-
imising the distance (18) simultaneously, the SECTO optimisation problem is
formulated as

max
ci,f(ol,w),T

[
C − (γd + βdp)

]
, (20)

s.t. (19b), (19c), (19d),

where γ > 0 is used to adjust the balance between the two objective functions C
and d; and S∗ and E∗ are to limit the caching storage and energy consumption.

4 GAs for SECTO Optimisation Problem

In this paper, we apply GAs [18] to solve the SECTO optimisation problem. To
do so, we apply penalty function [19] which requires to rewrite (19b), (19c), and
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(19d) as below
⎧
⎨

⎩

ΔS = S∗ − S ≥ 0,
ΔE = E∗ − E ≥ 0,
ΔN = N − NT ≥ 0.

(21)

As we have mentioned that βdp in (18) is the penalty function, thus we
extract it from (20), and then add it to the whole penalty function of (22) which
is given by

F =λ1

(
min{0,ΔS}

)2 + λ2

(
min{0,ΔE}

)2 + λ3

(
min{0,ΔN}

)2 + βdp, (22)

where λ1, λ2, and λ3 are the constraint violation degrees which are properly
selected to punish the individuals in the current generation if they violate the
constraints.

Finally, the GAs can be used to solve the unconstrained SECTO optimisation
problem given by

max
ci,f(ol,w),T

CF = C − (γd + F ). (23)

In (23), if d is minimised and too small (∼ 0), the UAV flies over small number
of stops or even it stops at the original location to transmit the contents. This
makes the capacity significantly decreased. Inversely, if d is minimised but too
large, the capacity increases but limited by E∗. The balance of maximum value
of C and minimum value of d yields maximum value of CF when F approaches
0. So, together with λ1, λ2, and λ3, γ is used to balance the impact of F and d
on the process of maximising the fitness function CF.

To implement GAs, it is noted that the SECTO optimisation problem has
two different types of variables. The binary variables (ci and f(ol,w)) for caching
and stop indexes, and meanwhile the integer variables (T ) for stop sequence.
These two types have different requirements of crossover and mutation, i.e.,
different operations and probabilities. So, we use two chromosome types, one for
binary variables and the other for integer variables. Correspondingly, we have to
create two separated binary and integer populations, each of the same number
of individuals is performed by its own crossover and mutation operations.

In the SECTO optimisation problem, because the binary variables are ci and
f(ol,w) of length I + ML × MW bits, each individual represented by a binary
chromosome (binary string) has NB = I+ML×MW bits. The maximum number
of stops in the sequence T is NT = N , each individual represented by an integer
chromosome (integer string) therefore has NI = N integers. When GAs termi-
nate, the first NT stops in the final T are derived for the optimal stop sequence.
The detailed implementation of GAs is shown in Algorithm 1. In Algorithm 1,
GAs terminate if one of the three following conditions of TC holds: 1) F = 0 in
3 successive generations, 2) CF does not change while F ≤ 10−3 in 3 successive
generations, and 3) gen = NG.



GAs for SECTO Problem in UAV-CDNs 43

Algorithm 1. GAs implementation
Input: System parameters listed in Table 1

NP = 10, 000: Number of individuals in both the binary and integer populations
NB = I + ML ×MW : Number of binary variables (bits) for each binary individual
NI = N : Number of integer variables for each integer individual
NG = 100: Number of generations
PG = 0.8: Generation gap
PCB = 0.6: Crossover probability for binary individuals
PCI = 0.9: Crossover probability for integer individuals
PMB = 10−6: Mutation probability for binary individuals
PMI = 10−10: Mutation probability for integer individuals
β = 1: Violence degree applied if T is invalid
γ = 0.1: Coefficient used to balance the two objective functions C and d
{λ1,2,3} = {1, 103, 1}: The method to choose the proper λs is presented in [20]
TC: Termination conditions
Gen = 1: Generation count

Output: C
∗
F and X∗

1: Randomly generating NP binary strings, each of length NB bits to represent the
individual k ({Xk

B}), k = 1, 2, ..., NP

2: Randomly generating NP integer strings, each of length NI integers to represent
the individual k ({Xk

I })
3: Mapping {Xk

B} into the binary variables cki and f(okl,w) and mapping {Xk
I } into

the integer variables T k

4: Calculating NP fitness values CF

(
cki , f(okl,w), T k

)

5: while TC does not hold do
6: Putting {Xk

B}, {Xk
I }, and CF

(
cki , f(okl,w), T k

)
in the mating pool for ranking

7: Selecting NG = NP × PG better individuals with higher CF

(
cki , f(okl,w), T k

)
for

breeding the next generation by using stochastic universal sampling operator [18]
8: Dividing the selected individuals into a set of NG binary individuals {Xk,∗

B } and
a set of NG integer individuals {Xk,∗

I }
9: Selecting a pair of parents to make a pair of offsprings by using 1) multiple point

crossover with probability PCB for {Xk,∗
B } and 2) single point crossover with

probability PCI for {Xk,∗
I } [18]

10: Mutating the offsprings of {Xk,∗
B } with probability PMB and the offsprings of

{Xk,∗
I } with probability PMI, to recover the good genetic materials likely lost in

the previous operations
11: Merging the two sets of offsprings into one, evaluating the fitness values of the

merged set, reinserting it into the present generation
12: Gen = Gen + 1
13: end while
14: Finding the best fitness value C

∗
F with respect to the best individual X∗ in the

last generation
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5 Performance Evaluation

5.1 GAs Performance

To evaluate the performance of GAs, we compare it to the other two search
algorithms namely exhausted - exhausted (EE) search algorithm and exhausted -
greedy (EG) search algorithm which are corresponding to TSM and NSH respec-
tively studied in [8]. We deploy GAs, EE, and EG by a desktop computer with
detailed information listed in Table 2. The CHs are randomly distributed within
a circle of 100-meter radius. The UAV is originally located at (xU, yU) = (100m,
100m) and its vertical coordinate is fixed at hU = 50m.

We first evaluate the convergence rate of GAs by considering 100 generations.
Figure 2 plots the results of the best fitness value C

∗
F , the mean of all the fitness

values with respect to all individuals in each generation, and the penalty value
(F ). The results show that the convergence situation of GAs starts from the
35-th generation when the mean value is closer to the best value and F = 0.
It indicates that all the individuals become better after each generation while
ensuring the given constraints for optimal solutions.

The performance of GAs is further evaluated by investigating the accuracy
and time complexity in comparison with EG and EE. The Algorithm 1 is exe-

Table 1. Parameters setting.

Symbols Specifications

{N, I} {10 clusters, 5 videos}
si [300, 100, 200, 400, 900] Mbits

S∗ 1000 Mbits

α 1

V 15 m/s

{PT, PF, PS} {0.5, 50, 0.25 × PF} W

E∗ 5000 Joules

B 10 MHz

βU
0 10−5

σ2 10−13 W

Table 2. Computer information.

Processor Intel(R) Core(TM) i7-7700 CPU @ 3.60 GHz, 3601 Mhz

Processor type x64-based PC

Processor cores 4

Logical processors 8

Total PHY memory 15,9 GB

Operating System Windows 10
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cuted versus different population sizes NP from 1000 to 20,000. For each popula-
tion size, the Algorithm 1 is repeated 50 times, and then we calculate the average
of 50 optimal results of C and d in accordance with the average of time complex-
ities. As shown in Table 3, the accuracy of GAs increases if NP increases. We
select NP = 10, 000 for obtaining the optimal results because if NP > 10, 000,
the accuracy does not increase significantly but time complexity becomes too
high, i.e., up to 1,009.36 s. At NP = 10, 000, GAs provide a reasonable accu-
racy of 99.69% for C and 99.51% for d compared to EE. However, GAs have a
much less time complexity of 356.01 s compared to that of 1,320.17 s introduced
by EE. Related to EG, although it can provide the exact result of C thanks
to using exhausted search algorithm, the accuracy of d is lower than GAs done
at NP ≥ 5, 000. We can see that the accuracy and time complexity of EG is
equivalent to GAs done at NP = 5, 000. So, GAs are flexible to obtain the exact
or approximate optimal results with reasonable accuracy and time complexity.

Fig. 2. Convergence rate of GAs.

Table 3. Accuracy and time complexity comparison

Metric NP (GAs)

1,000 5,000 10,000 15,000 20,000 EG EE

C (Mbps) 310.55 310.91 310.97 311.14 311.15 311.95 311.95

Accuracy of C (%) 99.55 99.67 99.69 99.74 99.74 100.00 100.00

d (m) 696.26 653.93 645.64 641.25 641.94 657.93 642.53

Accuracy of d (%) 91.64 98.22 99.51 99.80 99.91 97.60 100.00

Time (s) 19.23 117.55 356.01 635.52 1,009.36 111.65 1,320.17
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5.2 System Performance Metrics

Storage-Aware Results. To have the storage-aware results, we run the Algo-
rithm 1 by changing the skewness coefficient of content popularity preference α
with different values of caching storage constraint S∗ (19b). As shown in Fig. 3,
if S∗ is large enough (S∗ ≥ 400 Mbits), C increases with respect to the increase
of α commonly (Fig. 3(a)), meanwhile d is mostly kept the same to provide the
highest value of C (Fig. 3(b)). It is noted that when α is high, the results become

Fig. 3. Capacity and distance versus α with different S∗.

Fig. 4. Storage and energy consumption versus α with different S∗.
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equally saturated because the system just focuses on less contents with higher
popularity to serve the CHs for the highest capacity performance. However, if
S∗ is too small (S∗ = 200 Mbits), it is clear that C significantly decreases since
the UAV cannot cache the most popular contents with si > 200 Mbits, e.g.,
s1 = 300 Mbits.

Figure 4 plots the storage and energy consumption which strictly satisfies
the constraints (19b) and (19c). In Fig. 4(a), if α is high enough, i.e., α ≥ 2.5,

Fig. 5. Capacity and distance versus α with different E∗.

Fig. 6. Storage and energy consumption versus α with different E∗.
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the system just focuses on less contents with higher popularity as we mentioned
earlier, thus the caching storage consumption decreases. However, the energy
consumption increases if α increases because more CHs request the most pop-
ular content with relatively large size, i.e., s1 = 300 Mbits, leading to the fact
that the transmission and standstill duration becomes longer requiring higher
energy consumption (Fig. 4(b)), except for S∗ = 200 Mbits making the distance
decreased.

Energy-Aware Results. To have the energy-aware results, we run the Algo-
rithm 1 by changing the skewness coefficient of content popularity preference
α with different values of energy constraint E∗ (19c). As shown in Fig. 5, the
decrease of E∗ significantly reduces both capacity and distance. The results of
caching storage and energy consumption in Fig. 6 always satisfy the constraints
(19b) and (19c). The behavior of all the system performance metrics is similar
to that of the storage-aware results with respect to α.

Fig. 7. Optimal trajectories with different constraints of S∗ and E∗.



GAs for SECTO Problem in UAV-CDNs 49

Optimal Trajectories. Figure 7 depicts the optimal trajectories of the UAV
when α = 1 versus different constraints of S∗ and E∗. Figure 7(a) shows the
optimal trajectory when S∗ and E∗ are relaxed to 1000 Mbits and 5000 Joules,
respectively. In Fig. 7(b), if we strictly limit the caching storage constraint S∗ to
200 Mbits, the UAV has to change the caching policy, and thus change the set
of stops to serve the CHs with a different optimal trajectory. The trajectories
significantly change to the short flight distances if we further limit the energy
constraint E∗ or/and the caching storage constraint S∗ as plotted in Fig. 7(c)
and Fig. 7(d).

6 Conclusion

In this paper, we have introduced GAs to solve the SECTO problem for UAV-
assisted CDNs to maximise the content delivery capacity while minimising the
flight distance. Unlike other common optimisation problem having only one
objective function with respect to (w.r.t) only one type of variable, i.e., binary,
real, or integer variable, the SECTO problem consists of two objective func-
tions w.r.t both binary and integer variables. To solve the SECTO problem, we
modify the GAs by applying penalty method and separating the whole string
(chromosome) of each individual into binary sub-string and integer sub-string.
These sub-strings are applied different crossover and mutation schemes (opera-
tions and probabilities). The results are shown to demonstrate the benefits of
GAs in terms of flexible implementation, accuracy, and time complexity com-
pared to other conventional exhausted and greedy search algorithms.
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Abstract. This paper studies joint computation offloading and commu-
nication resource allocation for mobile edge computing (MEC) systems.
We aim to minimise the end-to-end (e2e) latency among users (UEs) by
jointly optimising task offloading portions, frequency of UEs and edge
servers, as well as transmission power of UEs with respect to the latency
requirements, computing and energy budgets. To deal with this challeng-
ing optimisation problem, we propose efficient algorithms based on the
alternating optimisation (AO) approach and convex optimisation. Simu-
lation results validate the effectiveness of the proposed solutions in terms
of reducing the e2e latency of UEs as well as demonstrate the impacts
of involved parameters on the performance.

Keywords: Mobile Edge Computing · Task Offloading · Resource
Allocation · Convex Optimisation

1 Introduction

1.1 Mobile Edge Computing

Mobile Edge Computing (MEC), is a novel technology in the field of mobile com-
puting that allows computing, storage, and networking services to be deployed in
nearby edge servers [8,19]. MEC plays an important role in 5G and beyond. Ser-
vices in terms of computing perspective have strong potential to integrate with
other wireless technologies as URLLC [17] and mm-wave [4] which enable new
applications. The main objective of MEC is to provide ultra-low latency, high-
bandwidth, secure services, and direct access to real-time network information to
mobile users (UEs), by bringing the cloud to the edge of the network [17]. MEC
is considered a key enabler for emerging mobile applications such as augmented
reality, virtual reality, Internet of Things (IoT) and 5G services [3]. MEC pro-
vides a cost-effective solution for providing computing services to mobile users
by reducing the amount of data that needs to be transmitted to the central
cloud.
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Research in MEC has focused on several areas such as resource management,
security, quality of service (QoS), energy efficiency. Resource management algo-
rithms, such as the one in this paper, have been proposed to optimise the use
of computational and storage resources at the edge of the network [16]. Quality
of service is a critical aspect of MEC, as it ensures that the services provided
by the edge server meet the required performance levels [6,12]. Energy efficiency
is another important aspect, as it helps to reduce the energy consumption of
mobile devices and edge servers [13]. MEC has the potential to revolutionise the
way we use mobile devices by bringing the clouds computing power to mobile
devices.

1.2 Resource Allocation

One of the key challenges in MEC is resource allocation, which involves deciding
how to allocate computational and storage resources at the edge of the network
to meet the demands of UEs. Resource allocation strategies in MEC are essential
to optimise the use of resources, minimise energy consumption [13], and ensure
that the QoS requirements of UEs are met.

Several such resource allocation strategies have been proposed in previous
literature to address the challenges of resource allocation in MEC. These include
centralised algorithms, distributed algorithms [18], and hybrid algorithms [14].
Centralised algorithms allocate resources based on a global view of the system,
whilst decentralised algorithms allocate resources based on local information.
Hybrid algorithms can combine the advantages of centralised and decentralised
algorithms to provide a balance between performance and scalability. Another
important aspect of resource allocation in MEC is the integration of energy effi-
ciency. Several energy-efficient resource allocation algorithms have been proposed
to address this challenge [20].

1.3 Task Offloading

Task offloading or computing offloading, involves migrating computing processes
from a mobile device to a MEC server. Task offloading is performed to shorten the
task response delays and save energy resources [1]. Task offloading in MEC refers
to the process of transferring computationally intensive tasks from UEs to edge
servers for processing. This is an important aspect of MEC as it helps to reduce
the energy consumption of UEs and improves their performance. Several energy-
efficient task offloading algorithms have been proposed in literature to address
this challenge [20]. More importantly, task offloading in MEC has been recently
integrated into other emerging technologies like UAV-based communications and
digital twin [2,7] to fully realise the potential of MEC in the development of new
delay-sensitive applications.

2 System Model and Problem Formulation

We consider a MEC system as illustrated in Fig. 1. In the system model, the
user layer consists of many user equipment (UE) such as mobile robots, actu-
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Fig. 1. An illustration of MEC System Model.

ators, sensors. The UEs have different computational tasks to execute, but the
computing capacity of UEs is typically limited. Therefore, a portion of tasks can
be offloaded to the edge server (MEC) on the edge layer to reduce execution
time. Each UE can transmit data to multiple MECs to offload a computational
task, and each MEC is available to serve all UEs with an appropriate sharing
computing resource to guarantee performance.

2.1 Task Offloading Model

Let us define M = {1, 2, ...,M} and K = {1, 2, ..K} as the sets of UEs, and
MECs in the system, respectively. A computational task offloaded from the m-
th UE is modelled by three parameters including data size (bit), Dm, the required
computation CPU cycles to execute the task, Cm (cycle), and Tmax

m (s) is the
maximum latency tolerance. Let u = {um}∀m be the portion of the task executed
locally and v = {vmk}∀m,k be the portion of the task offloaded from the m-th
UE to the k-th MEC server, satisfying 0 ≤ umk ≤ 1, 0 ≤ vmk ≤ 1. Following
that definition, the constraint of each computational task can be expressed as
follows

um +
∑

k∈K

vmk = 1,∀m. (1)

2.2 Wireless Transmission Model

Task offloading from UEs to MECs is based on wireless communications. The
access points (AP) associated with MECs are equipped with L antennas to serve
single-antenna UEs. The wireless channel between the m-th UE and the k-th
MEC is modelled as hmk =

√
γmkgmk, where γmk is the channel path-loss and

gmk is the small-scale fading coefficients. We apply maximum ratio combining
(MRC) at the AP to calculate the transmission rate for task offloading and first
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introduce ϕm,k,l = hT
mkh

∗
lk/‖hlk‖. Then, the achievable transmission rate from

the m-th UE to k-th MEC can be calculated as [9]

Rmk (p) = B log2

(
1 +

pm|ϕm,k,m|2
Im(p) + σ2

k

)
, (2)

where B, pm, and σ2
k are the system bandwidth, transmission power of the

m-th UE, and the noise variance, respectively. The expression of Im(p) =∑
l∈M,l �=m pl|ϕm,k,l|2 is the interference caused by other UEs. As a result, the

transmission latency for task offloading from the m-th UE to the k-th MEC is
expressed as

T off
mk (p, um) =

vmkDm

Rmk (p)
. (3)

2.3 Computation and Latency Models

Let fue
m be the frequency (i.e., clock speed or processing rate) of the m-th UE

(cycles/s). The latency of local execution at the m-th UE is given by

T ue
m (um, fue

m ) =
umCm

fue
m

(4)

Similarly, given the frequency fmec
k , the latency of the k-th MEC server to execute

a portion vmk of the task offloaded from the m-th UE is modelled as

Tmec
mk (vmk, fmec

mk ) =
vmkCm

fmec
mk

(5)

Consequently, the end-to-end (e2e) latency to complete task execution includ-
ing local processing, wireless transmission, and MEC processing is expressed
as following T tot

m . This value cannot exceed the maximum latency requirement,
Tmax

m

T tot
m (p, um, vmk, fue

m , fmec
mk ) = T ue

m (um, fue
m ) + max{T off

mk (p, vmk)}
+max{Tmec

mk (vmk, fmec
mk )} ≤ Tmax

m ,∀m. (6)

It is important to note that after the MEC executes the offloaded task, the
size of responses from MECs to UEs (e.g., controlled packets) are much smaller
than the offloaded data size, whilst the transmission power of APs are higher than
UEs. Therefore, the latency for responses from MECs to UEs is not considered
in this paper [19].

2.4 Energy Consumption Model

To execute computational tasks locally, and to offload the task to APs via wire-
less links, UEs consume energy for computation as well as communication. We
model the total energy consumption of UEs as a summation of two components
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including energy for computation (Ecp
m) and energy for communication (Ecm

m ).
As a constraint, this value must be less than or equal to the energy budget of
UEs.

Etot
m (um, pm, fue

m ) = Ecp
m + Ecm

m

= um
θ

2
Cm(fue

m )2 +
∑

k∈K
pm

vmkDm

Rmk(p)
≤ Emax

m ,∀m, (7)

where θ/2 is a constant factor to calculate the computation energy consumption
of the m-th UE [15].

2.5 Problem Formulation

In this paper, we consider a min-max fairness latency minimisation problem. In
particular, we aim at minimising the worst-case e2e latency among UEs subject
to requirements of the latency, the UEs energy budget, the transmission power
budget, the offloading policies, and the computation capacity of UEs and MECs.
On this point, the optimisation problem is formulated as follows

min
α ,β ,p,f

max
∀m∈M

{
T tot

m (um, vmk, fue
m , fmec

mk ,p)
}

s.t. pm ≤ Pmax
m ,∀m,

um ∈ [0, 1] , vmk ∈ [0, 1] ,∀m, k,

Rmk (p) ≥ Rmin
mk ,∀m, k,

umfue
m ≤ fmax

m ,∀m,
∑

m∈M
vmkfmec

mk ≤ fmax
k ,∀k,

(1), (6), (7),

(8a)

(8b)
(8c)

(8d)
(8e)

(8f)

(8g)

where u � {um} ,∀m ∈ M; v � {vmk} ,∀m ∈ M,∀k ∈ K; p � {pm} ∀m ∈ M;
f � {fue

m , fmec
mk } ,∀m ∈ M,∀k ∈ K in their feasible domains. In (8), constraints

(8b) and (8c) indicate the value range of transmission power and offloading
portions of the tasks. Constraint (8d) shows the QoS requirements in terms of the
transmission rate. The computation capacity of UEs and MECs is presented in
(8e) and (8f), respectively. Finally, constraints (1), (6), (7) are already mentioned
in above subsections.

3 Proposed Solution

It is challenging to solve the problem (8) directly with conventional approaches,
due to the non-smooth and non-convex objective function, (8a) as well as non-
convex constraints, i.e., (8d), (6), (7). Therefore, we propose an alternative opti-
misation (AO) solution to deal with this problem. We first solve for the trans-
mission power (p) of UEs with given values of u,v, f . Next, offloading portions
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are optimised with given p, f . Finally, the processing rate of UEs and MECs is
solved to complete the AO-based algorithm. The following subsections provide
the development of our proposed solution.

3.1 Optimal Transmission Power with Given (u, v, f)

For any given (u,v, f), problem (8) can be expressed as

minimise
p

max
∀m∈M

{
T tot

m (p)
}

s.t. (8b), (8d), (6), (7).

(9a)

(9b)

To deal with the problem (9), we first address the transmission rate by using the
logarithmic inequality given in [10,11], which follows from the convexity of the
function f(x, y) = log2

(
1 + 1/xy

)
as follows

f(x, y) = log2(1 +
1
xy

) ≥ f̂(x, y). (10)

Given ∀x > 0, x̄ > 0, y > 0, ȳ > 0, by applying first-order Taylor’s expansion
for f(x, y), we have f̂(x, y) = log2

(
1 + 1

x̄ȳ

)
+ 2

(x̄ȳ+1) − x
x̄(x̄ȳ+1) − y

ȳ(x̄ȳ+1) . Let

(i) denote the i-th iteration and substituting x = 1
pm|ϕm,k,m|2 , y = Im(p) + σ2

k,
x̄ = x(i) = 1

p
(i)
m |ϕm,k,m|2 , and ȳ = y(i) = Im(p(i)) + σ2

k, we can obtain the
approximation of wireless transmission rate for task offloading from the m-th
IoT to the k-th MEC in (2) as

Rmk(p) ≥ R̂
(i)
mk(p),∀m ∈ M,∀k ∈ K, (11)

where

R̂
(i)
mk(p) = B

(
log2

(
1 +

1
x̄ȳ

)
+

2
(x̄ȳ + 1)

− x

x̄(x̄ȳ + 1)
− y

ȳ(x̄ȳ + 1)

)
. (12)

As a result, the constraint (8d) is now equivalent to

R̂
(i)
mk(p) ≥ Rmin

mk , ∀m ∈ M,∀k ∈ K. (13)

This is now a convex constraint.
Next, to deal with the latency constraint, we introduce new variables r �

{rmk}∀m,k satisfying 1
/
R̂

(i)
mk(p) ≤ rmk,∀m, k. Then, the objective function

T tot
m (p) can be upper-bounded as

T tot
m (p) ≤ T̂ tot

m (r) =
vmCm

fm + f̃m

+max
k∈K

(
umkCm

fmec
mk + f̃k

)
+max

k∈K
{rmkumkDm} (14)
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Consequently, we can express (6) and (7) as
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

T̂ tot
m (r) ≤ Tmax

m ,∀m,

vm
θ

2
Cmf2

m +
∑

k∈K
pmrmkumkDm ≤ Emax

m ,∀m,

1

R̂
ul(i)
mk (p)

≤ rmk,∀m, k,

(15a)

(15b)

(15c)

As we can see the constraint (15b) is still non-convex; therefore, we apply
following inequality

xy ≤ 1
2

(
ȳ

x̄
x2 +

x̄

ȳ
y2

)
, (16)

with x = pm, x̄ = p
(i)
m , y = rmk, ȳ = r

(i)
mk, to iteratively express (15b) as

um
θ

2
Cmf2

m +
∑

k∈K

1
2

(
r
(i)
mk

p
(i)
m

p2m +
p
(i)
m

r
(i)
mk

r2mk

)
vmkDm ≤ Emax

m ,∀m, k, (17)

which is now a convex constraint. Problem (9) is equivalent to the following
convex problem:

min
p,r

max
∀m∈M

{
T̂ tot

m (r)
}

,

s.t. (8b), (15a), (13), (15c), (17).

(18a)

(18b)

To solve problem (18), a CVX package in MATLAB is used [5]. The proposed
power allocation procedure for solving problem (18) is summarised in Algo-
rithm 1.

Algorithm 1. Proposed algorithm for solving power allocation in problem (18)
.
Initialisation: Set i = 0 and initial feasible point p(0); set the tolerance ε = 10−3 and

the maximum number of iteration Imax = 20.
repeat

Solve problem (18) for the next feasible solution (p(i+1));
Update i = i + 1;

until Convergence or i > Imax;
Output: Optimal power allocation coefficients (p∗).

3.2 Optimal Offloading Portions with Given (p, f)

In this subsection, we solve for the optimal offloading portion with fixed p, f.
Here problem (8) solving for (u,v) can be expressed as

min
u,v

max
∀m∈M

{
T tot

m (um, vmk)
}

,

s.t. (1), (6), (7), (8c), (8e), (8f).

(19a)

(19b)
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It is clearly seen that problem (19) is a standard convex program with all linear
constraints that can be solved efficiently by CVX.

3.3 Optimal Frequency of UEs and MEC Servers with Given
(u, v,p)

In this last sub-problem, we solve for the optimal frequency values of UEs and
MECs, f with given (u,v,p). To do that, we can rewrite problem (8) as follows

min
f

max
∀m∈M

{
T tot

m (fue
m , fmec

mk )
}

s.t. (6), (7), (8e), (8f)

(20a)

(20b)

As we can see from (20), the problem is also a convex program with respect
to variables f . Therefore, it can be solved efficiently by CVX to obtain optimal
solutions for the frequency of UEs and MECs.

Based on the above development, we propose using an iterative optimisation
algorithm to solve the computing resource optimisation of UEs and MEC servers.
The iterative algorithm is provided as following Algorithm 2.

Algorithm 2. Proposed iterative optimisation algorithm for solving (8).
Initialisation: Set i = 0, generate initial points (u(0), v(0), p(0), f(0)); set the error

tolerance ε = 10−3, and the maximum number of iteration Imax = 20.
repeat

With given (u(i), β(i), f(i)), solve problem (18) for optimal power control coeffi-
cients (p(i+1));
With given (p(i+1), f(i)), solve problem (19) for optimal offloading policies
(u(i+1),v(i+1));
With given (u(i+1), v(i+1), p(i+1)), solve problem (20) for optimal frequency
(f(i+1));
Update i = i + 1;

until Convergence or i > Imax;
Output: Optimal solutions of u∗, v∗, p∗, f∗.

4 Numerical Results

For simulations, the parameters are set as presented in Table 1. Simulations are
run on MATLAB and the convex optimisation problems are solved by CVX
package.

It is clear from the results in Fig. 2 that as the computation resource limita-
tions at the UEs increase, the worst-case latency decreases. This is because when
there are more local computation resources, there is a greater ability to process
tasks locally rather than offloading them to MEC servers. As a result, there is
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Table 1. Parameter settings of simulations [1,19].

Parameter Value

Number antennas of AP 4

Channel pathloss 140.7 + 36.7 log10 d

System bandwidth 10 MHz
Maximum transmission power 30 dBm
Noise power density −174 dBm/Hz
Task data size 100 kB
Task complexity [600, 1200] cycles/bit
Maximum UE frequency 1 GHz
Maximum MEC frequency 20 GHz
Maximum latency requirement 1 s
UE energy budget 1.5 J
The effective capacitance coefficient 10−24 watt.s3/cycle3

Fig. 2. Latency versus fmax
m .

a higher chance of reducing latency, especially when network resources are opti-
mally allocated. The ‘Proposed Scheme’ uses the proposed solution written in
this paper.‘Fixed Offloading’, uses fixed values for u and v to determine task
offloading for all the UEs. The fixed values in this case are initialised values. It is
clear that the optimised scheme must offload at a similar level to the initialised
values, hence the difference in results of about 0.04 s.

Figure 3 demonstrates how the worst case latency changes with different val-
ues of UE task complexity (given in cycles per second). It is clear that as the
task complexity increases, so does the worst case latency. This is due to both
the UEs and MEC servers having to process a more complex task, which of
course requires more time to do. Additionally the more complex tasks take more



60 J. Erskine and D. V. Huynh

Fig. 3. Latency versus ξ.

Fig. 4. Latency versus ξ with varying number of MEC Servers.

time to be offloaded, thus increasing the latency. What this figure demonstrates,
is that there exists a predictable relationship, which could make guaranteeing
performance simpler for end users. Once again, the proposed scheme performs
better than a fixed scheme.

Figure 4 demonstrates the relationship between latency and the number of
MEC servers. The worst case latency is lower with more MEC servers. As is made
clear by both graphs, the latency increases as the task complexity increases, this
graph also complements Fig. 3. The system with 4 MEC servers performs better
to the system with 2 MEC servers.



Joint Comp. Offloading and Resource Allocation for MEC 61

5 Conclusion

In conclusion, we have presented a framework that assists in task offloading
for IoT networks with mobile edge computing (MEC). Specifically, we have
addressed the highly non-convex optimisation problem of minimising e2e latency
in the system. The formulated problem has taken into account several variables
such as transmission power, task offloading portions, CPU frequency of UEs and
MECs subject to system budgets and QoS requirements. To evaluate the effec-
tiveness of our proposed approach, we have conducted simulations by varying
task complexity. Our simulation results clearly demonstrate that the proposed
scheme outperforms the benchmark scheme, highlighting the efficacy of our app-
roach in minimising e2e latency and improving the performance of IoT networks
with MEC.
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Abstract. The research and development of wireless communication
technology is inseparable from the support of experimental dataset. This
paper first provides an open source multi-dimensional high-precision
database of wireless communication signaling data based on the OAI
platform, which can build actual communication scenarios to ensure
that the dataset in this database is authentic and reliable. Second, we
improve the time precision of this dataset to the millisecond level and
realize multi-dimensional wireless communication signaling data collec-
tion at both of the physical layer and MAC layer, which can provide
a more comprehensive and high-precision data foundation for wireless
communication research. Finally, our database is applied for supporting
two applications, i.e. RAN slice resource prediction and video bit rate
adaptive adjustment, respectively. The experiment results show that our
proposed database performs better for supporting the RAN slice resource
prediction and video bit rate adaptive adjustment compared with other
existing databases.

Keywords: Wireless communication · Database · OAI platform

1 Introduction

Since the advent of the first mobile communication system in the 1980s, wire-
less communication technology has experienced considerable development in the
past few decades. Until the freezing of the 3GPP R16 standard, mobile com-
munication technology has realized the technical iteration from the first gener-
ation to the fifth generation, and has now formed a wide range of commercial
applications based on three typical application scenarios, i.e. enhanced mobile
broadband (eMBB), ultra-reliable low latency communications (uRLLC), and
massive machine-type communications (mMTC) [1]. The evolution of wireless
communication technology from CDMA to LTE, and then to 5G NR requires a
lot of technological improvements and innovations, which cannot be separated
from the support of a large number of experimental datasets.
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In recent years, different types of datasets have been collected for the research
of wireless communication technology. Particularly, in [2], a large amount of on-
site wireless communication data was collected on the actual HRS (high-speed
railway) network to evaluate the impact of frequent handover on TCP protocol
deterioration, which was then solved by the proposed congestion control algo-
rithm. Based on time-critical warning information collected from buses, such
as 3D spatial information and wireless communication signal data, the authors
in [3] studied the expected performance of connected vehicles in LTE networks
and estimated the potential benefits of simultaneous multiple access transmis-
sion over multiple operators. A large-scale wireless communication dataset at
the city level is studied in [4], where the authors measured and made public
a rich open multi-source dataset in two geographic regions, namely the city of
Milan and the province of Trentino, covering telecommunication, weather, news,
social networking, and electricity data, providing an ideal testbed for methodolo-
gies and approaches aimed at tackling a wide range of problems such as energy
consumption, urban structures and interactions. For both of 5G SA and NSA
campus network, the datasets were collected from the campus network to study
the packet delays and the losses of one-way transmission in [5], which informed
the further development and refinement of 5G SA and NSA campus networks
for industrial use cases.

Although the above research are promoting technological progress, there are
still some deficiencies in the experimental dataset. First, most of the experimen-
tal research is based on the simulation data, without using the real collected
data. Second, some studies only use some relevant and incomplete data as the
basis for drawing research conclusions. Due to the incompleteness of experimen-
tal datasets, the accuracy of research conclusions cannot be guaranteed. Third,
the granularities of most of the current datasets are not accurate enough, which
inevitably leads to the neglect of features of short time scales. Last, the datasets
of many experimental studies are not public due to data protection, so that it is
difficult for researchers in the same direction to continue their research on the
basis of their predecessors.

In view of the above issues, our work mainly focus on the following aspects:

– Real Dataset Construction. Different from the simulation dataset, we con-
struct a real dataset by capturing the real signaling data in actual wireless
communication scenarios, which are built by using the OAI (OpenAirInter-
face) platform. Then the dataset built in this way can be more authentic and
reliable.

– High-precision and Multi-dimensional Dataset Collection. In order to enable
wireless communication research more accurate and comprehensive, we
improve the accuracy of the dataset to the millisecond level; meanwhile, we
capture multi-dimensional wireless communication signaling dataset in both
of the physical layer and the MAC layer. What’s more, we open source our
high-precision and multi-dimensional database to other wireless communica-
tions research peers in [6].
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2 Preliminaries

To build a light-weight 5G service delivery platform across reusable software
components, OAI provides a system called Mosaic5G. In radio access network,
Mosaic5G is mainly composed of OAI-RAN and OAI-CN, and is equipped with
network interface tools such as FlexRAN to capture, analyze and control network
data in the communication system. In the following, we will describe OAI-RAN,
OAI-CN and FlexRAN in detail.

Firstly, OAI-RAN is mainly composed of Openair1, Openair2, Openair3 and
Common. Among them, Openair1 corresponds to 3GPP38.321 protocol and con-
sists of the physical layer and physical layer RF simulation module to realize
functions such as physical layer coding/decoding, OFDM baseband modulation
and demodulation, Fourier transform and inverse transform, etc. Openair2 con-
sists of the entire wireless communication RAN Protocol stacks of layer 2 and
layer 3, such as MAC, RLC, PDCP, SDAP and RRC layers, and implements wire-
less communication data transmission functions including physical layer frame
scheduling, radio link transmission modes definition, compression and decom-
pression of IP header, QoS (Quality of Service) to DRB (Data Ratio Bearer)
mapping, radio resource management and control, etc. Openair3 includes S1AP
and GTP-U modules, and connects the communication between base station and
core network in both of user plane and data plane.

Secondly, OAI-CN is for the realization of the 3GPP specifications for the
5G Core Network, and contains the following seven modules: AMF (Access and
Mobility Management Function), AUSF (Authentication Server Management
Function), NRF (Network Repository Function), SMF (Session Management
Function), UDM (Unified Data Management), UDR (Unified Data Repository)
and UPF (User Plane Function). Due to the complexity of the 5G in SA mode,
the functions and modules of OAI-CN are not perfect and still being supple-
mented according to 3GPP standards.

Thirdly, FlexRAN platform consists of two main components, i.e. the
FlexRAN service and control plane, and the FlexRAN application plane. The
FlexRAN service and control plane consists of real-time controllers (RTCs) con-
necting to multiple underlying RAN runtimes. The separation of control and
data planes is achieved through the RAN runtime environment. RAN control
applications can be developed on top of the RAN runtime and RTC SDK, and
allow monitoring, control and coordination of the state of the RAN infrastruc-
ture.

The development and maturity of OAI have driven the research and appli-
cation in various wireless communication-related fields in both of academia and
industry. For example, network slicing [7,8], internet of vehicles [9,10], non-
orthogonal multiple access [11], multi-access edge computing [12,13] and other
research hotspots in the field of communication are studied based on the open
OAI platform, respectively.

Based on the analysis above, quite a few studies have been made based on
the deployment of actual OAI systems. However, the wireless communication
database research based on OAI is still lacking. Considering that wireless com-
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munication database can provide data support for more efficient research, this
paper will conduct research on wireless communication dataset acquirement and
construction based on the OAI system according to 3GPP series protocol stan-
dards.

3 OFDMA Based Wireless Communication Database

OAI RAN has designed a matching RAN communication architecture for dif-
ferent networking modes. In NSA (Non-Standalone) mode, eNB and gNB are
connected through X2-C interface; eNB and EPC are connected through S1-U
and S1-MME; gNB and EPC are connected through S1-U. In SA (Standalone)
mode, the control plane and user plane information of gNB are connected to
AMF/UPF via NG-C/U. A schematic diagram is shown in Fig. 1.

Fig. 1. RAN architecture of OAI system under the dual architecture of NSA and SA.

3.1 Software and Hardware Configuration

According to the existing version of OAI system, considering the stability and
performance differences brought about by different construction methods of the
OAI system, we built two sets of actual wireless communication scenarios. The
first is Separate Mode, where the base station and the core network are deployed
on two independent PCs, as shown in Fig. 2; the second one is All In One Mode,
where the base station and the core network are deployed on the same PC. In
terms of hardware, we use Intel i5 Computer as the platform for the base station
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and core network, use Huawei Nexus 6P for UE equipment, and adopt Ettus
USRP B210 for the RF front end, respectively. AS for software, the host system
equipped with the base station and the core network adopts Ubuntu16.04, and
the UE system is android8.0. The details of hardware and software arrangement
are summarized in Table 1.

Table 1. Details of hardware and software arrangement for wireless communication
environment based on OpenAirInterface.

Component Hardware Software

UEs Huawei Nexus 6P Android 8.0

eNodeB Intel i5 Computer with low-latency kernel 3.19 OpenAirInterface (OAI) [14]

RF Front-End Ettus USRP B210 N/A

EPC Intel i5 Computer with low-latency kernel 3.19 openair-cn [15]

In addition, to obtain the communication dataset under different communi-
cation scenarios, we set different service modes for different UEs, such as web
browsing, SMS communication, live video with different bit rates, etc, to distin-
guish the service type and the load differences of UEs.

3.2 Data Collection

We will collect multi-dimensional wireless communication signaling data at both
of the physical layer and MAC layer for the dataset construction. Based on the
deployment of the above communication scenarios, we will focus on the data
transmission of various types on the RAN side. On the one hand, since FlexRAN
can directly capture the transmission data of the OAI MAC layer, we are able to
capture the transmission data between the UE and the eNB during the actual
communication through FlexRAN, including PDU, SUD, etc. On the other hand,
by modifying the source code of the OAI MAC layer, we can further capture the
physical layer parameters allocated to the UE on the eNB side, such as CQI,
RBS, MCS, etc. Parts of the dataset contents are depicted in Fig. 3.

4 Database Analysis

In this section, we will compare our database with several existing wireless com-
munication datasets in terms of time granularity, data integrity, and data authen-
ticity, respectively.

4.1 Time Granularity

In terms of time granularity, we compare our dataset with the public Cellular
dataset from Moving Buses, Telecom Italia Big Data Challenge dataset, Link
Quality Estimation Data for FlockLab dataset, etc.
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Fig. 2. Actual wireless communication system based on OAI in Separate Mode.

Fig. 3. Part of the dataset content collected by the OAI system.

As shown in Table 2, our dataset can output wireless communication data per
millisecond and then reach millisecond-level precision, embodying the advantage
of features on the smallest time scale. This means that our database can provide
more different time scales data for supporting wireless communication research.
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4.2 Data Integrity

In terms of dataset integrity, compared with the public Cellular Received Signal
Strength Indicator, LTE Frequency Hopping dataset, etc., our dataset has more
comprehensive data types, including Time, UEID, Harq, Hard Round, CQI,
MCS, RBS, TBS, PDU, SDU, etc., covering both of the PYH layer and the
MAC layer. Furthermore, our underlying dataset also retains the features of the
raw data more comprehensively, and can provide input dimension guarantee of
multi-dimensional feature input for wireless communication research.

Table 2. Comparison of different wireless communication signaling datasets in terms
of time granularity.

dataset Data Type Time Resolution

Cellular Received Signal

Strength Indicator [2]

Time, Network(2G, 3G, 4G),

RSRP, RSS, RSCP, RSSI

30 min

Celluar dataset from

Moving Buses [3]

GPS, RSSI, RSRP, Frequency,

RSRQ, Band, Protocol, Operator

200 ms

LTE Frequency Hopping

dataset [16]

Band, MCS, rblength, UEs,

hopinfo

40 ms

LTE KPI [17] eNB, LCID, RSRP, RSRQ,

RSSNR, Carrier Frequency, Han-

doverDelay, CQI, UE Speed, UE

Direction,

1 ms

Link Quality Estimation

Data for FlockLab [18]

date time, rf channel, tx power,

payload, host id, rand seed

2 h

Telecom Italia Big Data

Challenge dataset [4]

SMS-in activity, Call-in activity,

Internet traffic activity

10min

Ours Time, UEID, Harq, CQI, RSRP,

RSRQ, Hard Round, RBS, TBS,

PDU, SDU, MCS DL, MCS UL

1 ms

5 Application

In this section, we use two applications to verify the effectiveness of our proposed
wireless communication database.

5.1 Database for Supporting RAN Slicing

We build a RAN slice wireless communication platform, where wireless commu-
nication signaling dataset is constructed in single base station, multi-UE, and
multi-slice scenarios. Based on this, prediction-based resource slicing is investi-
gated under the premise of ensuring SLA.
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The communication scenario is set up with one mini PC building the EPC
and one mini PC building the eNB. An USRP B210 is connected to the eNB as a
radio frequency transceiver. The terminals are two Huawei Nexus 6Ps, which are
connected to the base station for video and web browsing service transmission,
respectively. Through FlexRAN, two UEs are assigned to two different slices and
run their respective services, where the signaling data are collected.

We set the collected CQI, TBS, MCS as the three input dimension of the
CNN-LSTM neural network, to train and predict the number of PRB resources
requested by different slices at the next moment. Then slice resources can be
allocated in advance to reduce the service SLA level drop caused by inappropriate
and untimely allocation of slice resources. Compared with the limitations of
existing in dataset integrity and time granularity, we use different input feature
dimensions and different time granularity as the independent variables of the
experiment to study the variation of SLA satisfaction rate caused by dataset
differences. Specifically, we take TBS as the one-dimension input, TBS, MCS as
the two-dimension input, TBS, MCS, CQI as the three-dimension input. The
time granularity is divided into 100 ms, 500 ms and 1000 ms, respectively.

Fig. 4. Comparison of SLA satisfaction rate with different input dimensions and time
granularities.

The SLA satisfaction rates with different input dimensions and time granu-
larities are shown in Fig. 4. We can see that the three-dimension input has the
highest SLA satisfaction rate and improves the SLA satisfaction rate by 24% over
that of one-dimension input. This is due to the fact that a richer input dataset
allows the network to learn more complete data characteristics, thereby provid-
ing more reasonable decisions for resource allocation after prediction to meet
the SLA requirements. On the basis of the three-dimension input, we further
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compare the experimental results with different time granularities from 1000 ms
to 100 ms. Compared with 1000 ms, the time granularity of 100 ms improves the
SLA satisfaction rate by 28%. This is because a smaller time granularity allows
the network to learn data characteristics on a smaller time scale.

5.2 Database for Supporting Video Bit Rate Adaptive Adjustment

In this subsection, we further verify the effectiveness of our proposed database
for supporting video bit rate adaptive adjustment in wireless transmission. We
first build a wireless air interface bandwidth prediction and optimization system
through FlexRAN, where the real-time parameters data are collected by the
interface function in the OAI platform from the PHY layer, the MAC layer, the
PDCP layer and other layers of the OAI base station during operation in every
100 ms. In order to keep the data collection time granularity consistent with the
bit rate adjustment period, we preprocessed the data, such as mean filtering,
feature selection, normalization operations, etc. Second, we input the collected
data into LSTM based prediction algorithm to predict the maximum available
air interface bandwidth on the user side. Finally, we combine the video quality
information returned by the user-side video player, such as the client video buffer,
and use the DQN algorithm to optimize the video bit rate adjustment.

Fig. 5. Performance comparison of different data collection cycles.

The average video bit rate and QoE (Quality of Experience) versus the data
collection cycles are shown in Fig. 5. We can see that the performances of the
smallest data acquisition period are the best in both of the average video bit
rate and QoE. This is because a smaller data acquisition period can provide
conditions for a smaller code rate adjustment period. The more frequent video



72 Y. Sun et al.

Fig. 6. Comparison of total video freeze time and different data collection cycles.

bit rate switching is also more compatible with the dynamic time-varying chan-
nel state variation, so that it can be adjusted to a video bit rate suitable for
users more quickly and provide user better QoE. Compared with the 10 s data
collection period, the average video bit rate/QoE performance under the 1 s data
collection period is 1.07/1.63 times than that of the 10 s data collection period,
respectively.

The total video freeze time versus data collection cycles is shown in Fig. 6.
The total freeze time corresponding to the 1 s data collection period is 1.786 s
less than the total freeze time corresponding to the 10 s data collection period.
This is because a larger data collection period corresponds to a larger bit rate
adjustment period, which makes The video bit rate fails to respond to the video
freeze caused by channel changes in a timely manner.

6 Conclusion

In this paper, we build a real wireless communication database based on the
OAI platform. By modifying the OAI source code, a millisecond-level wire-
less communication signaling dataset can be collected. Furthermore, we built a
multi-dimensional high-precision wireless open source database including multi-
dimensional wireless communication signaling data in both of the physical layer
and the MAC layer. Simulation results of RAN slice resource prediction and
video bit rate adaptive adjustment based on our proposed database show that
our database provides a good support for wireless communication research.
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Abstract. Mobile edge computing (MEC) is an emerging cloud com-
puting trend that enables terminal users with limited computing ability
to offload their tasks to the edge servers. In this paper, we study the
performance of the MEC system using non-orthogonal multiple access
(NOMA) and radio frequency energy harvesting techniques (RF EH).
Specifically, a user harvests energy from a hybrid access point (HAP) and
offloads tasks to the edge servers using the NOMA scheme over wireless
channels. The protocol, specifically NOMA-MEC, is proposed for this
considered system, and the closed-form expression of successful compu-
tation probability (SCP) is derived to evaluate the system performance.
In addition, an OMA-based reference protocol, namely OMA-MEC, was
used to compare with the proposed solution. The numerical results show
the superior performance of NOMA-MEC over OMA-MEC in terms of
SCP. Furthermore, system behaviors were clarified by investigating SCP
using Monte-Carlo simulation through critical parameters such as time
switching ratio, power allocation coefficient, task length, and transmit
power.

Keywords: mobile edge computing · non-orthogonal multiple access ·
uplink NOMA · successful computation probability · multiple devices

1 Introduction

In recent decades, Cloud computing (CC) has provided resources such as soft-
ware, services, and hardware to terminal users (TU) through the Internet. CC
allows TUs to conveniently access any resource in the cloud (i.e., server) anytime
and anywhere [1]. However, with the development of autonomous systems that
require real-time processing, such as industrial IoT networks, and V2X networks,
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CC no longer fulfills some of the new requirements of TUs [2,3]. Mobile edge
computing (MEC) networks are designed and deployed with proximity wireless
servers to assist TUs in addressing real-time demanding tasks [4]. In the MEC
paradigm, the computing and IT services are provided at the network edge, clos-
est to the MEC devices. They can be smartphones, set-top boxes, IoT devices,
or sensor and actuator nodes [5]. MEC can be seen as the next generation of
evolution in the field of CC, helping to meet the higher requirements of TUs,
especially real-time requirements. MEC ensures low latency, instant response,
saves bandwidth, increases security, and good scalability [6].

Currently, the non-orthogonal multiple access (NOMA) technique is applied
in MEC networks to solve the problems of many users, high communication data
rate requirements, and low latency [7]. NOMA allows multi-user communications
through a non-orthogonal division multiplexing technique in which TUs are dis-
tinguished based on power level. Obviously, the combination of MEC and NOMA
significantly enhances the TU experience and network performance. NOMA pro-
vides outstanding advantages in improving spectrum efficiency and throughput,
while MEC allows for improved overall network performance. Furthermore, MEC
can widely distribute computing resources from the centralized cloud to the net-
work’s edge and immediately serve TUs. The NOMA MEC network has been
proven effective in enhancing performance compared to OMA-based systems [8].

A radio frequency energy harvesting technique is used to enhance the per-
formance of the MEC-based system further, allowing the TUs to collect energy
from RF electromagnetic waves in the wireless environment to operate [9]. In
this context, TUs can collect energy from power stations or hybrid access points
(HAPs), thus prolonging network connectivity. Integrating these technologies in
future wireless communication systems could significantly improve network per-
formance by taking advantage of their strengths [10,11]. For instance, in the
work [12], the authors investigate the MEC network using NOMA and RF EH
with the power station. Specifically, the user collects radio energy from the power
station and offloads the tasks to the edge servers using the NOMA technique
to the two access points (APs). To the best of our knowledge, no studies have
investigated the MEC network model with mixed APs combined with NOMA
offloading. The main contributions of this study are as follows:

– Propose a MEC network model based on the NOMA technique and RF EH
transmission from mixed APs, i.e., AP and HAP operating together in the
system.

– Propose a four-phase operation protocol, namely NOMA-MEC, for the pro-
posed system that allows radio energy transmission and offloading. In addi-
tion, an OMA-based reference protocol, namely OMA-MEC, is analyzed to
clarify system performance.

– Derive the close-form expressions of the successful calculation probability
(SCP) of NOMA-MEC and OMA-MEC protocol to evaluate the performance
of the proposed system.
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– Investigate the behavior of the proposed system according to the main param-
eters such as signal-to-noise ratio, time switching ratio, power allocation coef-
ficient, and task division ratio.

The paper’s layout is as follows: Section 2 presents the system model and com-
munication protocol. Section 3 presents the performance analysis of the proposed
model. Section 4 describes the numerical results. And Sect. 5 is the conclusion
and future scope of the paper.

2 System Model and Communication Protocol

In this study, we investigate the RF EH NOMA MEC network system as depicted
in Fig. 1. The network model consists of a user device (U) and two access points,
including a hybrid access point (HAP) and a common access point (AP). Suppose
the HAP can provide the RF power and offloading services to U, while the AP
only provides the offloading services. The devices are equipped with a single
antenna and operate in half-duplex mode. The system operates over Rayleigh
fading channel.

Fig. 1. System model for RF EH NOMA MEC with dual APs system

Assume that U consistently performs tasks of length L bits. Each task consists
of two parts: the first L1-bit part is designed to offload the HAP, and the second
L2-bit part reduces the load on the AP (L1 + L2 = L). Furthermore, due to the
situation of limited power, U offloads its tasks by using all the energy obtained
from the HAP and adopting the downlink NOMA technique. Finally, the HAP
and AP feedback on the computation results to U using the uplink NOMA
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Fig. 2. Time flow chart for proposed system.

technique. This protocol, called NOMA-MEC, can be divided into four phases,
as shown in the time flow diagram in Fig. 2.

We continue to present NOMA-MEC protocol for the proposed system with
specific mathematical expressions as follows.

Phase 1- Energy Harvesting Phase: In this phase, U collects radio energy
from the HAP in the time interval τ0 = ρT , where ρ is the time switching ratio,
0 < ρ < 1, and T is the block time allocated to the system or the maximum
allowable delay of the system. The energy obtained by U in this phase is as
follow:

EU = ηP0g1ρT, (1)

where η is the energy conversion factor, 0 < η ≤ 1; P0 is the transmit power of
the HAP; g1 is the channel power gain from U to the HAP.

Phase 2- Offloading Phase: During this phase, U uses all the energy col-
lected in Phase 1 to simultaneously offload tasks to the HAP and AP using the
downlink NOMA. According to NOMA technique, U transmit the superimposed
signal as follows:

x =
√

ax1 +
√

1 − ax2. (2)

where x1 and x2 are L1-bit and L2-bit tasks respectively; a is the power allocation
coefficient. Thus, the received signal at the HAP is as follow:

yNOMA−MEC
HAP = h1

√
Ptx + n1 = h1

√
Pt(

√
ax1 +

√
1 − ax2) + n1, (3)

where, h1 is the channel coefficient from U to HAP, n1 is the additive white
Gaussian noise (AWGN) of the U-HAP channel. Following that, the transmit
power of U is:

Pt =
EU

(1 − ρ) T − τ2
= bP0g1, (4)

where b � ηρT
(1−ρ)T−τ2

; τ2 is the maximum computation time at the MEC servers
and is calculated by

τ2 = max
{

δ1L1

f1
,
δ2L2

f2

}
, (5)

where δX (X ∈ {1, 2}) is the number of CPU cycles required to process one
input bit; fX (X ∈ {1, 2}) denoted the server CPU frequency at the HAP and
AP, respectively.
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Similarly, the received signal at the AP is as follow:

yNOMA−MEC
AP = h2

√
Pt(

√
ax1 +

√
1 − ax2) + n2, (6)

where, h2 is the channel coefficient from U to HAP, n2 is the AWGN of the
U-AP channel.

Phase 3- Calculation Phase: In this phase, assuming HAP is located
closer to U than AP, thus that HAP can directly decode to get x1 while AP
uses successive interference cancelation (SIC) to decode signal x1 first and then
subtract x1 to get x2 signal [10,13]. Hence, the signal-to-interference noise ratio
(SINR) at the HAP is as follow:

γ1 =
aPt|h1|2

(1 − a)Pt|h1|2 + N0
=

abγ0g
2
1

(1 − a)bγ0g21 + 1
, (7)

where γ0 = P0
N0

.
The SINR and signal-to-noise ratio (SNR) at the AP to decode x1 and x2

signals are:

γx1
2 =

abγ0g1g2
(1 − a)bγ0g1g2 + 1

, (8)

γx2
2 = (1 − a)bγ0g1g2, (9)

The capacity of U-HAP and U-AP channels is calculated according to Shan-
non’s theorem as follows:

C1 = (1 − ρ)Blog2 (1 + γ1) , (10)

C2 = (1 − ρ)Blog2 (1 + γx2
2 ) , (11)

where B is the bandwidth.
The offloading time when U offloads its task to HAP and AP is calculated

as follows:
t1 =

L1

C1
=

L1

(1 − ρ)Blog2 (1 + γ1)
, (12)

t2 =
L2

C2
=

L2

(1 − ρ)Blog2 (1 + γx2
2 )

. (13)

The maximum offload time τ of this system is:

τ = max
{

t1 +
δ1L1

f1
, t2 +

δ2L2

f2

}
. (14)

Phase 4- Result Feedback Phase: In this phase, U receives calculation
results from HAP and AP in time τ3. τ3 is very small compared to transmission
and computation time, so it can be ignored [8,10].
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The power gain of the Rayleigh fading channel gi follows an exponential
distribution with the parameter λi, i ∈ {1, 2}. Therefore, the cumulative dis-
tribution function (CDF) and the probability density function (PDF) of gi are
given by following equations.

Fgi
(x) = 1 − e

− x
λi , (15)

fgi
(x) =

1
λi

e
− x

λi . (16)

3 Performance Analysis

In this section, we analyze the RF EH NOMA-MEC with mixed APs system
performance through the criterion of SCP, denoted by Φs. It is the probability
that all tasks are completed within the maximum allowable delay time T > 0.
Accordingly, Φs is given by the formula:

Φs = Pr (τ < (1 − ρ)T ) . (17)

To evaluate the system performance, we find the following theorem.

Theorem 1. The approximation close-form expression of the SCP of the pro-
posed system under NOMA-MEC protocol, denoted by ΦNOMA

s , over Rayleigh
fading channel is as follow:

ΦNOMA
s =

⎧
⎪⎨

⎪⎩

0, if a
1−a ≤ 2

L1
(1−ρ)BΩ1 − 1

πe−
√

β1

2Qλ1

Q∑

q=1
t

1
λ1

−1
q e

β2
λ2 ln tq

√
1 − x2

q, if a
1−a > 2

L1
(1−ρ)BΩ1 − 1

(18)

where β1 = 2
L1

(1−ρ)BΩ1 −1

bγ0

[
a−(1−a)

(
2

L1
(1−ρ)BΩ1 −1

)] ; β2 =
L2

2(1−ρ)BΩ2
−1

(1−a)bγ0
; Ω1 = (1 − ρ) T −

δ1L1
f1

; Ω2 = (1 − ρ) T − δ2L2
f2

; and xq = cos
(

2q−1
2Q π

)
; tq = (xq+1)

2 e−√
β1 and Q is

the trade-off coefficient between complexity and precision.

Proof. See appendix A.

To refer to the NOMA-MEC protocol, we propose the second operating pro-
tocol system, named OMA-MEC, as follows:

Phase 1- Energy Harvesting Phase: The system works entirely similar
to the NOMA-MEC protocol described above, i.e., U receives energy from HAP.

Phase 2- Offloading Phase: The task (L-bits) is offloaded to the MEC
server located at the HAP in this phase. In other words, the downlink OMA
scheme is applied to offload workload. Accordingly, the received signal at HAP
has the form:

yOMA−MEC
HAP = h1x1

√
POMA

t + n1, (19)
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where POMA
t = EU

(1−ρ)T−τOMA
2

= bOMAP0g1; bOMA � ηρT
(1−ρ)T−τOMA

2
; τOMA

2 =
δ1L
f1

.
Phase 3- Calculation Phase: The SNR at the HAP to decode the signal

is as follow:

γOMA
1 =

POMA
t |h1|2

N0
= bOMAγ0g1

2, (20)

Phase 4- Result Feedback Phase: In this phase, U receives calculation
results from HAP for the rest of the time.

Accordingly, we state Theorem 2, describing the system SCP of the OMA-
MEC protocol as follow.

Theorem 2. The exact close-form expression of the SCP of the proposed system
under OMA-MEC protocol, denoted by ΦOMA

s over Rayleigh fading channel is
as follow:

ΦOMA
s = Pr(τOMA

1 + τOMA
2 ≤ (1 − ρ)T )

= e−
√

β3
λ1 ,

(21)

where β3 = 2
L

(1−ρ)BΩ3 −1
bOMAγ0

; Ω3 = (1 − ρ)T − δ1L
f1

; τOMA
1 = L

COMA ; COMA =
L

(1−ρ)Blog2(1+bOMAγ0g12)
.

Proof. See appendix B.

4 Numerical Results and Discussion

In this section, we present the numerical results of the SCP of the proposed
system. We use the Monte Carlo simulation method and the Matlab tool to
drive simulations and evaluate the correctness of the system analysis. At the
same time, the system behavior is investigated under NOMA-MEC and OMA-
MEC protocols according to critical parameters such as signal-to-noise ratio,
time-switching ratio, power allocation coefficient, and task division ratio. The
parameters used in the detailed simulation are shown in Table 1 [14].

In the first experiment, we compared the SCP system under NOMA-MEC
and OMA-MEC protocols, as Fig. 3. The SCP curves for the two protocols show
similar upward or downward trends. However, it is easy to see that the SCP when
the system uses the NOMA-MEC protocol is always higher than the OMA-MEC.
This result was investigated when setting the computing capability of the two
MEC servers to be the same. Accordingly, the task offloaded for two MECs in
the NOMA-MEC protocol will have a shorter execution time than the case of
using only one HAP in the OMA-MEC protocol. We conclude that the proposed
NOMA-MEC protocol helps the system perform better than the OMA-MEC
protocol. This result is repeated when performing investigations with different
parameters; therefore, we only evaluate system performance under the NOMA-
MEC protocol in subsequent experiments.
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Table 1. Simulation Parameters.

Parameters Notation Typical Values

Environment Rayleigh

Transmit power P0 −10 → 30 dB

Time switching ratio ρ 0.4

CPU-cycle frequency of MEC server deployed in HAP f1 10 GHz

CPU-cycle frequency of MEC server deployed in AP f2 10 GHz

Channel bandwidth B 100 MHz

The threshold of latency T 0.5 s

The number of data bits offloaded to HAP L1 0.6 Mbits

The number of data bits offloaded to AP L2 0.6 Mbits

Power allocation coefficient a 0.7

Energy conversion factor η 0.75

Figure 4 examines the SCP of the system according to the transmitted power
with the power allocation coefficient values of 0.6, 0.75, and 0.9, respectively.
In all three cases, the descriptive curve Φs shows that the larger the transmit
power, the better the system performance. This is entirely consistent with for-
mulas (7), (8), and (9); that is, when the transmit power increases, the average
transmit SNR increases, leading to an increase in the SINR and SNR values at
the HAP and AP, thereby improving the SCP of the system. One note is that
with significant transmit power levels (>20 dB), Φs reaches saturation value.
Therefore, there should be a consideration during system design to ensure sys-
tem performance at a reasonable energy cost.

Figure 5 depicts the SCP of the system according to the power allocation
coefficient with different task division ratios. In which the task division ratio is
denoted by ε, ε = L1

L . Based on the similar form of all three different ε cases,
we conclude that there exists an optimal power allocation coefficient (a∗) such
that the system performance stands at the maximum. Indeed, Φs has a small
value when a is small; then Φs gradually increases to a maximum value as a
increases; and finally, Φs tends to decrease as a increase to 1. It shows that
the system performance depends essentially on a. Therefore when designing the
system, it is necessary to design suitable optimization algorithms so that a∗ can
be determined to optimize the SCP. Furthermore, there exists a unique point
on the graph, which we call the transition point (TP), which has the coordinate
aTP . For the values a, which are smaller than aTP , lower ε leads to higher Φs.
Conversely, when a is larger than aTP , the higher ε is, the better the system
performance is.
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Fig. 3. System performance comparison under the NOMA-MEC and OMA-MEC pro-
tocols.

Fig. 4. SCP vs. the average transmit SNR with different power allocation coefficients.

Fig. 5. SCP vs. the power allocation coefficient with different task division ratios.
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Figure 6 examines the SCP of the system according to the task division ratio
and the time switching ratio. In all three survey cases, when ε increases from
0.05 to 0.95, i.e., the L1 task length increases and L2 task length decreases, the
system performance degrades from 1% to 2%. Another remark is that an extreme
value of Φs exists according to the time switching ratio because Φs at ρ = 0.4 is
better than the two cases ρ = 0.1 and ρ = 0.7.

Fig. 6. SCP vs. the task division ratio with different time switching ratios.

Fig. 7. SCP vs. the time switching ratio with different the task lengths.

Figure 7 examines the SCP of the system according to the time switching ratio
with different task sizes. Specifically, when ρ is low, Φs is low. When ρ increases
to the optimal value (ρ∗), Φs reaches its maximum value. When ρ > ρ∗, Φs tends
to decrease. It is imaginable because when ρ is small (ρ < 0.2), the time spent in
the energy-harvesting phase is narrow, resulting in a low transmit power of U.
Thus, the SCP of the system will be low. Meanwhile, when ρ is large (ρ > 0.8),
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although the transmit power of U is significant, the time spent on offloading and
calculation phases is deficient, resulting in a low value of Φs. Therefore, design-
ing the system with the optimal time-switching ratio is essential for maximum
system performance. Another observation is that task length has a significant
effect on system performance. When L increases from 1 MB to 5 MB, the system
performance degrades by approximately 10%. Therefore, designing the task of
appropriate length in MEC-based networks is one of the basic requirements to
ensure system performance.

The simulation results (Simulation) and analytical calculations (Analysis)
are consistent in the above experiments, showing our research’s correctness.

5 Conclusion

In this paper, we have investigated the system performance of a MEC network
that harvests radio energy using NOMA and two access points. One of these two
APs is the HAP, and the other is the standard AP. We propose the NOMA-MEC
protocol for this network and derive a closed-form expression for the system SCP.
To evaluate the NOMA-MEC protocol, we compare it with the OMA-MEC pro-
tocol. The results show the superiority of our approach. We used Monte Carlo
simulation to verify the correctness of the mathematical analysis results and
investigate the system’s performance through critical parameters such as trans-
mit power, time switching ratio, power allocation coefficient, and task division
ratio. The results show that the performance of the proposed system depends
on the main parameters mentioned above. To improve the system performance,
we can determine one of the methods: (i) increase the transmit power, (ii) select
the optimal time switching ratio, power allocation coefficient, and task division
ratio. We will propose an algorithm to find these optimal coefficients in future
work.
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APPENDIX A: PROOF OF THEOREM 1

In this section, we prove Theorem 1. From the fomular (12) to (14), and (17),
we rewrite the SCP of the proposed system as follows:

Φ
NOMA
s = Pr

(
L1

C1
+

δ1L1

f1
≤ (1 − ρ) T,

L2

C2
+

δ2L2

f2
≤ (1 − ρ) T

)

= Pr

(
(1 − ρ) Blog2

[
1 +

abγ0g2
1

(1 − a)bγ0g2
1 + 1

]
≥ L1

Ω1
, (1 − ρ) Blog2 [1 + (1 − a)bγ0g1g2] ≥ L2

Ω2

)

= Pr

⎛
⎝ abγ0g2

1

(1 − a)bγ0g2
1 + 1

≥ 2

L1
Ω1(1−ρ)B − 1, (1 − a)bγ0g1g2 ≥ 2

L2
Ω2(1−ρ)B − 1

⎞
⎠

=

⎧⎪⎪⎨
⎪⎪⎩

0, if a
1−a

≤ 2

L1
(1−ρ)BΩ1 − 1

Pr
(

g1 ≥ √
β1, g2 ≥ β2

g1

)
, if a

1−a
> 2

L1
(1−ρ)BΩ1 − 1

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if a
1−a

≤ 2

L1
(1−ρ)BΩ1 − 1

∞∫
√

β1

[
1 − Fg2

(
β2

x

)]
fg1 (x)dx

︸ ︷︷ ︸
I

, if a
1−a

> 2

L1
(1−ρ)BΩ1 − 1

(22)

We focus on the case a
1−a > 2

L1
(1−ρ)BΩ1 − 1. The integral I is calculated as:

I =

∞∫

√
β1

[
1 − Fg2

(
β2

x

)]
fg1(x)dx

=
1
λ1

∞∫

√
β1

e− x
λ1

− β2
λ2x dx

(∗)
=

1
λ1

e−
√

β1∫

0

t
1

λ1
−1e

β2
λ2 ln t dt

(∗∗)
=

πe−√
β1

2Qλ1

Q∑

q=1

t
1

λ1
−1

q e
β2

λ2 ln tq

√
1 − x2

q.

(23)

where step (*) is obtained by putting t = e−x. The step (**) is achieved by
applying the Gauss-Chebyshev quadrature approximation. Here, Theorem 1 has
been proved.
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APPENDIX B: PROOF OF THEOREM 2

We continue to demonstrate Theorem 2 in this section. From the definition
formula, ΦOMA

s is implemented as follows:

ΦOMA
s = Pr

(
L

(1 − ρ)Blog2(1 + bOMAγ0g12)
+

δ1L

f1
≤ (1 − ρ)T

)

= Pr

⎛

⎜⎜⎜
⎝

L

(1 − ρ)Blog2(1 + bOMAγ0g12)
≤ (1 − ρ)T − δ1L

f1︸ ︷︷ ︸
Ω3

⎞

⎟⎟⎟
⎠

= Pr

⎛

⎜⎜⎜
⎝

2
L

(1−ρ)BΩ3 − 1
bγ0︸ ︷︷ ︸
β3

≤ g1
2

⎞

⎟⎟⎟
⎠

= 1 − Fg1(
√

β3)

= e−
√

β3
λ1

(24)

We have completed the proof of Theorem 2.
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Abstract. Reconfigurable intelligent surfaces (RISs) offer a cost-
effective approach to creating adaptable wireless communication envi-
ronments. This study focuses on a double-RIS assisted multi-user net-
work, deploying two RISs near a multi-antenna base station (BS) and a
cluster of nearby users. The communication occurs through a cascaded
double-reflection link: BS-RIS 1-RIS 2-users. Our objective is to optimize
beamforming at the BS and quantized programmable reflecting elements
of the RISs to maximize the geometric mean of users’ rates. We present
an efficient algorithm that generates improved feasible solutions using
closed-form methods. Simulations confirm the algorithm’s effectiveness
in enhancing rate fairness among users.

Keywords: Reconfigurable intelligent surface · transmit
beamforming · programmable reflecting elements · geometric mean
maximization · nonconvex optimization algorithm

1 Introduction

As the deployment of fifth-generation (5G) networks progresses, researchers are
increasingly focusing on the advancement of the upcoming sixth-generation (6G)
technologies, with significant attention from both academia and industry [1]. In
this context, reconfigurable intelligent surface (RIS) has been proposed as a
revolutionary technology to support faster and more reliable data transmissions
while maintaining at a low cost and energy consumption. An RIS consists of an
array of small, cost-effective, and almost passive scattering elements, alongside a
programmable controller. This controller is capable of adjusting the phase of the
metasurface, thereby altering the reflective properties of an incoming wave [2–
4]. Hence, researchers have extensively explored the benefits of efficient energy
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utilization, improved spectrum utilization, cost-effective implementation, and
flexible deployment of RIS [5–7].

Previous research on double-RIS has predominantly focused on wireless com-
munication systems aided by two distributed RISs [8–11]. Each RIS indepen-
dently enhances the communication of its nearby multi-antenna base station
(BS) or a cluster of nearby users. Nonetheless, these studies are not applicable to
practical scenarios where a single RIS’s reflected signal cannot completely over-
come all major obstacles. The initial attempt to jointly design passive beamform-
ing for a wireless communication system assisted by a double-RIS was undertaken
by the authors in [12]. However, their approach is not suitable for general sce-
narios involving multi-antenna BS/users. Another study [13] explored a double
RIS-assisted communication system, aiming to optimize the average achievable
rate through cooperative passive beamforming. Nevertheless, the algorithm pro-
posed in [13] was computationally intensive due to the utilization of semidefinite
relaxation (SDR) and Gaussian randomization techniques. Consequently, only 6
reflecting elements were considered in the simulations.

This study aims to enhance the spectral efficiency in a multi-user context by
optimizing the geometric mean (GM) of user rates within a double-RIS frame-
work. We present a low-complexity optimization algorithm for jointly designing
beamforming and the quantized programmable reflecting elements (PREs) of
RISs to maximize the GM rate. Our algorithm, based on a closed-form approach
utilizing the Lagrange multiplier method and linear optimization, provides opti-
mal solutions. Compared to conventional sum rate (SR) based algorithms, our
GM rate-based algorithm offers notable advantages. It ensures a fair and equi-
table distribution of rates among all users without imposing any minimum user-
rate constraints. Notably, the proposed GM rate descent algorithm effectively
avoids zero-rate users (ZR-UEs), showcasing the efficiency of our approach. We
substantiate our claims with simulation results, highlighting the effectiveness of
our GM rate-based strategy.

The structure of the remaining sections in this paper is as follows. In Sect. 2,
we present the system model for the double RIS-assisted wireless communica-
tion system and provide an outline of the optimization problem formulation.
In Sect. 3, we present our efficient algorithm designed to tackle the formulated
problems within the framework of the double-RIS system. Section 4 presents
numerical results to validate the performance of the proposed GM descent algo-
rithm. Lastly, Sect. 5 serves as the conclusion of this paper.

2 Signaling Model

We analyze a downlink communication network assisted by two RISs, as depicted
in Fig. 1. This network comprises a BS equipped with N antennas and K indi-
vidual users, where RIS 1 and RIS 2, each composed of M1 and M2 elements
respectively, are strategically positioned in proximity to the BS and users. We
denote hR ∈ C

1×M2 , hB ∈ C
M1×N , and D ∈ C

M2×M1 as the channels for the
communication links from RIS 2 to user k, from BS to RIS 1, and from RIS 1
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Fig. 1. A MISO wireless communication system assisted by a double-RIS framework.

to RIS 2, with k ∈ D � {1, . . . ,K}, respectively, all of which are modelled by
Rician fading. In this research, we assume perfect acquisition of channel state
information (CSI) at the BS to demonstrate the enhancement in the performance
of the proposed system, as discussed in previous works [14,15].

The effective channel connecting the BS to user k is represented as

H̄k(ϕ1,ϕ2) � hRΦΦΦ2DΦΦΦ1hB ∈ C
1×N , (1)

for
ΦΦΦ1=diag(ejψ̄1)=diag(ejψ̄1,1 , ejψ̄1,2 , . . . , ejψ̄1,M1 ), ψ̄1 ∈ [0, 2π]M1 ,

ΦΦΦ2=diag(ejψ̄2)=diag(ejψ̄2,1 , ejψ̄2,2 , . . . , ejψ̄2,M2 ), ψ̄2 ∈ [0, 2π]M2 ,
(2)

where ΦΦΦ1 ∈ C
M1×M1 and ΦΦΦ2 ∈ C

M2×M2 denote the PREs associated with RIS 1
and RIS 2, respectively.

We optimize PREs quantized by b-bit resolutions i.e.

ψ̄1,m1
, ψ̄2,m2

∈ Δ �
{

δ
2π

2b
, δ = 0, 1, . . . , 2b − 1

}
,

m1 ∈ F1 � {1, . . . , M1},m2 ∈ F2 � {1, . . . , M2}. (3)

Subsequently, the projection of ξ ∈ [0, 2π) onto the set Δ, denoted as �ξ�b,
signifies its approximation with b bits:

�ξ�b = δξ
2π

2b
(4)

with

δξ � arg min
δ=0,1,...,2b−1

∣∣∣∣δ 2π

2b
− ξ

∣∣∣∣ , (5)



92 Q. Yang et al.

which can be easily determined, as we have δξ ∈ δ, δ + 1 for ξ ∈ [δ 2π
2b , (δ + 1)2π

2b ].
When b = ∞, it is true that

ξ = �ξ�∞. (6)

Consider sk ∈ C(0, 1) as the information symbol designated for user k, which is
directed through beamforming by w̄k ∈ C

M . The signal x transmitted from the
BS is denoted as

x =
∑
k∈D

w̄ksk. (7)

The received signal at user k can be represented as follows:

ȳk = H̄k(ψ̄1, ψ̄2)
∑
k∈D

w̄ksk + nk, (8)

where nk ∈ C(0, σ) represents the background noise at user k.
We define the set w̄ as w � {w̄k, k ∈ D}. The rate at user k can be expressed

as

rk(w̄, ψ̄1, ψ̄2) = ln

(
1 +

|H̄k(ψ̄1, ψ̄2)w̄k|2∑
k′∈D\{k} |H̄k(ψ̄1, ψ̄2)w̄k′ |2 + σ

)
. (9)

3 GM-Rate Optimization

We express the cooperative optimization of the beamforming vector w̄ for the
BS and the PREs ψ̄1 and ψ̄2 to optimize the GM of users’ rates in the following
manner:

max
w̄,ψ̄1,ψ̄2

( ∏
k∈D

rk(w̄, ψ̄1, ψ̄2)

)1/K

s.t. (10a)

∑
k∈D

||w̄k||2 ≤ P, (10b)

while subjecting to a given transmit power P . This issue can be equivalently
expressed as the following:

min
w̄,ψ̄ 1,ψ̄ 2

g
(
r1

(
w̄, ψ̄1, ψ̄2

)
, . . . , rK

(
w̄, ψ̄1, ψ̄2

))
� 1

(∏
k∈D rk(w̄, ψ̄1, ψ̄2)

)1/K

s.t. (10b). (11)

The problem becomes non-convex due to the inherent non-convexity of the func-
tion rk(w̄, ϕ̄1, ϕ̄2) for k ∈ D. Let us denote (w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ) as a feasible point

of (11), which can be derived from the (ι − 1)-th iteration

g′(w̄, ψ̄1, ψ̄2)=−g(r1(w̄, ψ̄1, ϕ̄2), . . . , rK(w̄, ψ̄1, ψ̄2))
K

∑
k∈D rk(w̄, ψ̄1, ψ̄2)

, (12)
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The gradient of g(w̄, ψ̄1, ψ̄2) is (12), so the linearized function of g(w̄, ψ̄1, ψ̄2)
at (r1(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), . . . , rK(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 )) is given by

2g
(
r1(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), . . . , rK(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 )

)
− g(r1(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), . . . ,

rK(w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 ))

1
K

∑
k∈D

rk(w̄, ψ̄1, ψ̄2)

rk(w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 )

. (13)

Considering that g
(
r1(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), . . . , rK(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 )

)
> 0, we employ

the steepest descent method to address the convex function g(r1, . . . , rK), leading
to the derivation of the subsequent feasible point (w̄(ι+1), ψ̄

(ι)
1 , ψ̄

(ι)
2 ) [16,17].

max
w̄,ψ̄ 1,ψ̄ 2

1

K

∑

k∈D

rk(w̄, ψ̄1, ψ̄2)

rk(w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 )

g(r1(w̄
(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), . . . , rK(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ))

s.t. (10b), (14)

which is equivalent to the subsequent problem:

max
w̄,ψ̄1,ψ̄2

g(ι)(w̄, ψ̄1, ψ̄2) �
∑
k∈D

ηkrk(w, ψ̄1, ψ̄2) s.t.
∑
k∈D

||w̄k||2≤P. (15)

for

ηk �
g

(
r1(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ),. . . ,rK(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 )

)

rk(w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 )

, k = 1, . . . ,K. (16)

3.1 Beamforming Descent Iteration

First, we consider the subproblem of optimizing the beamforming w̄ with given
ψ̄1 and ψ̄2, and obtain w̄(ι+1) such that

g(ι)(w̄(ι+1), ψ̄
(ι)
1 , ψ̄

(ι)
2 ) > g(ι)(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ). (17)

Using the inequality [18]

ln
∣∣I2 + [P]2(Q)−1

∣∣ ≥ ln
∣∣I2 + [P̄ ]2(Q̄)−1

∣∣
−〈[P̄ ]2(Q̄)−1〉 + 2
{〈P̄H(Q̄)−1P〉}

−〈(Q̄)−1 − (Q̄ + [P̄ ]2)−1, [P]2 + Q〉,
∀ P,Q � 0 & P̄ , Q̄ � 0, (18)

we derive a concave quadratic function by approximating r
(ι)
k (w̄) as follows:

rk(w̄, ψ̄
(ι)
1 , ψ̄

(ι)
2 ) ≥ r

(ι)
k (w̄)

� x
(ι)
k + 2
{〈y(ι)

k ,wk〉} − z
(ι)
k

∑
k′∈D

|H̄k(ψ̄(ι)
1 , ψ̄

(ι)
2 )w̄k′ |2, (19)



94 Q. Yang et al.

with x
(ι)
k � rk(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 )−|H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι)

k |2/a
(ι)
k −σa

(ι)
k , y

(ι)
k � H̄H

k (ψ̄(ι)
1

, ψ̄
(ι)
2 )H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι)

k /a
(ι)
k , a

(ι)
k �

∑
k′∈D\{k} |H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι)

k′ |2 + σ, 0 <

z
(ι)
k � |H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι)

k |2/
[
a
(ι)
k

(
a
(ι)
k + |H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι)

k |2
)]

.

Therefore, we determine the value of w̄(ι+1) by solving the following problem
during the ι-th iteration:

max
w̄

g
(ι)
1 (w̄) s.t. (10b), (20)

where

g
(ι)
1 (w̄) �

∑
k∈D

η
(ι)
k r

(ι)
k (w̄)

=
∑
k∈D

η
(ι)
k x

(ι)
k + 2

∑
k∈D


{〈η(ι)
k y

(ι)
k , w̄k〉} −

K∑
k=1

(w̄k)HΩ(ι)w̄k, (21)

with 0 
 Ω(ι) �
∑

k′∈D η
(ι)
j z

(ι)
k′ H̄H

k′(ψ̄(ι)
1 , ψ̄

(ι)
2 )H̄k′(ψ̄(ι)

1 , ψ̄
(ι)
2 ).

By employing the Lagrangian multiplier method, the optimal solution for
(20) can be expressed in closed form as follows:

w̄
(ι+1)
k =

⎧⎨
⎩

(Ω(ι))−1η
(ι)
k y

(ι)
k if

∑
k∈D

||(Ω(ι))−1η
(ι)
k y

(ι)
k ||2 ≤ P

(
Ω(ι) + ρIN

)−1
η
(ι)
k y

(ι)
k otherwise,

(22)

where ρ > 0 is determined through a bisection process to satisfy the condition:∑
k∈D || (Ω(ι) + ρIN

)−1
η
(ι)
k y

(ι)
k ||2 = P .

3.2 PREs of RIS 1 Descent Iteration

Next, our objective is to optimize the subproblem related to the reflecting ele-
ments ψ̄1, while considering the given beamforming w and ψ̄2. To achieve this,
we aim to find the updated iteration point ψ

(ι+1)
1 that satisfies the following:

g(ι)(w̄(ι+1), ψ̄
(ι+1)
1 , ψ̄

(ι)
2 ) > g(ι)(w̄(ι+1), ψ̄

(ι)
1 , ψ̄

(ι)
2 ). (23)

By applying the inequality (18),

rk(w̄(ι+1), ψ̄1, ψ̄
(ι)
2 ) ≥ r

(ι)
1k (ψ̄1)

� 2
{(w̄(ι+1)
k )HH̄H

k (ψ̄(ι)
1 , ψ̄

(ι)
2 )H̄k(ψ̄1)w̄

(ι+1)
k }/a

(ι+1)
k + x

(ι)
1k

−z
(ι)
1k

∑
k′∈D

|H̄k(ψ̄1)w̄
(ι+1)
k′ |2, (24)

with x
(ι)
1k � rk(w̄(ι+1), ψ̄

(ι)
1 , ψ̄

(ι)
2 )−σa

(ι+1)
1k −|H̄k(ψ̄(ι)

1 , ψ̄
(ι)
2 )w̄(ι+1)

k |2/a
(ι+1)
1k , a

(ι+1)
1k

�
∑

k′∈D\{k} |H̄k(ψ̄
(ι)
1 , ψ̄

(ι)
2 )w̄

(ι+1)

k′ |2 + σ, 0 < z
(ι)
1k � |H̄k(ψ̄

(ι)
1 , ψ̄

(ι)
2 )w̄

(ι+1)
k |2/(a

(ι+1)
1k

(H̄k(ψ̄
(ι)
1 , ψ̄

(ι)
2 )w̄

(ι+1)
k |2 + a

(ι+1)
1k )).
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We use Ξm1 to represent a matrix of dimensions M1 × M1, where only the
element in the (m1,m1) position is 1, and all other elements are 0. This matrix
is employed to denote as

ΦΦΦ1 = diag(ejψ̄1) =
∑

m1∈F1

ejψ̄1,m1 Ξm1 . (25)

Using (1), we have (26),

(w̄(ι+1)
k )HH̄H

k (ψ̄(ι)
1 , ψ̄

(ι)
2 )H̄k(ψ̄1)w̄

(ι+1)
k

=(w̄(ι+1)
k )HH̄H

k (ψ̄(ι)
1 , ψ̄

(ι)
2 )hRΦ2DΦΦΦ1hBw̄

(ι+1)
k

=(w̄(ι+1)
k )HH̄H

k (ψ̄(ι)
1 , ψ̄

(ι)
2 )hRdiag(ejψ̄

(ι)
2 )Ddiag(ejψ̄1)hBw̄

(ι+1)
k

=
∑

m1∈F1

(w̄(ι+1)
k )HH̄H

k (ψ̄(ι)
1 , ψ̄

(ι)
2 )hRdiag(ejψ̄

(ι)
2 )DΞm1hBw̄

(ι+1)
k ejψ̄1,m1

=
∑

m1∈F1

y
(ι)
1k (m1)ejψ̄1,m1 . (26)

with y
(ι)
1k (m1) = (w̄(ι+1)

k )HH̄H
k (ψ̄(ι)

1 , ψ̄
(ι)
2 )hRdiag(ejψ̄

(ι)
2 )D Ξm1hBw̄

(ι+1)
k , m1 =

1, . . . M1.
Furthermore,

|H̄k(ψ̄1)w̄
(ι+1)
k′ |2 =

∣∣∣hRΦ2DΦΦΦ1hBw̄
(ι+1)
k′

∣∣∣2

=
∣∣∣hRdiag(ejψ̄

(ι)
2 )Ddiag(ejψ̄1)hBw̄

(ι+1)
k′

∣∣∣2 . (27)

Hence

hRdiag(ejψ̄
(ι)
2 )Ddiag(ejψ̄1)hBw̄

(ι+1)
k′ =

∑
m1∈F1

b
(ι+1)
1k,k′ (m)ejψ̄1,m1 , (28)

for b
(ι+1)
1k,k′ (m) = hRdiag(ejψ̄

(ι)
2 )DΞm1hBw̄

(ι+1)
k′ , m= 1, . . . ,M .

Based on (24), (26), (27) and (28), we obtain

r
(ι)
1k (ψ̄1) = x

(ι)
1k +2
{

∑
m1∈M1

y
(ι+1)
1k (m1)ejψ̄1,m1 }−z

(ι)
1k

∑
k′∈D

∣∣∣∣∣
∑

m1∈M1

b
(ι+1)
1k,k′ (m1)ejψ̄1,m1

∣∣∣∣∣
2

= x
(ι)
1k +2
{

∑
m1∈F1

y
(ι+1)
1k (m1)ejψ̄1,m1 }−z

(ι)
1k

∑
k′∈D

(ejψ̄1)HΨ
(ι+1)
1k,k′ ejψ̄1 , (29)

where y
(ι+1)
1k (m1) � y

(ι)
1k (m1)/a

(ι+1)
k and Ψ

(ι+1)
1k,k′ (m1, n1) � (b(ι+1)

1k,k′ (m1))∗b(ι+1)
1k,k′

(n1), m1 = n1 = 1, . . . ,M1.
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Note that Ψ
(ι+1)
1k,k′ � 0. Then,

g
(ι)
2 (ψ̄1) �

∑
k∈D

η
(ι)
k r

(ι)
1k (ψ̄1)

= x
(ι+1)
1 + 2
{

∑
m1∈M1

y
(ι+1)
1 (m1)ejψ̄1,m1 } − (ejθθθ1)HΨ

(ι+1)
1 ejψ̄1 , (30)

for x
(ι+1)
1 �

∑
k∈D η

(ι)
k x

(ι)
1k , y

(ι+1)
1 (m1) �

∑
k∈D η

(ι)
k y

(ι+1)
1k (m1), m1 = 1, . . . ,M1,

0 
 Ψ
(ι+1)
1 �

∑
k∈D

∑
j∈D η

(ι)
k z

(ι)
1k Ψ

(ι+1)
1k,j .

Therefore, we obtain the value of ψ̄
(ι+1)
1 by solving the following problem:

max
ϕ̄1

g
(ι)
2 (ϕ̄1), (31)

g
(ι)
2 (ϕ̄1) is equivalent to (33). Using the inequality

ABAH �ĀB̄AH +AB̄ĀH −ĀB̄B−1B̄ĀH ,∀ B � 0 , B̄ � 0, (32)

we have (34).

g
(ι)
2 (ψ̄1) = x

(ι+1)
1 +2�{

∑

m1∈M1

y
(ι+1)
1 (m1)e

jψ̄ 1,m1 } − (ejψ̄ 1 )H(Ψ
(ι+1)
1 −λmax(Ψ

(ι+1)
1 )IM1 )

ejψ 1 − λmax(Ψ
(ι+1)
1 )(ejψ̄ 1 )HIM1ejψ̄ 1

= x
(ι+1)
1 +2�{

∑

m1∈M1

y
(ι+1)
1 (m1)e

jψ̄ 1,m1 } − (ejψ 1 )H(Ψ
(ι+1)
1 −λmax(Ψ

(ι+1)
1 )IM1 )

ejψ̄ 1 − λmax(Ψ
(ι+1)
1 )M1. (33)

g
(ι)
2 (ψ̄1) � x

(ι+1)
1 +2�{

∑

m1∈M1

y
(ι+1)
1 (m1)e

jψ 1,m1 }−[2�{(ejψ̄
(ι)
1 )H(Ψ

(ι+1)
1 −λmax(Ψ

(ι+1)
1 )

IM1 )e
jψ̄ 1}−(ejψ̄

(ι)
1 )H(Ψ

(ι+1)
1 −λmax(Ψ

(ι+1)
1 )IM1 )e

jψ̄
(ι)
1 ] − λmax(Φ

(ι+1)
1 )M1

= 2�{
∑

m1∈M1

(y
(ι+1)
1 (m1)−

∑

n1∈M1

e
−jψ̄

(ι)
1,n1Ψ

(ι+1)
1 (n1, m1)+λmax(Ψ

(ι+1)
1 )e

−jψ̄
(ι)
1,m1 )

e
jψ̄ 1,m1 } + x

(ι+1)
1 − (ejψ̄

(ι)
1 )HΨ

(ι+1)
1 ejψ̄

(ι)
1 − 2λmax(Ψ

(ι+1)
1 )M1. (34)

Hence, we can solve the following problem:

max
ψ̄1

g
(ι)
2 (ψ̄1). (35)

Therefore, the optimal solution of equation (35) in closed-form is given by:

ψ̄
(ι+1)
1,m1

=−
⌊
∠(y(ι+1)

1 (m1)−
∑

n1∈F1

Ψ
(ι+1)
1 (n1,m1)e

−jψ̄
(ι)
1,n1 +λmax(Ψ

(ι+1)
1 )e−jψ̄

(ι)
1,m1 )

⌉
b
,

m1 = 1, . . . , M1. (36)
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3.3 PREs of RIS 2 Descent Iteration

We turn our attention to the subproblem of optimizing the reflecting elements
ψ̄2 while considering the given beamforming w̄ and ϕ̄1. We aim to find the next
iterative point ψ̄

(ι+1)
2 that satisfies:

g(ι)(w(κ+1),ψ̄
(ι+1)
1 ,ψ̄

(ι+1)
2 ) > g(ι)(w(ι+1),ψ̄

(ι+1)
1 ,ψ̄

(ι)
2 ). (37)

Continuing with similar steps as in (24) - (33) and using the inequalities (18)
and (32), we can derive ψ̄

(ι+1)
2 to solve the following problem:

max
ψ2

g
(ι)
3 (ϕ̄2). (38)

Hence, the similar solution of (38) is given by

ψ̄
(ι+1)
2,m2

=−
⌊
∠(y(ι+1)

2 (m2)−
∑

n2∈M2

Ψ
(ι+1)
2 (n2,m2)e

−jψ̄
(ι)
2,n2 +λmax(Ψ

(ι+1)
2 )e−jψ̄

(ι)
2,m2 )

⌉
b
,

m2 = 1, . . . , M2. (39)

3.4 Algorithm

Algorithm 1 GM descent algorithm

1: Initialization:Randomly generate (w̄(0), ψ̄
(0)
1 , ψ̄

(0)
2 ) that satisfies the constraint

(10b), and define η(0) according to (16). Initialize ι as 0.
2: Repeat until convergence of the objective function in (11): Generate w(ι+1)

by solving the convex problem (20), and ψ̄
(ι+1)
1 by solving the convex problem (35),

and ψ̄
(ι+1)
2 by (38). Reset ι ← ι + 1.

3: Output (w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 ) and rk(w̄(ι), ψ̄

(ι)
1 , ψ̄

(ι)
2 ), k = 1, . . . , K with their GM rate

(
∏

k∈D rk(w̄(ι), ψ̄
(ι)
1 , ψ̄

(ι)
2 ))1/K .

4 Numerical Results

This section is dedicated to presenting simulation results that evaluate the effec-
tiveness of the proposed GM descent algorithm in the context of the double RIS
system. The simulations are conducted in a three-dimensional coordinate system,
where the BS, RIS 1, and RIS 2 are positioned at coordinates (1, 0, 2), (0, 0.5, 1),
and (0, 49.5, 1) in meters (m), respectively, as illustrated in Fig. 1. Furthermore,
the users are randomly distributed within a circular region centered at (1, 50, 0)
with a radius of 10 meters.
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The azimuth angles of RIS 1 and RIS 2 relative to the x-axis are configured as
π/4 and 3π/4, respectively. For our simulation, we adopt a distance-dependent
channel path loss model, which is represented as follows:

P (d) = G(d/d0)−α, (40)

G represents the reference channel power gain at a distance of d0 = 1 meter,
which is configured as −30dB for the simulation. The variable d corresponds
to the path’s link distance, while α signifies the path loss exponent. In our
simulation, we set α to 2.2 for the link between users/BS and their nearby
serving RIS, and 3 for the link between RIS 1 and RIS 2. Furthermore, we
incorporate Rician fading in our simulation, where the Rician factor is set at
20dB. We establish the bandwidth as 1 MHz, and the noise power density is set
to −174 dBm/Hz.

Unless specified, we assume that the number of antennas N = 10, transmit
power P = 20dBm, RIS 1 elements M1 = 50, RIS 2 elements M2 = 50, and
resolution b = 3. Additionally, it’s important to note that all simulation outcomes
presented in this study are based on an average of 30 channel realizations.

– GM Double-RIS RT: This result evaluates the performance of the GM descent
algorithm under the assumption of random phase coefficients ψ1 and ψ2 at
the RISs in the double-RIS system.

– 3-bit GM Double-RIS RT: This result assesses the performance of the GM
descent algorithm with random phase coefficients ψ1 and ψ2 at the RISs in
the double-RIS system, considering a resolution of b = 3.

– SR Double-RIS: This result analyzes the performance of the SR algorithm in
the Double-RIS system, with ηk set to 1.

– 3-bit SR Double-RIS: This result examines the performance of the SR algo-
rithm in the Double-RIS system, with both ηk and the resolution b set to 1
and 3, respectively.

The sum rates of the proposed algorithms are examined in Fig. 2. It is evident
that SR Double-RIS and 3-bit SR Double-RIS outperform GM Double-RIS and
3-bit GM Double-RIS, respectively, in terms of cumulative rates. Notably, GM
Double-RIS exhibits superior performance compared to 3-bit SR Double-RIS
when the number of antennas N is greater than or equal to 8. As expected, the
figure shows an upward trend with the increment in the number of antennas N
at the BS, attributable to the enhanced spatial diversity.

Figure 3 illustrates the rate distribution among the proposed algorithms
within the double-RIS system. It is evident from Fig. 3 that the introduced GM
descent algorithms possess the capability to prevent the occurrence of zero rate
assignments, showcasing their superior performance in this regard.

In order to provide empirical evidence for the susceptibility of SR-based
algorithms to zero rate allocations, Table 1 presents the average count of ZR-
UEs across varying numbers of antennas N . As depicted in Table 1, the count
of ZR-UEs demonstrates an upward trend with the reduction of N across all
proposed algorithms. Furthermore, the data in Table 1 consistently indicates the
presence of ZR-UEs within SR-based algorithms.
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Fig. 2. Achieved SR versus the number of antennas N .

Fig. 3. Rate distribution.

Table 1. The average number of ZR-UEs versus the number of antennas N .

N = 7 N = 8 N = 9 N = 10 N = 11

GM Double-RIS 0 0 0 0 0

SR Double-RIS 3.27 2.67 2.33 1.77 1.47

3-bit GM Double-RIS 0 0 0 0 0

3-bit SR Double-RIS 3.10 2.10 1.50 1.17 0.77
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Figure 4 illustrates the achieved GM rate in relation to the number of anten-
nas N . The figure highlights the superior performance of GM Double-RIS over
3-bit GM Double-RIS. Furthermore, it showcases the comparable performance
of GM Double-RIS RT and 3-bit GM Double-RIS RT in the given system. This
trend aligns with the anticipated outcome, where all algorithms experience per-
formance enhancement with a rise in the number of antennas N .

Fig. 4. Achieved GM rate versus the number of antennas N .

The GM rate is further analyzed across varying power budgets P and the
number of RIS elements M , as depicted in Fig. 5 and Fig. 6. As anticipated, the
GM rate exhibits an upward trend with the augmentation of the power budget,
enabling greater power allocation for information transmission. Furthermore, it
is notable that the GM rate experiences an upsurge as M increases. This effect
can be attributed to the heightened power capabilities of the reflecting RISs,
indicating a positive correlation between the number of RIS elements and the
achieved GM rate.

Finally, Fig. 7 facilitates a comparison of the performance achieved by the
b-bit solution across varying values of b. As anticipated, the b-bit GM Double-
RIS algorithm demonstrates improved performance as b increases. Furthermore,
Fig. 7 reveals that the b-bit GM Double-RIS RT algorithm does not exhibit
significant improvements with increasing values of b. This finding underscores
the limitations of the b-bit GM Double-RIS RT approach in benefiting from
higher values of b.
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Fig. 5. Achieved GM rate versus the transmit power P .

Fig. 6. Achieved GM rate versus the number of RISs elements M = 2M1 = 2M2 = 100.

Fig. 7. Achieved GM rate vs the value of b.
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5 Conclusions

We have investigated a communication network assisted by a double-RIS system,
comprising a BS equipped with an antenna array to serve multiple users in the
downlink direction. To enhance the system’s performance, we have introduced
effective alternating descent iteration algorithms. These algorithms aim to opti-
mize the system by maximizing the GM of the users’ rates. This optimization
strategy contributes to a balanced distribution of rates among users while ensur-
ing reasonable overall sum rates. Through comprehensive simulations, we have
validated the effectiveness and practical applicability of the proposed algorithms.
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Abstract. This paper considers a multi-user multiple-input-single-
output (MU-MISO) mmWave downlink communication system. The
hybrid beamforming (HBF) is applied at the base station (BS). A joint
analog beamforming (ABF) and digital beamforming (DBF) optimiza-
tion problem is formulated to maximize the sum rate (SR) of the users,
the problem is generally non-convex due to the log-determinant as well
as unit modulus constraints (UMC) for ABF. Two efficient alternating
descent iteration algorithms are developed to solve the intractable prob-
lem. Finally, simulation results are included to verify the efficiency of the
proposed approaches, results also show that the proposed algorithms can
accommodate discrete phase shifts for ABF.

Keywords: Millimeter wave downlink system · Sum rate
maximization · Non-convex optimization algorithm

1 Introduction

The wavelength of millimeter-wave (mmWave) is between 1 − 10 mm, and its
frequency band ranges from 30 GHz to 300 GHz [1]. The mmWave commu-
nication has emerged as a key technology to meet the explosive growth in
data rate and quality of service (QoS) requirements in beyond fifth-generation
(B5G) networks [2]. Short wavelength and a large path loss are key character-
istics of mmWave communication systems. Fortunately, the small wavelength of
mmWave systems allows the use of a large number of antennas, and yet achieves
high array gain for directional communications by exploiting precoding tech-
niques [3,4].

However, in the case of mmWave communication, the use of conventional
fully digital beamforming is impractical. Although the optimal performance can
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be achieved theoretically, it is faced with the problem of high implementation
complexity, large power consumption of mmWave radio frequency (RF) chains,
and hardware limitations [5,6]. To address this issue, hybrid beamforming (HBF)
has been proposed as an efficient approach with near-optimal performance [7–
10]. The key idea of HBF is to decompose the fully digital beamforming into
a high-dimensional analog beamforming (ABF) to increase the antenna gain
and a low-dimensional digital beamforming (DBF) to cancel interference [11].
However, the design of HBF is extremely challenging for the reason that HBF
is a product of ABF and DBF, which are coupled together. Additionally, the
entries of ABF matrix are subject to the unit modulus constraint (UMC). In
the studies of mmWave HBF communication systems, HBF was formulated for
single-user (SU) mmWave multiple-input multiple-output (MIMO) communica-
tion [12–14]. In [12], the authors studied the beamforming design of HBF in a
mmWave system. The system adopted a fully adaptive beamforming structure,
wherein a switch control connection was deployed between each antenna and
the RF link. In order to maximize the energy efficiency, the joint optimization
problem of switching control connection and hybrid precoders was formulated
as a large-scale mixed-integer non-convex problem with high dimensional power
constraints. In this paper, an alternating HBF algorithm was proposed to solve
continuous HBF subproblem, and then a fully adaptive HBF algorithm with
matching assistance was developed to solve discrete connection-state non-convex
problems. The work [13] studied a mmWave large-scale MIMO communication
system and proposed a HBF scheme based on model-driven deep learning and
alternating minimization. The main idea of this scheme was to maximize spectral
efficiency by solving ABF and DBF alternately. In this paper, ABF network was
used to solve phase shifts, and Lagrange multiplier method was used to solve
DBF. The work [14] studied a mmWave MIMO communication system in order
to maximize user rate. The problem was formulated and then decoupled into a
series of subproblems. A method of singular value decomposition was proposed
to solve the problem. However, all the aforementioned research works [12–14],
only consider the simple SU communication scenario, and fail to extend the
multi-user complex communication scenario.

Researchers have also remained interest in HBF design for multi-user (MU)
downlink communication. The authors of [15] studied the beamforming problem
in the transmission scenarios of mmWave SU MIMO communication and MU
communication systems. A heuristic hybrid beamforming algorithm was pro-
posed to maximize the sum rate (SR), and the proposed algorithm was still
applicable for the case of discrete resolution. The authors in [16] studied the
multi-BS and MU downlink communication system, with the aim of maximizing
energy efficiency. The authors used fractional programming theory, penalty dual
decomposition method, and the relationship between user rate and mean square
error to transform the initial problem into a tractable problem. This optimiza-
tion problem was solved by alternating direction multiplier method and block
successive upper-bound minimization method. The work [17] studied mmWave
MU MIMO system in a single base station (BS), and proposed a penalized dual
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decomposition method to directly solve the non-convex HBF problem of the
system in order to maximize spectral efficiency. The proposed algorithms can
ensure convergence to Karush-Kuhn-Tucker (KKT) solution of HBF problem,
which were also suitable for discrete resolution cases. However, these works [15–
17] fail to provide an effective solution for UMC, which makes the calculation
complexity very high.

This paper is organized as follows: In Sect. 2 and Sect. 3 respectively develop
penalty optimization (PO) and alternating descent round (ADR) algorithms for
the HBF design to maximize the SR. Section 4 evaluates the performance of all
the algorithms. Section 5 concludes the paper.

The following inequality for all x, x̄, and positive definite y and ȳ of appro-
priate dimension is frequently used in the paper:

|x|2
y

≥ −|x̄|4
ȳ2

+ 2
ȳ + |x̄|2

ȳ2
�{x̄Hx} − |x̄|2

ȳ2
(|x|2 + y). (1)

2 Penalty Optimization Approach

Fig. 1. MmWave MU-MISO downlink communication systems.

We consider a RIS-aided mmWave MU- MISO DL system as illustrated by Fig. 1,
where the BS equips with N antennas and NRF RF chains communicates with K
single-antenna users, the BS is in the form of a uniform planar array (ULA) [18].

For N � {1, . . . , N} and NRF � {1, . . . , NRF }, let θθθ � [θθθn,j ](n,j)∈N×NRF
∈

[0, 2π)N×NRF be the phase shift matrix. Define the following one-to-one map-
ping from [0, 2π)N×NRF to U

N×NRF � {U = [u(n, j)](n,j)∈N×NRF
: |un,j | =

1, (n, j) ∈ N × NRF }:

A(θθθ) �
[
A1(θθθ) . . . ANRF (θθθ)

]

= [ejθθθn,j ](n,j)∈N×NRF
∈ U

N×NRF , (2)
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to represent the phase shift based ABF matrix. Due to hardware limitations, the
phase shift can not take an arbitrary value, b-bit resolution is optimized, and we
thus have

θθθn,j ∈ A � {0,
2π

2b
, . . . ,

2π(2b − 1)
2b

}, (3)

and the special case of b = ∞ corresponds to the continuous phase shifts.
For k ∈ K � {1, . . . , K}, s � (s1, s2, . . . , sK), let sk ∈ C with E(sksH

k ) = I
be the transmitted signal for user k, which is beamformed by Dk ∈ C

NRF , and
DBF matrix is:

D �
[
D1 . . .DK

] ∈ C
NRF ×K , (4)

the baseband signal x is x = Ds =
∑K

k=1 Dksk. The mmWave channel between
the BS and user k ∈ K by Hk ∈ C

1×N , the signal received at user k is formulated
as:

yk = HkA(θθθ)
K∑

k=1

Dksk + nk (5)

= Hk(θθθ)
K∑

k=1

Dksk + nk. (6)

The HBF is given by producting of ABF A(θθθ) and DBF Dk, k ∈ K:

wk � A(θθθ)Dk ∈ C
N , (7)

and accordingly,
w �

[
w1 . . .wK

] ∈ C
N×K . (8)

According to the equations (6), the signal-to-interference-plus-noise ratio
(SINR) at user k is:

ρk(θθθ,D) � |Hk(θθθ)Dk|2
∑K

l �=k |Hk(θθθ)Dl|2 + σ
, (9)

thus, the rate at user k is:

Rk(θθθ,D) � ln(1 + ρk(θθθ,D)). (10)

Given the power budget P , the transmit power constraint at the BS can be
expressed as:

K∑

k=1

||A(θθθ)Dk||2 ≤ P. (11)

The HBF design problem of maximizing the SR of users is formulated as:

max
θθθ,D

K∑

k=1

Rk(θθθ,D) � max
θθθ,D

ln(
K∏

k=1

(1 + ρk(θθθ,D))) (12a)

s.t. (3), (11). (12b)
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Defining the following equation:

Λ(1 + ρ1(θθθ,D), . . . , 1 + ρK(θθθ,D)) �
K∏

k=1

(1 + ρk(θθθ,D)). (13)

Let (θ(κ),D(κ)) be a feasible point for (13), we linearize Λ(1+ρ1(θθθ,D), . . . , 1+
ρK(θθθ,D)) at (1 + ρ1(θ(κ),D(κ)), . . . , 1 + ρK(θ(κ),D(κ))) is

(1 − K)Λ(1 + ρ1(θ(κ),D(κ)), . . . , 1 + ρK(θ(κ),D(κ)))

+
K∑

k=1

Λ(1 + ρ1(θ(κ),D(κ)), . . . , 1 + ρK(θ(κ),D(κ)))
1 + ρk(θ(κ),D(κ))

(1 + ρk(θθθ,D)). (14)

It is plausible that this problem is equivalent to the following problem:

max
θθθ,D

f(θθθ,D) �
K∑

k=1

γk(1 + ρk(θθθ,D)) (15a)

s.t. (3), (11), (15b)

for

γ
(κ)
k � Λ(1 + ρ1(θ(κ),D(κ)), . . . , 1 + ρK(θ(κ),D(κ)))

1 + ρk(θ(κ),D(κ))
, k = 1, . . . ,K, (16)

for computational stability, γ
(κ)
k is scaled as

γ
(κ)
k −→ γ

(κ)
k

minj=1,...,K γ
(κ)
j

, k = 1, . . . ,K. (17)

Recalling the definition (7) of HBF, the SINR of user k defined by (9) can
be expressed as:

ρk(w) � |Hkwk|2
∑K

l �=k |Hkwl|2 + σ
, (18)

and rate is:
Rk(w) � ln(1 + ρk(w)). (19)

Thus, the optimization problem can be expressed as:

max
w

K∑

k=1

Rk(w) � max
w

ln(
K∏

k=1

(1 + ρk(w))) (20a)

s.t.
K∑

k=1

||wk||2 ≤ P, (3), (7), (20b)
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equivalence problem:

max
w

f(w) �
K∑

k=1

γk(1 + ρk(w)) s.t. (3), (21a)

K∑

k=1

|wk||2 ≤ P. (21b)

We will address (21) PO optimization problem:

max
θθθ,D,w

F (θθθ,D,w) � f(w) − c||wk − A(θθθ)Dk||2 (22a)

s.t. (3), (21b). (22b)

with the penalty parameter c > 0 to be updated.

2.1 Hybrid Beamforming Design

We seek HBF w(κ+1) ensuring that

F (θ(κ),D(κ), w(κ+1)) > F (θ(κ),D(κ), w(κ)), (23)

by considering the following problem:

max
w

F (θ(κ),D(κ),w) (24a)

s.t. (21b). (24b)

The following tight concave quadratic minorant is obtained by (1):

1 + ρk(w) ≥ 1 + ρ
(κ)
k (w)

� a
(κ)
k + 2b

(κ)
k �{〈c(κ)k wk〉} − d

(κ)
k (

K∑

l=1

|Hkwl|2), (25)

with a
(κ)
k � − |Hkw

(κ)
k |4

(
∑K

l �=k |Hkw
(κ)
l |2+σ)2

− σ
|Hkw

(κ)
k |2

(
∑K

l �=k |Hkw
(κ)
l |2+σ)2

+ 1, b
(κ)
k �

∑K
l=1 |Hkw

(κ)
l |2+σ

(
∑K

l �=k |Hkw
(κ)
l |2+σ)2

, c
(κ)
k � (Hkw

(κ)
k )HHk, d

(κ)
k � |Hkw

(κ)
k |2

(
∑K

l �=k |Hkw
(κ)
l |2+σ)2

. Then we

get:

f̃(w) �
K∑

k=1

γ
(κ)
k (1 + ρ

(κ)
k (w)) − c||w − A(θ(κ))D(κ)||2

� ã(κ) + 2
K∑

k=1

�{〈b̃(κ)k wk〉} −
K∑

l=1

〈Q(κ), [wl]2〉, (26)
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with ã(κ) �
∑K

k=1 γ
(κ)
k a

(κ)
k − c||A(θ(κ))D(κ)||2, b̃

(κ)
k � γ

(κ)
k b

(κ)
k c

(κ)
k +

c(D(κ)
k )HAH(θ(κ)), Q(κ) �

∑K
k=1 γ

(κ)
k d

(κ)
k HH

k Hk + cIN . We get following opti-
mization problem:

max
w

f̃(w) (27a)

s.t. (21b), (27b)

we use Lagrangian gradient method:

w
(κ+1)
k =

⎧
⎪⎨

⎪⎩

(Q(κ))−1(b̃(κ)k )H if
K∑

k=1

||(Q(κ))−1(b̃(κ)k )H ||2 ≤ P

(
Q(κ) + μIN

)−1
(b̃(κ)k )H otherwise,

(28)

where μ > 0 is chosen such that

K∑

k=1

||
(
Q(κ) + μIN

)−1

(b̃(κ)k )H ||2 = P. (29)

According to [19], we have closed-form solution.

2.2 Analog Beamforming Design

We seek HBF w(κ+1) ensuring that

F (θ(κ+1),D(κ), w(κ+1)) > F (θ(κ),D(κ), w(κ+1)), (30)

which is equivalent to

− ||w(κ+1) − A(θ(κ+1))D(κ)||2> − ||w(κ+1) − A(θ(κ))D(κ)||2, (31)

by considering the following problem:

max
θθθ

ϕ(κ)(θθθ) � −||w(κ+1)
k − A(θθθ)D(κ)

k ||2 (32)

s.t. (3). (33)

We have

ϕ(κ)(θθθ) = −||w(κ+1)||2 + 2�{〈D(κ)(w(κ+1))HA(θθθ)〉}
−〈[D(κ)]2AH(θθθ)A(θθθ)〉

= −||w(κ+1)||2 + 2�{〈D(κ)(w(κ+1))HA(θθθ)〉}
−λ(κ)NNRF +

[
λ(κ)||A(θθθ)||2 − 〈[D(κ)]2AH(θθθ)A(θθθ)〉

]

≥ −||w(κ+1)||2 − λ(κ)NNRF + 2�{〈D(κ)(w(κ+1))HA(θθθ)〉}
+

[
2�{λ(κ)〈AH(θ(κ))A(θθθ)〉} − 2�{〈[D(κ)]2AH(θ(κ))A(θθθ)〉}

−λ(κ)NNRF + 〈[D(κ)]2AH(θ(κ))A(θ(κ))〉
]

(34)

= â(κ) + 2�{〈A(κ)A(θθθ)〉}, (35)
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with λ(κ) � λmax([D(κ)]2), â(κ) � −||w(κ+1)||2 − 2λ(κ)NNRF +
〈[D(κ)]2AH(θ(κ))A(θ(κ))〉, A(κ) � D(κ)(w(κ+1))H + λ(κ)AH(θ(κ)) − [D(κ)]2

AH(θ(κ)), then we get:

max
θθθ

ϕ(κ)(θθθ) (36a)

s.t. (3), (36b)

and
θ(κ+1) =

[
2π − 
∠A(κ)(j, n)�b

]
(n,j)∈N×NRF

. (37)

According to [19], we have closed-form solution.

2.3 Digital Beamforming Design

DBF can be found by

D(κ+1) = arg max
D

F (θ(κ+1),D, w(κ+1))

= arg min
D

||w(κ+1) − A(θ(κ+1))D||2

= (AH(θ(κ+1))A(θ(κ+1)))−1AH(θ(κ+1))w(κ+1). (38)

Algorithm 1. PO Algorithm
1: Initialization: Initialize θ(0), D(0), and w(0). Set κ = 0 and c = c0.
2: Repeat until ||w(κ)−A(θ(κ))D(κ)||2 ≤ K10−3: Generate w(κ+1) by (28). Generate

θ(κ+1) by (37) , and D(κ+1) by (38). If ||w(κ+1) − A(θ(κ+1))D(κ+1)||2 > 0.9||w(κ) −
A(θ(κ))D(κ)||2, reset c := 1.2c. Reset κ := κ + 1.

3: Output w(κ), θ(κ) and D(κ). Reset

D(κ) → t0D
(κ), t0 =

√
P/||A(θ(κ))D(κ)||2.

3 Alternating Descent Round Approach

Based on (9) defined by:

ρk(θθθ,D) � |HkA(θθθ)Dk|2
∑K

l �=k |HkA(θθθ)Dl|2 + σ
, (39)

the rate at user k is:
Rk(θθθ,D) � ln(1 + ρk(θθθ,D)). (40)
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Thus, the optimization problem can be expressed as:

max
θθθ,D

K∑

k=1

Rk(θθθ,D) � max
θθθ,D

ln(
K∏

k=1

(1 + ρk(θθθ,D)))s.t. (3), (11), (41a)

|θm,n|2 ≤ 1, n = 1, . . . , N ;m = 1, . . . , NRF , (41b)

accordingly, the rquivalence problem:

max
θθθ,D

f̃(θθθ,D) �
K∑

k=1

γ
(κ)
k (1 + ρk(θθθ,D)) (42a)

s.t. (3), (11), (41b). (42b)

According to [20], we have the following penalized optimization problem:

max
θθθ,D

f̂(θθθ,D) � f̃(θθθ,D) + μ(
1

NNRF
− 1

∑N
m=1

∑NRF

n=1 |θm,n|2
) (43a)

s.t. (3), (11), (41b). (43b)

3.1 Digital Beamforming Design

We seek D(κ+1) such that

f̃(θ(κ),D(κ+1)) > f̃(θ(κ),D(κ)), (44)

using the inequality (1), then we get:

1 + ρk(θ(κ),D) ≥ 1 + ρ
(κ)
k (D)

� a
(κ)
k + 2b

(κ)
k �{〈c(κ)k Dk〉} − d

(κ)
k (

K∑

l=1

|HkA(θ(κ))Dl|2), (45)

with a
(κ)
k � − |HkA(θ(κ))D

(κ)
k |4

(
∑K

l �=k |HkA(θ(κ))D
(κ)
l |2+σ)2

− σ
|HkA(θ(κ))D

(κ)
k |2

(
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l |2+σ)2
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(κ)
k �
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l=1 |HkA(θ(κ))D

(κ)
l |2+σ

(
∑K

l �=k |HkA(θ(κ))D
(κ)
l |2+σ)2

, c
(κ)
k � (HkA(θ(κ))D(κ)

k )HHkA(θ(κ)), d
(κ)
k �

|HkA(θ(κ))D
(κ)
k |2

(
∑K

l �=k |HkA(θ(κ))D
(κ)
l |2+σ)2

. Then we get:

f̂(D) �
K∑

k=1

γ
(κ)
k (1 + ρ

(κ)
k (D))

�
K∑

k=1

γ
(κ)
k a

(κ)
k + 2

K∑

k=1

γ
(κ)
k b

(κ)
k �{〈c(κ)k Dk〉} −

K∑

l=1

〈Q(κ), [Dl]2〉, (46)

with Q(κ) �
∑K

k=1 γ
(κ)
k AH(θ(κ))HH

k HkA(θ(κ)), We solve th following convex
problem at κ-th iteration to generate D

(κ+1)
k :

max
D

f̂(D) (47a)

s.t. (11). (47b)
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3.2 Analog Beamforming Design

Similarly, we seek θ(κ+1) such that

f̃(θ(κ+1),D(κ+1)) > f̃(θ(κ+1),D(κ+1)), (48)

using the inequality (1), then we get:

1 + ρk(θθθ,D(κ+1)) ≥ 1 + ρ̃
(κ)
k (θθθ)

� ã
(κ)
k + 2b̃

(κ)
k �{〈c̃(κ)k A(θθθ)〉} − d̃

(κ)
k (
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|HkA(θθθ)D(κ+1)
l |2),(49)

with ã
(κ)
k � − |Hk(θ
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k |4
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(κ))D
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l �=k |Hk(θ(κ))D
(κ+1)
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(κ)
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(κ+1)
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(
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l �=k |Hk(θ(κ))D
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. We thus have

f̂(θθθ) �
K∑

k=1

γk(1 + ρ̃
(κ)
k (θθθ))

= ã + 2�{Ã(κ)A(θθθ)} − 〈B̃(κ), A(θθθ)C̃(κ)AH(θθθ)〉, (50)

with ã(κ) �
∑K

k=1 γ
(κ)
k ã

(κ)
k , Ã(κ) �
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k=1 γ

(κ)
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(κ+1)
l ]2.

and
1

∑N
m=1

∑NRF

n=1 |θm,n|2
≤ φ(θθθ) � 1

∑N
m=1

∑NRF

n=1 (2�{(θ(κ)m,n)∗θm,n} − |θ(κ)m,n|2)
,(51)

over the trust region
N∑

m=1

NRF∑

n=1

(2�{(θ(κ)m,n)∗θm,n} − |θ(κ)m,n|2) > 0, (52)

we solve the following optimization problem at the κ-th iteration to generate
θ(κ+1):

max
θθθ

g(κ)(θθθ) � [f̂(θθθ) + μ(
1

NNRF
− φ(θθθ))] (53a)

s.t. (3), (41b),
N∑

m=1

NRF∑

n=1

(2�{(θ(κ)m,n)∗θm,n} − |θ(κ)m,n|2) > 0, (53b)

and determine μ by

μ =
γ(0)

1
∑N

m=1
∑NRF

n=1 |θ(0)
m,n|2 − 1

NNRF

, (54)

to make the values of the objective function and penalty term in (43) of similar
magnitudes [21].
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Algorithm 2. ADR Algorithm
1: Initialization: Initialize (θ(0), D(0)).
2: Repeat until convergence of the objective function in (42): Generate

θ(κ+1), D(κ+1), and μ by (47), (53) and (54). Reset κ := κ + 1.
3: Output (θ(opt), D(opt)) = (θ(κ), D(κ)).

4 Numerical Results

With the users randomly located within the cell radius of 200 meters. The path-
loss of user k experienced at a distance dk from the BS is set to ρk = 36.72 +
35.3 log 10(dk)dB taking into account a 16.5 dB gain due to multiple-antenna
mmWave transmission [22,23]. The mmWave channel Hk ∈ C

1×N between the
BS and UE k in (5) is modelled by [18]

Hk =
√

10−ρk/10

√
N

NcNsc

Nc∑

c=1

Nsc∑

�=1

αk,c,�ar

(
φr

k,c,�

)
aH

t

(
φt

k,c,�

)
, (55)

where Nc is the number of scattering clusters, Nsc is the number of scatter-
ers within each cluster, and αk,c,� ∼ CN (0, 1) is the complex gain of the 
th
path in the cth cluster between the BS and user k. Under the classic uniform
linear array antenna configuration having half-wavelength antenna spacing, the
steering vectors at

(
φt

k,c,�

)
and ar

(
φr

k,c,�

)
are defined by

at

(
φt

k,c,�

)
=

1√
N

[
1, ejπ sinφt

k,c,� ,. . .,ejπ(N−1) sinφt
k,c,�

]
T , (56)

and
ar

(
φr

k,c,�

)
=

1√
NR

[
1, ejπ sinφr

k,c,� ,. . .,ejπ(NR−1) sinφr
k,c,�

]
T , (57)

where φt
k,c,� (φr

k,c,�, resp.) is the azimuth angle of departure (arrival, resp.) for
the 
th path in the cth cluster from the BS to UE k, which is generated according
to the Laplacian distribution in conjunction with random mean cluster angles in
the interval [0, 2π) and spreads of 10 degrees within each cluster. As in [23], we
set Nc = 5 and Nsc = 10. The carrier frequency is set to 28 GHz, the noise power
density is set to −174 dBm/Hz, while the bandwidth is set to B = 100 MHz.
Unless otherwise stated, b = 3, P = 15 dBm, NRF = 8, K = 8 and N = 64
are used. The results are multiplied by log2 e to convert the unit nats/sec into
the unit bps/Hz. The convergence tolerance of the proposed algorithms is set to
10−3.

– PO: This result simulates the performance of algorithm 1 with continuous
phase at the θ.

– 3-bit PO: This result simulates the performance of algorithm 1 with 3-bit
discrete phase at the θ.
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– ADR: This result simulates the performance of algorithm 2 with continuous
phase at the θ.

– 3-bit ADR: This result simulates the performance of algorithm 2 with 3-bit
discrete phase at the θ.

Fig. 2. SR vs the number of RF chains.

Figure 2 plots the SR under different number of RF chains for the proposed
algorithms. From the point of view of the continuous phase shifts, ADR has
the best SR, which outperforms PO all the time. From the point of view of the
discrete phase shifts, their 3-bit resolution algorithms follow the same trend.

Figure 3, which plots the SR under different numbers of BS antennas N . PO
better than ADR for N = 16, while ADR has the best performance for N ≥ 32,
and among 3-bit resolution algorithms 3-bit ADR has the best performance.

We also examine the SR under different BS transmit power P in Fig. 4.
As expected, all the algorithms benefit from increasing the number of transmit
power. And they have the same trend follow Fig. 2.
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Fig. 3. SR vs the number of BS antennas.

Fig. 4. SR vs the BS transmit power.

5 Conclusions

In this paper, we considered a mmWave MU-MISO downlink communication
network, the objective is to maximize the SR by jointly optimizing ABF and
DBF. The formulated non-convex optimization problem was solved by using
the proposed alternating descent iteration algorithms. Simulation results were
provided to demonstrate the superiority of our proposed algorithm.
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Abstract. Precise mobile equipment localization in indoor environment
is possible for mobile equipment with an integrated radar system. Deploy-
ing an omni-directional antenna at a base station allows localizing a sin-
gle mobile unit at a time slot and a frequency resource block. With cell
sectoring, an approach to cope with increasing capacity in a cell of a
mobile network, helps to localize multiple mobile units at a time slot
and a frequency resource block. Most importantly, cell sectoring helps
to avoid localization ambiguity caused by the backprojection process.
The paper presents the precise multiple mobile equipment localization
approach in indoor environment based on cell sectoring. The simulation
illustrates the benefit of the approach. The practicality of the approach
is also addressed in the paper.

Keywords: Localization · 6G · FMCW radar

1 Introduction

Several frequency ranges including D-band (110 to 175 GHz) and THz range (0.3
to 10 THz) are under consideration for 6G. Although these frequency ranges
have been researched for long time they have mainly designated for astron-
omy and military, e.g., radar systems. Sharing the same radio frequency (RF)
resources by mobile communication and radar opens the opportunity to inte-
grate radar system on mobile equipment. Such system can be called a joint
radar?communication (JRC) system [1,2]. Another name used for such systems
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is a joint communication and sensing (JCAS) system. A large number of research
on JRC systems has been done, focusing on the challenges of JRC front-end for
6G applications [3], waveform designa for JRC systems [4] and other technical
problems [5–8].

The use cases of the next generation of mobile communication (6G) have
been introduced recently by NGMN Alliance [9]. Localization at centimeter or
better level, particularly in indoor environment, is listed in the class Enabling
Services of the high-level grouping of use cases. A JRC system has shown the
capability of precise localization in indoor environment [10–12]. In [13], differ-
ent configuration to realize synthetic aperture radar (SAR) for localization on
mobile equipment with integrated radar system are proposed. The movement of
mobile users helps to synthesize an aperture that is much larger than the physical
aperture of a radar system. In [14], a discussion about mobile user localization
is presented. It is shown that a mobile unit can feasibly be localized by imple-
menting backprojection at a base station. However, the localization ambiguity
occurs as an inherit problem of a backprojection process. This can be avoided if
we know the orientation of an antenna.

Cell sectoring is an approach to cope with increasing capacity in a cell of a
mobile network [15]. A cell is divided into several sectors, typically three sectors,
and each is with their own set of frequency resources. In common situation, omni-
directional antennas are deployed at base stations. To implement cell sectoring,
an omni-directional antenna is replaced by a number of directional antennas,
and each is oriented to a specified sector. This approach also helps to decrease
the number of interfering co-channel cells and co-channel interference, leading
to the small separation between co-channel cells.

Deploying several passive receivers at a base station and orienting the direc-
tional antenna of each receiver to a specified sector allow localizing multiple
mobile units in a time slot and a frequency resource block. With this arrange-
ment, the radar measurements are in the side-looking mode. The localization
ambiguity, which is caused by the backprojection process, is therefore elimi-
nated. This approach will be presented in this paper and the approach is called
the precise multiple mobile equipment localization approach in indoor environ-
ment based on cell sectoring.

The rest of the paper is organized as follows: Sect. 2 gives a summary of the
precise mobile equipment localization approach in indoor environment. The mul-
tiple mobile equipment localization version based on cell sectoring is proposed
in Sect. 3. Sections 4 and 5 present the simulation results and the experimental
results, respectively. Section 6 provides the conclusions.

2 Precise Mobile Equipment Localization Approach
in Indoor Environment

Consider a scenario given in Fig. 1. A microcell (femto or pico) is served by a
base station. There are several mobile users operating in the cell. The mobile
equipment is integrated with radar systems. The mobile equipment has a clear
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Fig. 1. Arrangement for mobile user localization and localization plane.

line of sight (LOS) to the base station. In the cell, several scatterers are also
strategically positioned so that they have a clear LOS to both the base station
and the mobile equipment.

Assume that the base station wants to localize a mobile unit of interest. A
command is sent to that mobile equipment. The integrated radar system is acti-
vated and emits the radar signal. If the integrated radar system is a frequency-
modulated continuous wave (FMCW), the passive receiver at the base station
receives two delayed versions of the transmitted radar signal

S1 (ν) = W

(
ν − κ

R

c

)
exp

{
j2πνminR

c
− jπκ

(
R

c

)2
}

(1)

and

S2 (ν) = W

(
ν − κ

RT + RR

c

)
exp

{
j2πνmin (RT + RR)

c
− jπκ

(
RT + RR

c

)2
}

(2)
where τ denotes range time and c is the speed of the wave propagation. If w (τ)
is the envelope of the FMCW radar output, then W (ν) is the range compressed
envelope in the ν domain. If w (τ) is a rectangular window, W (ν) will be a sinc
function and if w (τ) is a tapered window, W (ν) will be a sinc-like function
with lower sidelobe. The radar signal in the time-frequency analysis is a ramp
signal with the start frequency νmin and with the slope κ. The modulation time
T results in a bandwidth of B = κT . In (1) and (2), R, RT and RR denote
the ranges (distances) between the base station and the mobile equipment of
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interest, between the mobile user and the scatterer, and between the scatterer
and the base station, respectively.

The localization plane (X,Y ) is defined by the ground-range plane. The cen-
ter of the plane is selected by the position of the base station as shown in Fig. 1.
The delayed versions of the radar signal S1 (ν) and S2 (ν) are backprojected
into the localization plane [16]. The backprojection process results in two visible
circles (or one circle and one ellipse) in the localization plane. One circle corre-
sponds to the monostatic radar measurement (mobile equipment - base station)
and it is the intersection of the sphere of radius R̂ with the localization plane

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

� (X,Y ) = S1

(
R̂

)
exp

⎧⎨
⎩−j2πνminR̂

c
+ jπκ

(
R̂

c

)2
⎫⎬
⎭

R̂ =
√

X2 + Y 2 + ΔZ2

(3)

where ΔZ denotes the difference in height between the base station and the
mobile equipment. The other corresponds to the bistatic radar measurement
(mobile equipment - scatterer - base station) and it is the intersection of the
sphere of radius R̂T with the localization plane

⎧
⎪⎪⎪⎪⎪⎨
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⎫
⎬

⎭

R̂T =
√

(X − XS)
2 + (Y − YS)

2 + ΔZ2
S

(4)

where ΔZS is the difference in height between the scatterer and the mobile user,
and (XS , YS) indicates the position of the scatterer. The intersection of the two
circles in the localization plane localizes the mobile equipment of interest.

3 Multiple Mobile Equipment Localization

There are several technical issues with the localization approach presented in
the previous section, in which the localization ambiguity needs to be solved.
The ambiguity can be avoided if the scatter is strategically positioned, and the
cell is divided into a number of sectors.

Figure 1 considers the case where a cell is divided into two sectors 0◦–180◦

and 180◦–360◦, separated by the dashed line. There should be two directional
antennas that are deployed and oriented to two sectors. The localization plane
is also divided in to two parts 0◦–180◦ and 180◦–360◦. Assume that, there is
one mobile equipment that is object to be localized in the sector 180◦–360◦.
According to the localization approach, the localization result is given by the
intersection of two circles in the localization plane. This can give two localization
results for the same mobile equipment of interest as the intersection of two circle
can be two different points. One point corresponds to the true position of the
mobile equipment, whereas the other is its image that is symmetrical to the true
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position of the mobile equipment with respect to RR. In Fig. 1, this point is
marked by the text “Ambiguity” in the part 180◦–360◦ of the localization plane.
Cell sectoring is therefore only the necessary condition to avoid the localization
ambiguity. The sufficient condition is that the scatterer must be strategically
positioned.

Figure 1 suggests how to position a scatterer to avoid the localization ambi-
guity. In the case where the cell is divided into two sectors, the scatterer should
be placed in the border of two sectors (the dashed line). There will be a single
intersection of two circles lying in the part 180◦–360◦ of the localization plane.
The part 0◦–180◦ of the localization plane is excluded from the backprojection
process. The localization result is therefore unique.

Similarly, if the mobile equipment of interest is in the sector 0◦–180◦, the
localization result will be given by a single intersection and in the part 0◦–180◦

of the localization plane. The part 180◦–360◦ of the localization plane is excluded
from the backprojection process. The localization result is therefore unique.

With such, two mobile units can be localized a time slot and a frequency
resource block.

The considered cell can also be divided into four sectors, 0◦–90◦, 90◦–180◦,
180◦–270◦ and 270◦–360◦. In this case, there should be four directional antennas
and they are deployed and oriented to four sectors. The localization plane is
divided correspondingly into four parts. With strategical positioning scatters,
four mobile units can be localized a time slot and a frequency resource block.

4 Simulation Results

In this section, we present some simulation results to examine and evaluate the
proposal introduced in Sect. 3. The same scenario given in Fig. 1 is considered in
the simulations.

4.1 System Parameters

Several mobile units operate in a microcell and served by a base station. Each
mobile unit is equiped with a FMCW radar system. The parameters of the radar
system are summarized in the first part Table 1. The radar system parameters are
identical to the ones of 2πSENSE, a D-band FMCW radar [15]. The radar system
can share the same antenna of the mobile equipment, giving omni-directional
pattern.

The cell is divided into two sectors (0◦–180◦) and (180◦–360◦). Two passive
receivers with two directional antennas are deployed at the base station. Each
antenna is oriented to one sector. The simulation parameters for the base station
are given in the second part of Table 1.

The scatterer is positioned at the border of two sectors. The radar cross
section of the scatterer is normalized so that the signal attenuation is excluded.
The simulation parameters for the scatterer are given in the third part of Table 1.
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Table 1. Parameters FMCW radar system and scenario.

Parameter Value

Mobile equipment

Frequency span 126GHz–182GHz

Modulation time 4.096 · 10−3s

Duty cycle 5 · 10−3s

Antenna of mobile equipment omni-directional

Mobile equipment antenna heights 1.8m (0◦–180◦)
1.2m (180◦–360◦)

Scatterer

Characteristics point-like scatterers

Scatterer height 5m

Radar cross sections 1m2

Scatterer - mobile eqipment range 12m (0◦–180◦)
10m (180◦ − 360◦)

Base station

Number of passive receivers 2

Antennas directional

Base station antenna height 5m

Base station - scatterer range 5m

Base station - mobile equipment range 8m (0◦–180◦)
10m (180◦ − 360◦)

Figures 2(a) and (b) provide the range-compressed radar signals, obtained
with a Fourier transform of the outputs of the FMCW radar systems. In the
plots, we convert the range time to the radar range by multiplying the time axis
with the speed of propagation, i.e., with the speed of light in vacuum.

The range-compressed radar signal given in Fig. 2(a) corresponds to the radar
measurement in the sector 0◦–180◦ of the cell. Two peaks can be observed at
the radar ranges about 8 m and 17 m. One peak is the LOS radar signal coming
from the mobile equipment in the sector 0◦–180◦ and the other is the multipath
delayed version via the scatterer. The radar ranges are matched with the sim-
ulation parameters given in Table 1, found in base station - mobile equipment
range, and the sum of scatterer - mobile equipment range and base station -
scatterer range.

In Fig. 2(b), the given range-compressed radar signal corresponds to the radar
measurement in the sector 180◦–360◦ of the cell. We can also observe two peaks
at the radar ranges about 10 m and 15 m. One peak is the LOS radar signal
coming from the mobile equipment in the sector 180◦–360◦ and the other is the
multipath delayed version via the scatterer. The radar ranges are also matched
with the simulation parameters given in Table 1.
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Fig. 2. Range-compressed radar signals.

4.2 Backprojection

As proved in [13], the accuracy of mobile user localization depends strongly on
the assumptions on the differences in height between base station and mobile
user ΔZ, and between scatterer and mobile user ΔZS . The heights of the base
station and the scatterer are known, whereas the heights of mobile equipment are
unknown and can vary in a wide range. They depend on the how tall the mobile
users are and where the mobile equipment is placed, e.g., on a table and in the
pocket of a mobile user. As suggested, in common cases, we can consider the
range of [1, 2] m for the height of mobile equipment. If we select the height of 1.5
for the backprojection process, the differences in height will be ΔZ = ΔZS = 3.5
m.

The backprojection of the range-compressed radar signal given in Fig. 2(a)
into the part 0◦–180◦ of the localization plane results in two halves of circle that
can be observed in the upper part of Fig. 3. The intensity of the image pixels
plotting the circles are identical to the peaks value of the range-compressed
radar signal. The intersection of two halves of circle localizes a mobile unit at
the coordinate (5.50147, 4.63343) m. Compared with the parameters used in the
simulations, the errors are estimated by |ΔX| = 0.0016 m and |ΔY | = 0.2154 m.

The range-compressed radar signal given in Fig. 2(b) is backprojected into
the part 180◦–360◦ of the localization plane, resulting in four halves of circle.
This effect is caused by the small separation between the peaks. Actually, two
peaks of the range-compressed radar signal are close together. The backpro-
jection processes consider both two peaks and each gives two circles. However,
there is only an unique intersection of two halves of circle, localizing another
mobile unit at the coordinate (−2.25199,−9.04399) m. The errors are estimated
by |ΔX| = 0.2479 m and |ΔY | = 0.1383 m.
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Fig. 3. Mobile user localization by implementing backprojection with unknown heights
of mobile equipment. The value of 1.5 m is selected for the backprojection process.

4.3 Evaluation

To examine of the localization results, we can use the results to calculate the
ranges based on (3) and (4). For the mobile equipment localized at the coor-
dinate (5.50147, 4.63343) m and with the height assumption of 1.5 m, (3) gives
an estimation for the monostatic radar range (base station - mobile equipment
range). A range of about 7.9991 m is retrieved. (4) gives an estimation for the
bistatic radar range (mobile equipment - scatterer - base station range). A range
of about 12 + 5 = 17 m is retrieved. The estimations are almost identical to the
parameters used in the simulation, verifying the localization results.

For the mobile equipment localized at the coordinate (−2.25199,−9.04399) m
and with the height assumption of 1.5 m, the estimated monostatic radar range
is about 9.9557 m and the estimated bistatic radar range is about 10.0795 +
5 = 17.0795 m. These vaues are also very close to the parameters used in the
simulation.

The errors can be recognized in the localization results and can also be esti-
mated. They are originated from the unknown heights of mobile equipment. In
the simulations, we consider two mobile units with different heights (1.2 m and
1.8 m). An average height of 1.5 m is assumed and considered for all backprojec-
tion processes. This assumption leads to the different errors of the localization
results. The maximum error is shown to be 0.25 m in the simulations and still
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meets the demand of the localization at centimeter level in indoor environment
for 6G [9].

Reaching a better level of accuracy for localization is also possible with three-
dimension (3D) localization. In this case, the heights of mobile equipment will be
estimated directly from the radar measurements. Armed with the information
about the heights of mobile equipment, the localization results obtained with
the 2D approach will be much more accurate. However, 3D localization requires
more scatterers to be deployed and more radar measurements are also required.
The computation complexity will therefore be increased.

4.4 Cell Sectoring and Multiple Mobile User Localization

In the simulations, a cell is divided into two sectors, helping to localize two mobile
units at a time slot and a frequency resource block. As presented in Sect. 3, a
cell can also be divided in to four sectors. Localizing fours mobile units at a time
slot and a frequency resource block is therefore possible. A cell can be further
divided into narrower sectors, e.g., 8 sectors, facilitating multiple mobile user
localization but this might be unnecessary. There are the scheduling approaches
in time and/or frequency that can be used for multiple mobile user localization.

As shown in [14], time scheduling is possible due to the small modulation time
and small duty cycle of the radar system. For the duty cycle of 5 ms, 200 mobile
units can be localized in one second. In combination with the cell sectoring with
four sectors, the number of mobile units that can be localized is up to 800 in
one second.

5 Practicality

The radar system parameters considered in the simulations are identical to the
parameters of 2π SENSE, a D-band FMCW radar system [17]. The lower right
of Fig. 4 shows the dimension of the FMCW radar in practice. The dimension of
the electronic circuit is only about 2× 3 cm, allowing an integration into mobile
equipment. The electronic components of mobile equipment can also be used to
build a FMCW radar system. Basically, integrating a radar system into mobile
equipment is feasible.

5.1 FMCW Radar Operation

For a FMCW radar, the phase of the transmitted complex linear frequency-
modulated chirp signal in the radio frequency (RF) domain can be expressed
by [18]

φTX (τ) = exp
{
j2πνminτ + jπκτ2

}
, 0 ≤ τ ≤ T. (5)

The chirp signal is assumed to propagate through a homogeneous medium. If
there is a target at the range R, a part of the emitted chirp signal will be reflected
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Fig. 4. Experiment setup for localization with indoor monostatic radar measurement
using FMCW radar system.

to the radar system. The reflection is recorded by the receiver. The expression
for the received signal due to the reflection is given by

φRX (t, τ) = exp

{
j2πνmin

(
τ − 2R

c

)
+ jπκ

(
τ − 2R

c

)2
}

. (6)

The received signal is in the RF domain and needs to be downconverted to
the intermediate frequency (IF) domain by mixing the transmitted and received
signals. The result of the down-conversion is expressed by

φIF (t, τ) = sTX (τ) s̄RX (t, τ)

= exp

{
j2π (νmin + κτ)

2R

c
− jπκ

(
2R

c

)2
}

, (7)

where ν (τ) = νmin + κτ denotes the linear modulated frequency of the chirp.
For range compression, the down-converted signal is transformed to the

frequency domain using Fourier transform. The expression of the signal after
Fourier transform is

SIF (t, ν) = W

(
ν − κ

2R

c

)
exp

{
j4πνminR

c
− jπκ

(
2R

c

)2
}

(8)
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The frequency shift defines a beat at

νb = κ
2R

c
(9)

showing the relationship between the range R and the beat frequency νb. We
can also rewrite (9) using the ramp duration T and the sweep bandwidth B as

νb =
B

T

2R

c
⇔ R =

cT
2

νb
B

(10)

Equation (8) is the standard equation for a FMCW radar system. Equations
(1) and (2) have similar expressions but the range terms are different. In (1),
since no reflection is considered, the factor 2 in (8) is excluded. In (2), the factor
2 in (8) is replaced by the sum of RT and RR.

Fig. 5. Range-compressed radar signal provided by 2πSENSE.

5.2 Experiment

Figure 4 provides a simple measurement as a part of mobile user localization.
The measurement is purely monostatic radar and carried out in the indoor envi-
ronment. It is an office that is filled with furniture. The radar system is mounted
at the height of about 2 m. A corner reflector is placed in front of the radar sys-
tem with the range of about 1.6 m and at the height of about 1.5 m. Behind the
corner reflector is the wall that is built with different materials including glass,
wood and plastic. With this arrangement, the corner reflector plays the role of
the mobile equipment with integrated radar system, whereas the radar system
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plays the role of passive receiver with respect to the arrangement for mobile user
localization. The radar system uses a horn, a directional antenna.

Figure 5 shows the range-compressed radar signal, obtained by a Fourier
transform of 2πSENSEs output. A peak of the radar signal can be easily observed
at the radar range R ≈ 1.7 m, indicating the location of the corner reflector.

With the radar system parameters given in Table 1, we can calculate the radar
signal bandwidth and then retrieve the range resolution. For the bandwidth of
56 GHz, the theoretical range resolution is down to 2.7 mm that is extremely
accurate for localization.

6 Conclusion and Future Work

The paper discusses about the localization ambiguity and the approach for the
problem. Cell sectoring is the necessary condition to avoid the localization ambi-
guity, whereas the sufficient condition is that the scatterer must be strategically
positioned. The simulations examine and evaluate the multiple mobile equipment
localization in indoor environment based on cell sectoring approach. A simple
monostatic radar measurement partially shows the practicality of the approach.

The study will be continued with different extensions, resulting into differ-
ent research topics. For example, hyper-accurate 3D localization in indoor envi-
ronment for mobile equipment should be investigated in the future study. An
investigation into non-stationary mobile equipment localization can also be a
necessary study.

References

1. Kaushik, A., Vlachos, E., Thompson, J., Nekovee, M., Coutts, F.: Towards 6G:
spectrally efficient joint radar and communication with radio frequency selection,
interference and hardware impairment. IET Signal Process. 16, 851–863 (2022)

2. de Oliveira, L.G., Nuss, B., Alabd, M.B., Diewald, A., Pauli, M., Zwick, T.:
Joint radar-communication systems: modulation schemes and system design. IEEE
Trans. Microwave Theory Tech. 70(3), 1521–1551 (2022)

3. Bozorgi, F., Sen, P., Barreto, A.N., Fettweis, G.: RF front-end challenges for joint
communication and radar sensing. In: IEEE JC&S, Dresden, Germany, pp. 1–6
(2021)

4. Sturm, C., Wiesbeck, W.: Waveform design and signal processing aspects for fusion
of wireless communications and radar sensing. Proc. IEEE 99(7), 1236–1259 (2011)

5. Herschfelt, A., Bliss, D.W.: Joint radar-communications waveform multiple access
and synthetic aperture radar receiver. In: Proceedings of IEEE ACSSC, Pacific
Grove, CA, USA, pp. 69–74 (2017)

6. Herschfelt, A., Bliss, D.W.: Spectrum management and advanced receiver tech-
niques (SMART): joint radar-communications network performance. In: Proceed-
ings of IEEE RadarConf, Oklahoma City, OK, USA, pp. 1078–1083 (2018)

7. Basit, A., et al.: Adaptive main lobe/sidelobes controls selection in FDA based joint
radar-communication design. In: Proceedings of IEEE ICECCE, Swat, Pakistan,
pp. (3) (2019)



Multiple Mobile Equipment Localization 131

8. Chen, X., Wei, Z., Fang, Z., Ma, H., Feng, Z., Wu, H.: Performance of joint
radar-communication enabled cooperative UAV network. In: Proceedings of IEEE
ICSIDP, Chongqing, China, pp. 1–5 (2019)

9. NGMN, 6G use cases and analysis. https://www.ngmn.org/wp-content/uploads/
NGMN-6G-Use-Cases-and-Analysis.pdf

10. Sakhnini, A., Guenach, M., Bourdoux, A., Pollin, S.: A Cramr-Rao lower bound for
analyzing the localization performance of a multistatic joint radar-communication
system. In: IEEE JC&S, Dresden, Germany, pp. 1–5 (2021)

11. Ellison, S., Nanzer, J.A.: High-accuracy localization in joint radar and commu-
nications systems using multi-tone waveform modulation. In: IEEE AP-S/URSI,
Montral, Qubec, Canada, pp. 1635–1636 (2020)

12. Kim, Y.H., Choi, J., Nemati, M.: Toward joint radar, communication, computation,
localization, and sensing in IoT. IEEE Access 10, 11772–11788 (2022)

13. Vu, V.T., Ivanenko, Y., Sjgren, T.K., Pettersson, M.I.: Realizing SAR for localiza-
tion on mobile equipment with integrated radar system. In: Proceedings of IEEE
IAICT, Bali, Indonesia, pp. 1–7 (2023, accepted for publication)

14. Vu, V.T., Ivanenko, Y., Batra, A., Sjgren, T.K., Pettersson, M.I., Kaiser, T.: Imple-
menting backprojection at base station for precise localization in indoor environ-
ment. In: Proceedings of IEEE RIVF, Hanoi, Vietnam, pp. 1–6 (2023, submitted
for publication)

15. Beard, C., Stallings, W.: Wireless Communication Networks and Systems, 1st edn.
Pearson, London, UK (2015)

16. Hellsten, H., Andersson, L.E.: An inverse method for the processing of synthetic
aperture radar data. Inverse Probl. 3(1), 111–124 (1987)

17. Kueppers, S., Jaeschke, T., Pohl, N., Barowski, J.: Versatile 126–182 GHz UWB
D-band FMCW radar for industrial and scientific applications. IEEE Sens. Lett.
6(1), 1–4 (2021)

18. Skolnik, M.I.: Radar Handbook, 2nd edn. McGraw-Hill, New York (1990). ch. 16

https://www.ngmn.org/wp-content/uploads/NGMN-6G-Use-Cases-and-Analysis.pdf
https://www.ngmn.org/wp-content/uploads/NGMN-6G-Use-Cases-and-Analysis.pdf


Information Processing and Data
Analysis



Facial Skin Condition Detection Using Deep
Learning-Building Skin Care System

Anh-Thu T. Chau, Duc-Man Nguyen(B), Nghia-Khue Hoang, Minh-Phu Phan,
Phuoc-An Dong, and Kim-Sanh Tran

International School, Duy Tan University, 550000 Da Nang, Vietnam
{chautanhthu,hoangnghiakhue,phanminhphu1,

dongphuocan}@dtu.edu.vn, {mannd,trankimsanh}@duytan.edu.vn

Abstract. The demand for skincare solutions has grown significantly in recent
years, with individuals of all genders seeking ways to maintain healthy and beauti-
ful facial skin. However, environmental pollutants, stress, and hormonal changes
can negatively impact the skin, leading to issues like acne and dark spots. To
address these concerns, we have developed FaSkare, an intelligent facial skin
condition detection system. FaSkare utilizes advanced technologies, including
FastAI and deep learning, to analyze and accurately predict users’ facial skin con-
ditions. By understanding the precise condition of their skin, users can receive
personalized recommendations for suitable skincare services and cosmetics. The
system is designed to be practical and effective, capable of being applied in various
conditions. Experimental results demonstrate the practicality and effectiveness of
FaSkare in analyzing facial skin conditions and providing tailored solutions. The
system’s user-friendly website platform ensures ease of use and accessibility for
individuals seeking skincare advice. By leveraging the power of data and machine
learning, FaSkare aims to bridge the gap between beauty awareness and accessible
skincare solutions.

Keywords: FaSkare · Facial skin care · FastAI · Deep learning · facial detection

1 Introduction

In today’s modern era, skincare has become a common concern for both women and
men, as the desire for beauty is universal. Among all aspects of skincare, the condition of
facial skin holds paramount importance.Our facial skin is exposed daily to environmental
factors such as smoke, dust, and ultraviolet rays, along with the effects of life pressures,
work stress, nutritional deficiencies, and hormonal changes. These factors can weaken
the facial skin and lead to issues like acne, dark spots, and freckles.

To maintain the long-term beauty and health of the skin, it is essential to engage in
daily skincare routines that nourish the skin from within and protect it from external
agents. Consistent skin care practices can effectively prevent early skin problems and
minimize aging and damage. However, not everyone has sufficient time or knowledge
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about proper facial skincare procedures. The demands of busy daily lives often make it
challenging to visit beauty salons or allocate hours for skincare routines. Furthermore, the
ongoing challenge of the Covid-19 pandemic has further complicated matters, making
it difficult for individuals to access beauty salons or seek professional advice while
adhering to social distancing measures.

Artificial Intelligence (AI) has emerged as a practical solution in various domains [4,
5], attracting considerable attention due to its potential to process vast amounts of data
at an unprecedented speed. AI technology enables machines to perceive the world like
humans, learn autonomously, and solve real-life problems effectively. Computer Vision,
a subset of AI, has witnessed rapid expansion and has found application in diverse real-
world scenarios [6]. In light of these considerations, we propose a solution that leverages
FastAI [1, 2], a powerful deep-learning framework, for detecting facial skin conditions
and determining skin types. Additionally, we utilize TFLearn [3], a transparent and
modular deep learning library built on top of TensorFlow, to enhance the accuracy and
effectiveness of our approach.

By employing AI technologies for facial skin detection and classification, we aim to
address the challenges mentioned earlier and provide individuals with a comprehensive
skincare system that can assess their skin conditions and recommend suitable skincare
routines. This solution offers a convenient alternative for those who have limited time,
lack knowledge of skincare, or face difficulties accessing traditional skincare services
due to the constraints of daily life or external factors such as the Covid-19 pandemic.

The remainder of this paper is organized as follows: Sect. 2 introduces some
approaches and projects related to our work; Sect. 3 presents the proposed solution,
Sect. 4 presents the experimental results, and lastly, Sect. 5 gives a conclusion of what
has been currently achieved and future work.

2 Related Work

In the modern era of information and communication systems, people have become
reliant on online applications [7], which have become indispensable tools for addressing
various life challenges [8].

FastAI [1] is a deep learning library that offers practitioners high-level components
capable of delivering state-of-the-art results in standard deep learning domains. Addi-
tionally, it provides researchers with flexible low-level components that can be combined
to create novel approaches.

Numerous studies have emphasized the significance of skincare, given the difficulty
people face in determining their skin type and effectively caring for their skin tomaintain
its health. This system incorporates CNN and DNN to implement facial recognition
functionalities and chatbots.

Several existing applications cater to skincare users and offer various features, as
outlined in Table 1. For instance, TroveSkin [9] enables users to identify their skin trig-
gers by monitoring skincare products, lifestyle choices, habits, and more. VietSkin [10]
serves as a platform connecting patients with dermatologists for remote dermatology
consultations. Skincare Routine [11] assists in creating personalized skincare routines,
organizing beauty and makeup products, understanding their proper usage order, and
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tracking usage. FeelinMySkin Skincare Routine [12] provides users with a comprehen-
sive skincare app that facilitates routine creation for consistent skincare, tracks product
usage, and expiration dates, monitors changes in the skin, and offers skincare tips and
information about ingredient purposes.

Table 1. Compare FaSkare with the app on the market.

Features Trove-Skin VietSkin SkincareRoutine FeelinMySkin FaSkare

Recommend effective
services

+ +

Track user’s cosmetic +
Track & compare
changes in skin

+ +

Create a personalized
routine for your
skincare

+ +

Facial skin condition
analysis

+ +

Skincare advice + +
AI Chatbot +
Spa booking +
Connect with doctor + +
Find effective
cosmetic

+ + +

Chat real-time + +
Remind & notification + + +

Facial skin detection and classification using deep learning has garnered significant
attention in the field of computer vision, resulting in numerous research endeavors.
Noteworthy contributions in this domain include the works of Deng et al. [13], which
provide a comprehensive overview of recent advancements in deep learning-based face
recognition techniques, covering face detection, alignment, feature extraction, and clas-
sification. Mellouk et al. [14] present the current state-of-the-art in Facial Expression
Recognition (FER) utilizing deep learning, discussing crucial insights and challenges
across datasets and preprocessing, model architecture, training and optimization, and
evaluation metrics. Prasad [16] proposes a deep learning-based approach for face rep-
resentation under various conditions, encompassing occlusions, misalignment, different
head poses, changing illuminations, and flawed facial feature localization. This paper
investigates two popular deep learning models, Lightened CNN and VGG-Face, for
extracting face representations. Additionally, Jin et al. [15] introduce Deep facial diag-
nosis, a technique that employs transfer learning from face recognition to facilitate facial
diagnosis. This approach involves fine-tuning a pre-trained CNN on a smaller labeled
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dataset of facial images tailored to the specific diagnosis task. Deep facial diagnosis
demonstrates promising results in diverse medical applications, including skin cancer
detection, predicting cardiovascular disease risk, and identifying genetic disorders. The
utilizationof deep learning techniques inmedical diagnosis holds the potential to enhance
accuracy and efficiency, ultimately leading to improved patient outcomes.

Despite the abundance of beauty care applications in the current market, there is
a lack of applications capable of swiftly detecting facial skin conditions or identifying
acne typeswhile seamlessly integrating additional utilities for users, such as personalized
cosmetic suggestions, direct consultationwith doctors, and schedulingwithin the system.

To address this gap, we have developed FaSkare, a comprehensive system that not
only detects acne on the skin but also integrates a multitude of utilities to deliver an
exceptional user experience.

3 Proposed Solution

A high-level overview of the process that we propose for building a facial skin condition
detection system using deep learning is as follows:

1. Data Collection: Gather a diverse dataset of facial images that cover different skin
conditions, such as acne, wrinkles, dark spots, rosacea, etc. The images are labeled
with the corresponding skin condition for training purposes.

2. Data Preprocessing: Clean and preprocess the collected dataset. This step involves
resizing the images, normalizing pixel values, and applying any necessary image
augmentation techniques to increase the robustness of the model.

3. Model Selection: FastAImodel and Convolutional Neural Networks (CNNs) are used
for facial skin detection and image classification tasks (detailed in the experiment
section).

4. Model Training: Split the dataset into training and validation sets. Use the training set
to train the selected model on the labeled facial images. During training, the model
will learn to extract relevant features from the images and classify them into different
skin conditions. Optimize the model using an appropriate loss function and update
the model’s parameters using backpropagation and gradient descent.

5. Model Evaluation: Evaluate the trained model’s performance on the validation set
to assess its accuracy, precision, recall, and F1 score. Fine-tune the model and
hyperparameters, if necessary, to improve its performance.

6. Deployment: the model can be deployed as part of a skincare system. This system
can take input images of faces, process them using the trained model, and provide
predictions and recommendations based on the detected skin conditions. It will be
deployed as a web-based application - FaSkare.

7. Ongoing Improvement: Continue to collect new data and periodically retrain the
model to improve its accuracy and keep it up to datewith emerging skin conditions and
trends. Incorporate user feedback and iterate on the system based on user experiences
and requirements.

The process of facial skin condition detection and classification using a CNNmodel
and Fastai can be carried out using five steps, as depicted in Fig. 1. The experimental
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section of this paper provides detailed information about each of these steps. In addition
to facial skin condition recognition and classification, our approach involves the devel-
opment of an intelligent chatbot using the TFLearn model, which offers automated skin
care advice.

Fig. 1. FastAI model workflow utilizing our proposed solution.

The overall architecture of our proposed solution, along with its components and
related elements, is illustrated in Fig. 2.

Fig. 2. Architecture of the FaSkare system using Deep Learning

This architecture consists of two subsystems: the customer subsystem and the man-
agement subsystem. Within the customer subsystem, there are implemented models for
facial recognition, skin classification, and chatbot AI. Additionally, the customer sub-
system includes components/features that support users, such as recommendations for
skincare services and medical products, consultation services, scheduling appointments,
and online payment. The management subsystem, on the other hand, comprises compo-
nents that manage the post-service interactions related to skincare consultation for users
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who have utilized the online services. It also handles the management of interactions
among relevant parties within the system. Table 2 describes the roles and responsibilities
of each component in the architecture of the FaSKare system shown in Fig. 1.

Table 2. Component and Connector Element & Responsibility Description

Element Responsibilities

Web Application Web Client is an application for end-user

Web Management Web Management is an application for managing, admin

Payment service The payment service is Paypal API (third-party) for user payment
service

AI Chatbot service AI chatbot service is a bot to an assistant for customer

Detect service Detect services help the user identify their facial skin condition and
type

Database A database is a component that contains data of the system

Call video Service Call video service is Stringee API (third-party) for use to call video
together

Send reminder Service Send reminder service is Mailjet API (third-party) for use to send
mail

The system FaSkare has been developed based on the business need illustrated in
Fig. 3 below:

Fig. 3. Context diagram of a FaSkare system

Face SkinDetect:This component receives images from customers and predicts their
facial skin condition and type.
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Manager: Also known as the system administrator, this role involves managing the
services, viewing statistics and reports, overseeing center employees, and handling user
notifications regarding their schedules.

Doctor: The doctor directly examines customers’ skin and provides face-to-face or
online consultations, including real-time chat and calls.

Employee: Employees can manage customer bookings, including accepting or deny-
ing appointments, scheduling bookings, maintaining customer records, engaging in chat
conversations to address inquiries, and providing advice.

Customers: Customers have various capabilities, such as booking appointments and
making online payments, engaging with a chatbot for automated assistance and answers
to questions, communicating with doctors for advice and additional inquiries, using a
camera or selecting a picture from their gallery to detect their facial skin condition, man-
aging their medical records, and connecting with other individuals within the system’s
community.

AI Chatbot: This intelligent chatbot is responsible for answering customer questions
and performing automated tasks on their behalf.

4 Experiment Results

FaSkare is deployed according to the business requirements and system architecture
depicted in Fig. 4. The system is deployed within a website environment, where it
interacts with the server throughAPIs to access andmodify data in theMySQL database.
Additionally, the system utilizes APIs to provide results back to customers.

Fig. 4. Deployment Architecture of FaSkare



142 A.-T. T. Chau et al.

The implementation of facial skin condition recognition and classification, based on
the FastAI model, is carried out through the following five steps in the experimental
phase.

Step 1: Download data or prepare data set and label for them. Figure 5 shows the
example of preparing and labeling dataset and data training for each skin.

We have built datasets for 20 different facial skin types shown in Table 3.

Table 3. The dataset for training and testing of 20 facial skin types

N.O Facial skin condition type Training Test

1 Acne fulminans 63 7

2 Tinea facialis 64 7

3 Blackhead 63 7

4 Dermatitis perioral 63 7

5 Eksim 63 7

6 Flek hitam 66 7

7 Folikulitis 62 7

8 Fungal acne 63 7

9 Herpes 63 10

10 Karsinoma 63 7

11 Kutil filiform 63 7

12 Melanoma 63 7

13 Milia 77 7

14 Panu 63 7

15 Papula 63 7

16 Psoriasis 63 7

17 Pustula 63 7

18 Rosacea 76 7

19 Tinea facialis 63 7

20 Whitehead 63 7

SUM 1290

STEP 2: Structure Data has restructured the datasets before training them.
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FastAI has an extremely flexible system called the data block API. With this API
you can fully customize every stage in the creation of your DataLoaders. Here is what
we need to create DataLoaders for the dataset that we just prepared.

Fig. 5. Example of prepare and label data set and data train for each skin type

We provide a tuple where we specify what types we want for the independent and
dependent variables: blocks= (ImageBlock, CategoryBlock).

• The independent variable is the thing we are using to make predictions (image) - is
often referred to as x.

• The dependent variable is our target (label - type of facial skin condition) for each
image. - is often referred to as y.

The get_image_files function takes a path and returns a list of all of the images in
that path. We simply want to split our training and validation sets randomly.

• Validation: 20%
• Training: 80%



144 A.-T. T. Chau et al.

• parent_label is a function provided by FastAI that simply gets the name of the folder
a file is in.

• To group them in a big array (usually called a tensor) that is going to go through our
model, they all need to be of the same size (224-pixel square). We use 224 pixels
because this is the standard size for historical reasons. If you increase the size, you’ll
often get a model with better results (since it will be able to focus onmore details), but
at the price of speed and memory consumption; the opposite is true if you decrease
the size.

• Data augmentation refers to creating random variations of our input data, such that
they appear different, but do not actually change themeaning of the data. Examples of
common data augmentation techniques for images are rotation, flipping, perspective
warping, brightness changes, and contrast changes.

Step 3: Create DataLoaders.

dls = skin_condition.dataloaders(‘./skin_condition’)

• DataLoaders: A class provided by FastAI that allows the storage of multiple Dat-
aLoader objects. Typically, it includes a training DataLoader and a validation
DataLoader.

• For these DataLoaders, the underlying items are file paths. It is necessary to instruct
FastAI on how to obtain a list of these file paths.

Step 4: Create Learner:

Learn = cnn_learner(dls, resnet34, metrics = error_rate)

FastAI is utilized to create a convolutional neural network (CNN) by specifying the
desired architecture, training data, and metric selection. Here are the key points:

• CNNs are the cutting-edge approach for developing computer visionmodels, drawing
inspiration from the human visual system’s functioning.

• Specifically, we will employ the ResNet34 architecture, which is a state-of-the-art
model widely used in solving various computer vision tasks. The “34” in ResNet34
denotes the number of layers in this variant (other options include 18, 50, 101, and
152).

• Modelswithmore layers require longer training time and are susceptible to overfitting.
However, with larger datasets, they can yield higher accuracy.

• A metric is a function that assesses the model’s predictions using the validation set
and is displayed at the end of each training epoch.

• The error_rate metric, provided by FastAI, determines the percentage of misclassified
images in the validation set.

• The accuracy metric can be calculated as 1.0 minus the error_rate, providing the
proportion of correctly classified images.

Step 5: Train model:

• Fine-tuning: Fine-tuning is a transfer learning technique where a pre-trained model’s
parameters are utilized, and these parameters are updated by training for additional
epochs using a different dataset.
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• When employing the fine-tuning method, FastAI automates several techniques for
you. There are a few adjustable parameters, and the process consists of two steps:

– The first step involves fitting only the necessary parts of the model for the new
random head to function with your dataset. This is accomplished during a single
epoch.

– The second step involves fitting the entire model using the predefined number of
epochs specifiedwhen calling themethod. During this step, the weights of the later
layers, particularly the head, are updated at a faster rate compared to the earlier
layers. Typically, the earlier layers do not require significant modifications from
the pre-trained weights, as we will explore further (Fig. 6 and Table 4).

Fig. 6. Train model

Result of the Experiment:

Discussion:
The experimental results demonstrate the practicality and effectiveness of FaSkare. The
average time per detection attempt is approximately 0.2 s on a 200 x 200px frame, with
slight variations for larger frames. The overall accuracy of FaSkare is reported to be
75%, with over 85% accuracy on facial skin with a filled background and average size.
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Table 4. The experiment results.

Average time per detection attempt Approx. 0.2 s on a 200 x 200px frame (region), varies
slightly up to 960 x 1080 frame

Average accuracy 75% overall

Facial skin condition accuracy 75% overall
Approx. Over 85% on the facial skin with filled
background, average size
Below 65% when the facial skin is greater than 60% of
the image

Fig.7. Example screenshot of FaSkare for detection of skin type

However, the accuracy drops below 65% when the facial skin occupies more than 60%
of the image.

We acknowledge the limitations encountered during the research, such as the need
for a larger and more diverse dataset for certain facial skin conditions. Additionally,
this study highlights the potential for future improvements, such as incorporating more
advanced image augmentation techniques and exploring other deep learning models for
enhanced accuracy. Figure 7 demonstrates an instance of skin type detection.

5 Conclusion

The study presents FaSkare as a comprehensive system that addresses the lack of appli-
cations capable of swiftly detecting facial skin conditions while seamlessly integrating
additional utilities for users. By utilizing the FastAI model and Convolutional Neural
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Networks (CNNs), FaSkare demonstrates its effectiveness in detecting and classifying
various skin conditions, including acne, wrinkles, dark spots, and rosacea.

The result highlights the importance of data collection and preprocessing in build-
ing an accurate and robust facial skin condition detection system. By gathering a
diverse dataset of labeled facial images and applyingnecessarypreprocessing techniques,
FaSkare ensures the reliability of its model.

The limitation of the study is the need for a larger andmore diverse dataset for certain
skin conditions that will improve in the future. We also explore advanced image aug-
mentation techniques and consider alternative deep learning models to further enhance
the accuracy and performance of FaSkare.

Overall, the study result demonstrates the effectiveness of FaSkare in providing
an exceptional user experience by offering personalized cosmetic suggestions, direct
consultation with doctors, and scheduling within the system. FaSkare fills the existing
gap in themarket for comprehensive beauty care applications and showcases the potential
of AI-based solutions in the beauty industry.
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Abstract. Recent research has shown that multi-modal learning is a
successful method for enhancing classification performance by mixing
several forms of input, notably in speech-emotion recognition (SER)
tasks. However, the difference between the modalities may affect SER
performance. To overcome this problem, a novel approach for multi-
modal SER called 3M-SER is proposed in this paper. The 3M-SER
leverages multi-head attention to fuse information from multiple fea-
ture embeddings, including audio and text features. The 3M-SER app-
roach is based on the SERVER approach but includes an additional
fusion module that improves the integration of text and audio features,
leading to improved classification performance. To further enhance the
correlation between the modalities, a LayerNorm is applied to audio
features prior to fusion. Our approach achieved an unweighted accu-
racy (UA) and weighted accuracy (WA) of 79.96% and 80.66%, respec-
tively, on the IEMOCAP benchmark dataset. This indicates that the
proposed approach is better than SERVER and recent methods with
similar approaches. In addition, it highlights the effectiveness of incor-
porating an extra fusion module in multi-modal learning.

Keywords: 3M-SER · Multi-modal analysis · Speech Emotion
Recognition · Multi-head Attention · Multi-feature Embeddings

1 Introduction

Speech emotion recognition (SER) is a rapidly growing field of research that
focuses on the development of algorithms and systems capable of automati-
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cally detecting, analyzing, and interpreting emotions conveyed through speech.
The capacity to detect emotional states from speech offers a broad scope of
potential benefits and useful applications, encompassing healthcare, education,
entertainment, and human-computer interaction. Traditionally SER focused on
analyzing only the audio component of speech to detect and interpret emotions.
Feature extraction from speech signals has been the mainstay of SER, where
various acoustic features such as pitch, loudness, spectral [1], spectrograms [2]
are extracted from the speech signal and used to recognize emotions. Deep learn-
ing (DL) models are often used as end-to-end models that can learn to extract
relevant features from the audio and directly predict the emotion label. Pham et
al. [2] developed a DL approach for speech emotion recognition that involved
modifying an existing DL model and incorporating a novel loss function specifi-
cally designed for recognizing emotional states from speech signals. Bao et al. [3]
took a different approach by proposing a DL-based model as a data augmentation
method to improve the performance of SER systems. Specifically, they developed
a generative adversarial network with emotional style transfer that can generate
emotional data samples, thereby increasing the amount and diversity of training
data and enhancing the performance of the SER system.

As stated in [4], most previous methods only focus on a single modality, either
audio or text input, to recognize emotional states. In recent years, researchers
have recognized that using multiple modalities, such as audio combined with
text, can improve the accuracy of emotion recognition. A multi-modal SER sys-
tem can capture complementary information from different modalities and com-
bine them to provide a more complete understanding of the emotional state of
the speaker. SERVER [5] is a recent example of a multi-modal SER system that
combines information from both audio and text modalities. In the SERVER [5]
system, audio features are extracted from the speech signal using Mel frequency
cepstral coefficients (MFCCs) and are fed into the pre-trained VGGish [6]. To
obtain the embedding of text input, the pre-trained BERT [7] model is utilized
for text embedding. The embeddings are then combined using concatenation and
fed to a fully connected layer for emotional state classification.

The SERVER [5] has shown an increase in performance in the system by
using multi-modal. However, the difference between the emotions represented in
text and in audio may affect the performance of the model. SERVER [5] only
uses the concatenation of the feature of text and audio which may create a huge
impact on the classifier head if the model relies on the text feature too much to
classify the emotion rather than rely on the audio feature. For instance, if the
text contains the word “cry”, but the audio does not reflect sadness, the system
may bias to recognize the emotions of the audio as sadness rather than neutral
or the label emotion.

To overcome the aforementioned problem, we propose a novel method that
fusion the feature embeddings of text and audio through an attention [8] mech-
anism. Our approach uses multi-head attention, which is a type of attention
mechanism that allows the model to attend to different parts of the input simul-
taneously and learn which parts are most relevant for predicting the emotion.
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Experimental results of our method IEMOCAP [9] have shown improved perfor-
mance by integrating the attention fusion module into the SERVER model. Our
method achieved a new highest score on IEMOCAP [9] with a UA of 79.96%
and a WA of 80.66%, respectively.

The structure of this paper is organized as follows. Section 1 provides an intro-
duction to the study. Section 2 presents a summary of the literature review and
related studies. In Sect. 3, we elaborate on the motivation behind the proposed
methodology and provide a detailed explanation of the methodology itself. The
employed dataset, experimental setup, preliminary results, and discussions are
presented in Sect. 4. Finally, Sect. 5 concludes the study and outlines potential
future work.

2 Related Work

The emotions in human speech are complicated and are not easy to recognize
even if the listener is a human. Numerous research efforts have focused on analyz-
ing speech features and accurately classifying them to enhance speech emotion
recognition.

Particularly, Google researchers [6] have recently proposed a method that
applies CNN architectures to convert audio into a latent space dimension known
as audio embedding. A feature extraction model, namely VGGish is applied to
the log Mel-Spectrogram, which is transformed from the audio input, to retrieve
an audio embedding. The design of VGGish is influenced by the popular VGG
networks used in image classification and can function either as a feature extrac-
tor or as a downstream classification model. VGGish has shown a high perfor-
mance on a large-scale audio dataset (AudioSet) [10].

BERT (Bidirectional Encoder Representations from Transformers) [7] is a
powerful language model that has been widely used in natural language process-
ing (NLP) tasks such as sentiment analysis and emotion detection. In addition
to its applications in sentiment analysis and emotion detection, BERT has also
been combined with other modalities such as text and audio to create multi-
modal models. Multimodal models combine different types of data to gain a
more comprehensive understanding of the input and improve the accuracy of
the models.

For instance, Lee et al. [11] took multimodal modeling further by combining
BERT with heterogeneous features extracted from multi-modal inputs, including
textual, visual, and acoustic information, to enhance the ability of the BERT
model to recognize emotional states. By incorporating these additional features,
the model achieved improved accuracy and outperformed previous state-of-the-
art models on several benchmark datasets. This demonstrates the potential of
combining BERT with other modalities to create more effective multimodal mod-
els for emotion recognition.

Recent studies have investigated the use of both audio and text inputs in DL
models for SER. Lee et al. [12] proposed a cross-attention network that aligns
audio and text embeddings for multimodal SER. By employing bidirectional



Multi-head Attention Fusion of Multi-feature Embeddings for SER 151

LSTM, the audio embedding was created by processing the Mel-frequency cep-
stral coefficients (MFCCs) that were extracted from the audio waveform. Simi-
larly, the text embedding was generated by using bidirectional LSTM to process
the extracted GloVe embeddings. These embeddings were then fed into the cross-
attention network for final emotion classification. Yoon et al. [13] proposed an
audio recurrent encoder and a text recurrent encoder for multi-modal SER based
on MFCC features and word embedding that was extracted from audio and text,
respectively. Pham et al. [5] proposed a multi-modal speech emotion recognition
using BERT and VGGish (SERVER). SERVER is very competitive and better
than most of the latest and state-of-the-art methods using multi-modal analysis
for SER. It achieves 63.10% unweighted accuracy and 63.00% weighted accuracy
on the IEMOCAP [9] dataset.

Fig. 1. The flowchart of the SERVER [5].

3 Methodology

3M-SER is an improved version of SERVER [5] by extending the architec-
ture with the addition of multi-head attention over the fusion module and the
text module. As shown in Fig. 1, the audio input is transformed to log Mel-
Spectrogram of 96 × 64 bins and fed into the pre-train VGGish [6] model to
extract audio features. The text features are extracted using the pre-trained
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BERT [7] model. Both audio and text are transformed to the latent spaces
dimension which can represent their features in a fixed size. These features can
be called text-embedding vt ∈ Rdt and audio-embedding va ∈ Rda The different
sizes of the latent spaces in each feature require designing a module to combine
these features. SERVER [5] proposes to transform the text-embedding vt spaces
to the va by simply adding a linear layer after the output of the BERT [7] model.
After obtaining the text and audio embeddings, they are combined through con-
catenation to create a fusion feature, which is employed in the classification of
emotional states. This method shows an improvement in the performance model,
however, we can further improve this result by designing an attention fusion
module rather than the simple linear. The details of our method are shown in
Fig. 2.

Fig. 2. The flowchart of the proposed 3M-SER.

A multi-head attention [8] block is applied to the text embeddings to figure
out which feature is useful to the classification process. This block also converts
the text embeddings from vt spaces to the va by using a linear and Layer-
Norm [14] after the multi-head attention.
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Although the dimension of the audio embeddings stays the same, the com-
bination of the audio embeddings with the text embeddings feature creates a
significant disparity in the feature values of vt and va that are derived from their
corresponding pre-trained feature extraction model. The BERT model tries to
transform a text to vt ∈ Rdt which Rdt mostly in [−2.0, 2.0] while the VGGish [6]
transforms the log Mel-Spectrogram to va ∈ Rda which Rda mostly in [0.0, 255.0].
This imbalance may lead to audio-based judgment much more than the text fea-
ture and may overwhelm the text feature if we simply concatenate two features
without performing any linear layer. To make the fairness between each feature,
we apply the LayerNorm [14] to both the audio embedding and text embedding.
LayerNorm [14] will make both the va and vt have a closer value which makes
the 3M-SER slightly study better.

In the concatenate layer, rather than the fusion of two features based on the
dimension space like SERVER [5], our 3M-SER fuses two features based on the
tokens and samples axis of text embeddings and audio embedding, respectively.
This technique will help 3M-SER view the entire sentence and Mel-Spectrogram
samples to assess the emotion in the sound through another multi-head atten-
tion [8] block.

4 Preliminary Results and Discussion

4.1 Dataset

In our experiments, we use the same dataset which is used to evaluate the
SERVER [5] and other single-modal approaches. The Interactive Emotional
Dyadic Motion Capture (IEMOCAP) dataset, as described in [9], is a multi-
modal and multi-speaker database containing the acted audiovisual data. The
dataset comprises around 12 h of content, including video, speech, motion cap-
ture of facial expressions, and text transcriptions. To validate the effectiveness of
the 3M-SER along with SERVER [5], the same text, audio, and number of sam-
ples are investigated in this study. The same dataset contains only four major
classes such as anger (1,103 samples), happiness (1,635 samples), sadness (1,084
samples), and neutral (1,708 samples). The distribution of each class used in this
study is shown in Fig. 3.

4.2 Experimental Setup

The 3M-SER is implemented using the PyTorch [15] DL framework and trained
on a Linux machine (Debian Bookworm) with Intel(R) Core(TM) i9-12900K,
64 GB RAM, and 1 Nvidia GeForce RTX 3090 Graphics Card. We follow the
settings in SERVER [5] to set our optimizer, the learning rate decay, and the
dataset. The multi-head attention component, which is composed of 8 heads, is
succeeded by a linear layer and a LayerNorm layer [14]. The multi-head attention
block after the text embedding has the linear layer with 768 in-feature and 128
out-feature to convert text latent space dimension from vt ∈ R768 to vt ∈ R128
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Fig. 3. The distribution of the employed emotions in the IEMOCAP dataset used for
training 3M-SER.

for the concatenating process in fusion module. The same multi-head attention
block is applied after the fusion module, however, the in-feature and out-feature
in the linear layer are set to 128. Two linear layers with 64 and 4 units in the
fully connected (FC) layers are added after embedding fusion. The 4 units are
the classification head with softmax activation which is used to calculate the
category cross-entropy loss.

4.3 Results and Discussion

Figures 4a, 4b, and 5 display the confusion matrices of the models using only text
embedding, only audio embedding, and both embeddings, respectively, which
were reported in SERVER [5]. Figures 6a and 6b display our 3M-SER confu-
sion matrices which show the impact of the fusion module on the SERVER [5]
model and the effect of LayerNorm [14]. It is observed that adding an attention
mechanism can improve the performance of the model through the meaning of
text and audio. The accuracy of 3M-SER helps improve the model recognition of
“anger”, “happiness”, and “sadness”, however, the model is still confused about
“neutral” emotion and seems to fail to recognize it.

Table 1. Performance comparison of the different multi-modal SER methods on the
IEMOCAP dataset.

Method Accuracy (%)

UA WA

Ref. [16] 51.70 –

Ref. [17] 56.00 61.20

Ref. [12] 48.70 57.90

SERVER [5] 63.00 63.10

3M-SER 75.35 76.81

3M-SER with LayerNorm 79.96 80.66
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Fig. 4. The confusion matrix of the SERVER [5] using single data.

Fig. 5. The confusion matrix of the SERVER [5] using both text and audio embeddings.

Fig. 6. The confusion matrix of the proposed 3M-SER using both text and audio
embeddings with attention fusion module.
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As shown in Table 1, the proposed method has the best accuracy in terms
of unweighted accuracy and weighted accuracy. Table 1 demonstrates that the
proposed method outperforms other methods in both unweighted accuracy and
weighted accuracy. Compared to notable references such as [12,16,17] and [5],
the proposed method achieves the improvements of 10.88%, 15.18%, 18.18%
and 3.88%, respectively, in terms of UA. Similarly, the proposed method sur-
passes [12,17], and [5] by 6.01%, 9.31% and 4.11%, respectively, in terms of WA.
Moreover, Table 2 presents a comparison of different methods in terms of model
complexity and performance, including the number of parameters (Params),
FLoating point OPerations (FLOPs), and accuracy. Based on Tables 1 and 2,
although the proposed 3M-SER method has the highest complexity, its perfor-
mance shows a significant improvement.

Table 2. Comparison of model complexity and performance for different multi-modal
SER methods on the IEMOCAP dataset.

Method Params FLOPs Accuracy (%)

UA WA

Text Only 109M 0.00683G 57.67 57.77

Audio Only 72M 1.73G 57.56 58.41

SERVER [5] 181M 1.74 G 63.00 63.10

Ours 203M 1.74 G 79.96 80.66

5 Conclusion and Future Work

In this paper, a novel multi-head attention fusion mechanism has been proposed
to improve the accuracy of multi-modal speech emotion recognition. Learning
from the text embeddings and audio embeddings which are extracted from the
BERT and VGGish respectively using the attention mechanism helps model
learning better on understanding the meaning of text along with the audio. The
experimental results have shown that our proposed method improved the perfor-
mance of the previous multi-modal. The proposed method achieves the highest
UA of 79.96% and WA of 80.66%, respectively, on the IEMOCAP dataset.

In future work, we plan to investigate multi-lingual and multi-task learn-
ing approaches to further extend this study. This extension aims to enhance
the generalization and robustness of multi-modal speech emotion recognition
(SER) systems. Additionally, the exploration of new architectures, along with
the utilization of data collection and augmentation techniques such as hybrid
data augmentation (HDA) [18], will be considered. These efforts aim to further
improve the model performance, reduce the bias among features, and generate
additional data for the task of speech emotion recognition. Moreover, in this
preliminary study, we have observed the significance of correlation or similarity
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between different modalities. Therefore, in the extended version of this study, we
will place significant emphasis on exploring the similarity/correlation between
text embeddings and audio embeddings to improve the overall performance of
the multi-modal SER system.
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Abstract. Deep learning models often consist of millions or even bil-
lions of parameters, making it challenging to deploy them on devices
with limited resources. Therefore, this study presents scenarios to assess
the computational capability of edge devices to provide an evaluation of
the learning performance of distributed learning methods. It focuses on
using Deep Neural Network and the handwritten digit dataset (MNIST)
in edge computing to evaluate the performance of distributed learning
methods (no-offloading, full-offloading, split computing, and federated
computing) in both ideal and realistic conditions. The performance evalu-
ations are based on Precision, Recall, Accuracy, F1-score, and Estimated
time complexity. The findings indicate that the full-offloading method
achieved the highest performance in ideal conditions. However, in real-
istic situations, the split computing and federated computing methods
performed better than the others.

Keywords: Edge Computing · Split Computing · Deep Neural
Networks · computation offloading

1 Introduction

Deep Neural Networks (DNNs) have become increasingly popular in recent years
due to their ability to learn and represent complex features in data. It consists
of multiple layers of interconnected nodes used to process and transform input
data and generate output predictions. By utilizing DNNs in mobile devices, we
can develop predictive models that analyze user behavior and learning patterns,
then generate personalized recommendations for individual users. However, the
processing power and memory requirements of DNNs are significant, which is
a challenge for resource-constrained mobile devices. Mobile Edge Computing
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(MEC) was first proposed in 2014 to reduce latency and improve the perfor-
mance of mobile applications by processing data closer to the end user rather
than in a centralized data center. MEC can help to offload some of the process-
ing requirements of DNNs from mobile devices to the edge cloud that allows
faster and more efficient processing of user data and enables new and innovative
applications for self-studying systems in mobile devices. The current approach
would focus on the “Machine learning” branch. MEC is predicted to promote
self-learning approaches in the “Distributed computing methodologies” branch
with less human intervention in processing input data. This research represents
the performance analysis of 4 methods.

The rest of the paper is organized as follows. Section 2 provides an overview
of related works. The main model used in this research is outlined in Sect. 3,
and Sect. 4 presents evaluations of different approaches based on the selected
standards derived from the experiments. Finally, Sect. 5 offers a conclusion.

2 Related Works

There are continuous new technologies and a list of updated research studies to
optimize the user’s experiment with higher speed and lower latency, increased
capabilities and coverage, enhanced network reliability, efficient spectrum utiliza-
tion, etc. This section focuses on recent research studies to overview the ways
human beings reduce the computational complexity of DNNs. Some lightweight
models such as MobileNets [1–3] are specially designed with very small, low
latency models to easily match with resource-constrained devices. A different
approach to building a small DNNs model is compressing a large model [4]
has been proposed in the literature. The compression model changes the initial
structure of DNNs by trying to remove parameters that are not crucial to model
performance. Another approach, called Early Existing (EE) [5,6], adds early exit
points after hidden layers of DNNs to give the chance for inputs to be classified
early before reaching the final model’s exit point. EE provides a “sub-branch”
into the DNNs models so that full computation of the model can be halted, and
the prediction result can be returned earlier than traditional ones - if the back
is not necessary and it is highly confident about the prediction. Besides, there
are numerous papers on distributed learning methods [6–10].

3 System Model

Figure 1 presents 4 approaches that this paper focuses on. With no-offloading
(Fig. 1a), the entire DNN runs on the mobile device itself, using its local
resources. This can be beneficial in situations where there is limited connec-
tivity or where the privacy of the data is a concern. However, running the DNNs
locally can be slow and resource-intensive, leading to increased power consump-
tion and reduced battery life. Full-offloading (Fig. 1b) refers to transferring some
of the computational tasks from the mobile device to a more powerful resource,
such as a cloud or a remote server. This approach can be used to speed up the
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computation of DNNs and reduce the energy consumption of mobile devices.
There are also hybrid offloading approaches, where some parts of the DNN are
run on the mobile device, and others are offloaded to the MEC server: Split
Computing (Fig. 1c) and Federated Computing (Fig. 1d). This can balance the
benefits and drawbacks of both no-offloading and full-offloading, resulting in
improved performance and reduced power consumption.

Fig. 1. Diagram of different learning approaches.

Full-Offloading. The entire DNN is offloaded to the MEC server, which runs
the DNNs on its resources. This can significantly speed up the DNN, as the MEC
server typically has more computing power and memory than the mobile device.
However, full offloading requires a stable and reliable network connection, which
may not always be available.

Fig. 2. Diagram of Split Computing.

Split Computing. Each head model network is a model that is cut in half
as F = Fclient + Fserver with the same output and derivative dl

dS to make the
data broken and then passed to train a deep server network. A DNN can be
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defined as a function F (Fig. 2), where the device is the head model and the
edge server is the tail model, which can be described as a sequence of Di at each
time point i is a Sk (partial aggregation method) of the values after the head
model’s calculation and reduction of the necessary parameters and smaller than
the input Xk. Then, calculate the loss Loss(l)) at the tail model (Fserver). Split
learning has the potential to reduce the computational and energy requirements
of the local applications as they only need to perform a partial computation.

Fig. 3. Diagram of Federated Computing.

Federated Computing. Federated Computing (FC) enables multiple devices
to collaborate on a shared computation task without requiring them to share
raw data. FC is based on the “FedAvg” federated averaging method (Fig. 3).
Let n = 1, 2, 3, ..K denote end devices while F(w) shows the loss in device k.
The goal of each round of FedAvg is to reduce the global model’s objective
w, which is just the total of the weighted average of the local device loss. A
random device is chosen. Each device receives the model and executes the SGD
on its loss function. After that, it transmits the learned model to the Fserver

for model aggregation. The server then uses the average of these local models to
update its global model. The above process of local training-global aggregation
is repeated for multiple rounds until achieving a certain level of accuracy. Each
device performs local computation on its data and shares only the parameter
with a central server.

4 Performance Evaluation

We have established an edge server environment consisting of a central server and
ten end devices. The server is configured for training using the Linux operating
system, Python 3.7, and TensorFlow 2.10 with the CuDNN library for GPU
utilization during training. Full channel conditions are assumed, and available
bandwidth between the devices and the server is ignored during simulation.
The experiments are conducted in a loop environment similar to that of real
testing devices. This project is building a 6-layer MLP model for the classification
task at hand. The input data shape and the number of layers are passed as
arguments to the nodes. The loss function is sparse categorical crossentropy. The
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Multilayer Perceptron (MLP) model with 60,970 computational parameters is
used to train the MNIST dataset, which includes 50,000 training samples, 10,000
validation samples, and 10,000 test samples. The training samples are uniformly
divided among the ten devices without overlapping. The entire test dataset is
available on the server. The SGD function is used as the optimization tool with
an initial learning rate of 0.01, which gradually decreases over the course of
the task’s iterations. For faster experimentation and development, this project
uses a High-Performance Computing (HPC) platform built on the Google Cloud
Workspace platform, using the Colab Notebook to compile with a partner GPU
for computation. This research runs both device and server on the same HPC
platform provided. Devices and server scenarios change from no-offloading, full-
offloading, and split computing, with data transfer being reduced in the number
of times compared to full transfer. Finally, the federated learning principle is
that only the MLP model parameters are shared.

Our research is evaluated based on the correlation between model predictions
and actual results. The overall result of the system is evaluated using the follow-
ing metrics: Precision, Recall, Accuracy, F1-score, and Estimated Training Time.
The research initially evaluated the use of scenario-based and random models
for devices using the Round Robin Scheduling Algorithm to ensure equal par-
ticipation of all 10 members at each parameter model time point. The choice of
using the MNIST dataset for training is popular and well-suited for DNN mod-
els, therefore, the training process consisted of approximately 100 iterations. In
addition, our research performed training on the main purpose MNIST dataset
and consulted the Fashion MNIST dataset, which is a dataset of 60,000 28× 28
grayscale images belonging to 10 fashion and clothing categories, for example.
such as shoes, t-shirts, and skirts, ... Mapped data of all integers 0–9 correspond-
ing to MNIST-like class labels (top, trouser, pullover, dress, coat, sandal, shirt,
sneaker, bag, boot) were used up in all 10 classes for the task of training in
Figs. 4, 5, 6, and 7. The experiment consists of 10,000 images equally divided
into 1,000 images for each class to compare the final prediction performance at
the server (Figs. 8 and 9). This dataset can be used as an optional alternative to
MNIST for evaluating machine learning algorithms, as it has the same 28× 28
image size, 2D data format training, validation, and testing split.

Considering the results of Fig. 4 and with positive criteria, device perfor-
mance differs significantly between scenarios and there is no overfitting. In the
theoretical condition (no noise), no-offloading only gives 92% validation data
compared to the case of full-offloading, split computing, and federated comput-
ing achieved 100%, 98%, and 98%, respectively. Specifically, no-offloading with
no edge server involvement for more learning (edge device data is independent)
makes the performance curve grow slower by only 90% at the 10th round of com-
munication. For Fashion data MNIST (Fig. 5) without input noise, within 100
communication rounds the training to find the best accuracy takes longer than
with the MNIST data, and there is a clear difference between the scenarios. In
general, the lowest no-offloading and full-offloading work best when a complete
model is learned with all data free of noise.
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Fig. 4. The average accuracy with 10 devices during the MNIST data training process
in a theoretical condition (without noise).

Fig. 5. The average accuracy with 10 devices during the Fashion MNIST data training
process in a theoretical condition (without noise).
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Fig. 6. The average accuracy with 10 devices during the MNIST data training process
in realistic conditions (with Gaussian noise).

Fig. 7. The average accuracy with 10 devices during the Fashion MNIST data training
process in realistic conditions (with Gaussian noise).
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However, considering the actual conditions (Figs. 6 and 7), we assume that
the input data has random Gaussian noise in the 2D image, just as in the real case
the data will be lost through the transmission channel, the result will be lower
than 15% on the same test conditions, within 100 rounds of communication.
Split computing shows the greatest advantage when the validation data reaches
82% with MNIST data and Fashion MNIST data is about 75%. In the remaining
cases of no-offloading, federated computing is not higher than 75% because there
are many sub-model parameters on personal data, then full-offloading reaches
80% with MNIST data, and Fashion MNIST data is about 75 % because all data
is learned on the same unified model structure.

Fig. 8. The performance of the edge server during the MNIST data training process
in ideal and realistic conditions.

In comparing the performance of each scenario at each communication round
and the final test with the test data set located at the edge server, we choose
the frequency of the performance evaluation test to be 50 times out of a total
of 100 rounds. Because of some resource optimization requirements, testing does
not take place continuously. In Fig. 8, the full-offloading scenario gives the high-
est Fig. 97.8% and when there is noise, split computing gives the final result
95% higher than the remaining scenarios due to taking advantage of device
performance and reducing resources transferred to the edge server. Second is
full-offloading 94.6% but not feasible if privacy is required. Federated computing
is the 3rd choice 91.3% in the condition that it makes sure the cloud device meets
the recommended configuration. The performance tests are still stable above 90%
and negligible compared to no-offloading 89.4% of the training plan training on
the device and ignoring the edge server, the performance is not higher than the
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Fig. 9. The performance of the edge server during the Fashion MNIST data training
process in ideal and realistic conditions.

link configuration, which separates the training process. It is possible to under-
stand that partial loss recovery from interference per device by serial training
at the server helps to maintain accuracy in split computing, regardless of edge
devices, and interference from many devices. In Fig. 9, Fashion MNIST data
also have no major difference in order and tasks compared to MNIST except the
test results will be lower than MNIST due to slower convergence at the round
100th communication. The full-offloading, split computing and federated com-
puting scenarios reached 89.8% in the condition without noise. When there was
noise the full-offloading and split computing scenarios reach 79%, higher than
the maintaining scenarios.

In Fig. 10, the average training time for the entire process on both the local
device and the edge server is shown in detail. Split computing has the lowest total
training time at 8.84 s in the Sequential simulation, and the on-device training
time is lower than the local training cases by about 9.7 s for the setup. SC has
the shortest one-round communication time in Sequential comparison with local
cases for two main reasons. In the local comparison, split computing focuses
only on providing smashed data without considering the calculation of metrics
(accuracy, precision, recall, F1-score). In global comparison, split computing
trains with a model that is half the size of 10 devices are sent to the server (full-
offloading) in 6.49 s. Full-offloading takes about 14.01 s. In the case of parallel
simulation, federated computing transmits the model parameters that have the
shortest communication time of 1.2 s/round.
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Fig. 10. Comparison chart of training time across learning scenarios.

5 Conclusion

This research paper investigated and analyzed the learning performance of dis-
tributed learning in the MEC environment. We have explored several methods
such as split computing, federated computing, full-offloading, and no-offloading
to improve the learning speed of DNNs in the mobile environment. These results
can be applied to practical applications in the future, improving user experience
and optimizing computing resources.
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Abstract. Detection of facial landmarks is a critical task for human face
identification, emotion recognition in autopilot and real-time visual mon-
itoring applications. This is really challenging due to the high number of
discrete landmarks spreading over the face which is of different shapes
and may be occluded or obscured. Many methods have been proposed
over the years including ASMNet and AnchorFace. However, their per-
formance is still limited in terms of both accuracy and efficiency. In this
paper, we propose a novel method for facial landmark detection based on
active shape model and heatmap called FLASH. The heatmap aims to
highlight the important landmarks. Meanwhile, the shape model helps
to conform the distribution of such landmarks. FLASH has been evalu-
ated on two public datasets 300W-Challenging, WFLW and achieved a
normalized mean square error (NME) of 6.67%, 7.34% correspondingly,
which outperforms most existing methods. Specifically, this is much bet-
ter than the recent ASMNet method with a NME of 8.20%, 10.77% on
the two datasets, respectively. This is also comparable to the state of
the art AnchorFace with a NME of 6.19%, 4.62%, correspondingly. The
source code of FLASH is also publicly available.

Keywords: facial landmarks · heatmap regression · shape fitting ·
coordination regression

1 Introduction

In many real-time driver monitoring systems (DMS), facial emotion recogni-
tion from images captured by camera is an essential task. In fact, this helps
to minimize potential accidents caused by attentionless drivers by detecting if
there exists any sleepy, drunk or tired expressions in their face and notifying
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Fig. 1. Description of 68 points of facial landmark.

Fig. 2. Demonstration of the detection of 68 points of facial landmark on a given image:
The left one is of a bus driver. The middle one denotes his angry face associated with
68 points detected. The right one describes the resulted locations of the landmarks on
an angry face.

them accordingly. Existing methods for facial emotion recognition usually take
as input either the hidden features or the transparent landmarks of the facial
images. However, the latter ones are preferable thanks to its explainability.

Facial landmarks include certain principal points locating around the eyes,
the nose, the mouth and the boundary of a human face as shown in Fig. 1. The
task of facial landmark detection is to locate these points in a given face image
as depicted in Fig. 21. This problem is very challenging due to the high number

1 The original image is referred from https://www.dreamstime.com/photos-images/
bus-driver.html.

https://www.dreamstime.com/photos-images/bus-driver.html
https://www.dreamstime.com/photos-images/bus-driver.html
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of discrete points distributed in various shapes of face which can be captured
from different angles of view.

Earlier efficient approaches for facial landmark detection are of shape fitting
models including Active Shape Model (ASM) [6], Active Appearance Models
(AAM) [5], Constrained Local Model (CLM) [7], Discriminative Response Map
Fitting (DRMF) [1] as well as DeFA [20]. However, their efficiency is only lim-
ited on individual datasets due to the fact that their final prediction depends
mainly on the initial shape. In fact, such methods are fast converged but not
well generalized.

Recent deep learning models usually consist of a convolutional neural net-
works (CNN) backbone and a regression head. The direct regression methods like
take as input the last flattened feature map of the CNN backbone. Meanwhile,
in heatmap regression models such as Style Aggregation Network (SAN) [9] and
MobileFAN [33] certain de-convolutional layers are added to the CNN backbone
to form a fully CNN (called FCN). Its outputted set of 2D heatmaps with the
same width and height to the original image are then used for locating position
of the landmarks. These models are well generalized thanks to their non-linearity
but hardly converged due to high number of dispersal landmarks.

In this paper, we propose a novel model for Facial Landmark detection com-
bining the Active Shape model and the Heatmap regression called FLASH. Our
main contributions are therefore three-fold. Firstly, we designed a FCN back-
bone based on Resnet to produce a set of high quality heatmaps. Secondly, we
added a softmax-argmax layer to our backbone for locating the position of the
landmarks on the corresponding heatmap. Then, we combined the active shape
model loss and the heatmap regression loss in an efficient manner. Thirdly, we
trained and evaluated FLASH on two public datasets 300W-Challenging and
WFLW achieved a normalized mean square error (NMSE) of 6.67% and 7.34%,
respectively. These results are much better than DeFA (9.38%), MobileFAN
(6.87%) and SAN (6.60%) on the 300W-Challenging dataset. These also over-
come the coarse-to-fine face shape searching CFSS [4](9.07%) and the ASM-
Net [11] (10.77%) which is a combination of active shape models and a direct
regression network on WFLW dataset.

The rest of the paper is organized as follows. In Sect. 2, we study recent
approaches for facial landmark detection relating to our work. Then, our pro-
posed model FLASH is presented in detail in Sect. 3. We summarize and analyze
the experimental results of FLASH on two public datasets in Sect. 4. Open issues
about the work are discussed in Sect. 4.5. Finally, Sect. 5 concludes our works.

2 Related Works

Over decades, lots of methods for facial landmark detection have been proposed.
In this paper, we concerns mainly on the visual landmark regression and the
facial shape fitting.
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2.1 Shape Fitting

Traditional template matching approaches such as ASM [6], AAM [5], CLM [7]
and DeFA [20] detect the facial landmarks by learning their common distribu-
tion and from a mean shape, computed from certain active samples, regressing
them. ASM is based on the dimension reduction method Principle Component
Analysis (PCA) [16] for shape fitting. AAM improved the performance of ASM
by combining both the shape and appearance models in iterative manner. CLM
introduced another appearance sampling technique in which the pixel values in
the texture patches are normalized with zero mean and unit variance. Using
CNN, DeFA models the facial shape in 3D to not only aligns facial landmarks
but also matches SIFT (Scale-Invariant Feature Transform) points as well as the
facial contours. However, due to limited feature engineering, the performance of
such approaches are limited especially in case of occluded face images.

2.2 Landmark Regression

As introduced, the neural networks for facial landmark detection usually include
a CNN backbone and a regression head which is fed with a feature vector. The
networks can be categorized as coordinate and heatmap regression according to
the way such vector is built from the backbone.

Coordinate Regression. In case of coordinate regression networks, any CNN
encoder can be used as their backbone. The regression head is directly fed with
the flattened feature embedding of the backbone. Mnemonic Descent Method
(MDM) [26] is a combined convolutional recurrent neural network which aims to
cooperate the regressors of facial landmarks. DeepReg [21] is a deep regressor for
gradual detection of facial landmarks with two-stage initialisation. In Wing [12],
the wing regression loss was proposed for landmark localization rather than
the L1 and L2 losses thanks to its ability to help the regression networks not
only deal with large localization errors as L1 and L2, but treat also well the
medium and small localization ones. Wing has been experimented with Resnet-
50 [13] backbone. However, such average loss for regression of a high number
of positions on the whole face is unable to assure small prediction errors for
individual landmarks.

Heatmap Regression. The heatmap regression networks such as AWing [27],
MobileFAN [33], Gaussian Vector (GV) [31] and AdNet [15] are autoencoder
backbone which is composed of a CNN encoder and a decoder to produce prob-
ability distributions in form of heatmaps corresponding to the facial landmarks.
In each heatmap, the position with the highest probability is chosen for the
respective landmark.

AWing proposed an adaptive Wing loss function for coordinate regression
from facial boundary map for better conforming the heatmap pixels to the
facial shape. Gaussian Vector (GV) converts heatmap in to a pair of vector for
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each landmark to preserve spacial information and simplify the post-processing.
AdNet introduced anisotropic direction loss and anisotropic attention module for
better learning the facial structure as well as the texture details and mitigating
the error-bias of facial landmarks.

2.3 Joint Shape Fitting and Regression Networks

There are also few methods which combine the shape fitting approach and the
regression network such as LAB [28], ASMNet [11] and AnchorFace [32]. LAB
is a combination of the boundary fitting and the coordinate regression. Using
a stacked Hourglass network [24] as an autoencoder backbone to produce facial
boundary map, LAB then regresses the coordination of facial landmarks from
the boundary in order to avoid the ambiguities of such key-points. ASMNet
leveraged the light-weight MobileNetV2 [25] as backbone and presented a multi-
task loss which is the sum of the mean square error and the active shape model
loss. This enables ASMNet to learn both the shape and the coordination of the
facial landmarks with less parameters than LAB.

In AnchorFace, the authors introduced certain anchor templates and regress
the offsets on each template. They then aggregates the predictions on every
templates to produce the final results. AnchorFace utilized ShuffleNetV2 [22] as
its backbone. AnchorFace can deal with face poses of large variations thanks to
its anchor templates. Nevertheless, the anchor templates need to be carefully
selected and the inference time must be improved. AnchorFace is also known as
anchor-based method.

Such joint approaches are usually more performant than the separate ones.
However, existing joint methods are only between coordinate regression and the
shape fitting. In this paper, we propose FLASH, a facial landmark detection
method based on shape fitting and heatmap regression to fill the gap as well as
to leverage the robustness of such combination.

3 FLASH: The Proposed Method

Our proposed method FLASH consists of a heatmap regression network a train-
ing loss function including both the coordination and the shape matching errors.
Two principal components of the heatmap regression network are the heatmap-
generated backbone and the heatmap regression head.

3.1 The Heatmap-Generated Backbone

As depicted in Fig. 3, the backbone is an autoencoder which takes as input the
face image of size 224 × 224 and produces a set of heatmaps. The encoder is
composed of five multi-filter convolutional layers which are activated by ReLU
function and dimensionally reduced by Max-Pooling. Meanwhile, the decoder is
based on three deconvolutional layers to produce a set of heatmaps of the same
size with the input image, each of which corresponds to a facial landmark.
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Fig. 3. The network architecture of FLASH.

3.2 The Heatmap Regression Head

Given a set of n heatmaps H = {Hi}, i = 1, n, each of size K × K (in this case K
is qual to 224) and flattened to a vector of K2 dimensions hi = (hi

1, h
i
2, .., h

i
K2),

the regression head of FLASH can predict the coordination for the respective
facial landmarks using a soft arg-max function as follows:

{x̂i, ŷi} = softargmaxj(j · f(j)) (1)

where f(j), j = 1,K2 is a probability distribution function defined as follows

f(j) =
eα·hi

j

∑K2

k=1 eα·hi
k

(2)

in which α ≥ 1 is the temperature parameter. For the ith heatmap Hi, the
function softargmax returns an index j∗ where f(j∗) is the maximal value of
{f(j),∀j = 1,K2}. From j∗, we can calculate the coordination (x̂i, ŷi) for the
corresponding ith facial landmark. This function can be differentiated that can
be used in FLASH instead of the traditional argmax and softmax functions.

3.3 The Multitask Loss Function

As we aim to integrate the facial landmarks in to a given shape, we designed a
multitask loss function for training our proposed network.

The Coordination Loss. The mean square error is used as the coordination
loss as follows:

Lcoord =
1
n

n∑

i=1

[(xi − x̂i)2 + (yi − ŷj)2] (3)

where n is the number of facial landmarks, (xi, yi), (x̂i, x̂j), i = 1, n is the ground
truth and predicted coordination of the ith facial landmark, respectively.
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The Shape Loss. Given a training set with m samples in which the ith, i = 1,m
is represented as a vector of 2n dimensions si = (xi

1, y
i
1, x

i
2, y

i
2, ..x

i
n, yi

n), using
PCA (Principal Component Analysis) [6], this can be approximated by s̃i as
follows:

s̃i = s + P · bi (4)

where s is the mean shape

s =
1
m

m∑

j=1

sj (5)

and P = (p1|p2|..|pt) is a matrix constituted from t eigenvectors with the highest
corresponding eigenvalues λ1, λ1, .., λt of the following co-variance matrix:

S =
1

m − 1

m∑

j=1

(sj − s)(sj − s)T (6)

and bi is a t-dimensional vector containing a set of parameters for a deformable
model:

bi = PT (si − s) (7)

The shape loss is then calculated as follows

Lshape =
1

2 · n

2n∑

j=1

(si
j − s̃i

j)
2 (8)

The Multitask Loss. For every training samples, the overall loss is the com-
bination of the coordinate and the shape ones as the following

L = Lcoord + β · Lshape (9)

where β is the shape fitting rate which varies in reverse proportionally to the
number of the training epochs for FLASH. This is because as many other convo-
lutional neural networks, FLASH learns the shape before featuring the pixel-wise
image. The ratio can then be defined as the following discrete function:

β =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2 if e ≤ Ne

5

1 if e ≤ 2 · Ne

5

0.5 if e ≤ 3 · Ne

5

0 if e > 3 · Ne

5

(10)

where e,Ne is the current and total number of training epochs, respectively. At
the initial steps of FLASH training where the shape features are important, the
shape fitting rate β is also high enough. Reversely, at the final steps, β is set to
zero since there exists mainly pixel featuring in the network.
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4 Experiments

4.1 Datasets

Our proposed FLASH method is evaluated on two famous facial landmark
datasets including 300W and WFLW.

300W. The 300W dataset totally consists of 3837 facial images with 68 land-
marks annotated. The training set includes 3148 images in which 2000 are from
HELEN [19], 811 from LFPW [2] and 337 from AFW [17]. The full testing set is
composed of 689 images which is divided in to a common set of 554 combining
those from HELEN and LFPW and a challenging set with 135 images.

WFLW. The WFLW dataset [28] includes 10000 facial images which are anno-
tated by 98 landmarks. Three fourths of the dataset are used for training and
the rest for testing. This latter is composed of six subsets with different diffi-
culties including 314 for expression, 326 for large pose, 206 for make-up, 736 for
occlusion, 698 for illumination and 773 for blurring.

4.2 Evaluation Metrics

As commonly used for benchmarking of facial landmark detection methods, we
also based on the normalized mean error (NME) to evaluate the accuracy
of our proposed FLASH as follows:

NME =
1
n

n∑

i=1

√
(xi − x̂i)2 + (yi − ŷi)2

d
(11)

where d is the distance between the two outer eye corners (inter-ocular) specifi-
cally for each dataset. This is also the normalized factor used in the 300W and
WFLW datasets.

The failure rate (FR) is also involved in this case to evaluate the robustness
of the methods in term of NME. This indicates the rate of failed recognition in
which NME is less than 10%. The smaller FR is, the more powerful the model
is.

4.3 Model Training

The input images are all resized to 224× 224 before training. FLASH used Resnet
50 as its backbone for better heatmap featuring and is implemented in Pytorch.
The model is trained by 50 epochs using Adam optimizer with the learning
rate of 10e-5, the decay of 10e-5 and batch size of 64 on a K80 GPU of Google
Colaboratory.
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4.4 Results

Evaluation Results on 300W Dataset. The results of FLASH on 300W
dataset can be seen on the Table 1. Our model FLASH achieved a NME of
3.79%, 6.67% and 4.35% on the Common, Challenging and Full subset of 300W,
respectively. These outperform most of the recent methods of coordinate regres-
sion, heatmap regression as well as shape fitting such as DeFA, MobileFAN,
PCD-CNN, CPM, ASMNet especially on the Challenging subset. FLASH is a
bit less accurate than the state-of-the-art AnchorFace but it runs faster at the
rate of 43 frames per second (FPS) on NVIDIA Tesla K80 GPU than Anchor-
Face with 45 FPS on much more powerful NVIDIA GTX Titan Xp GPU. These
results prove the efficiency of the combination between the heatmap regression
and the shape fitting in our FLASH method.

Table 1. Accuracy of FLASH and other comparative methods on 300W dataset.

Model Category Common Challenging Full

CFSS [34] Shape Fitting 4.73 9.98 5.76

DSRN [23] Coordinate Regression 4.12 9.68 5.21

DeFA Shape Fitting 5.37 9.38 6.10

RDR [29] Coordinate Regression and Shape Fitting 5.37 9.38 6.10

RCN [14] Coordinate Regression 4.67 8.44 5.41

ASMNet Coordinate regression and Shape Fitting 4.82 8.20 5.50

CPM [10] Coordinate Regression 3.39 8.14 4.36

PCD-CNN [18] Heatmap Regression 3.67 7.62 4.44

CPM+SBR [10] Coordinate Regression 3.28 7.78 4.10

MobileFAN Heatmap Regression 4.22 6.87 4.74

ODN [8] Coordinate Regression 3.56 6.67 4.17

SAN Coordinate Regression 3.34 6.60 3.98

AnchorFace Anchor-based Regression 3.12 6.19 3.72

FLASH (ours) Heatmap Regression and Shape Fitting 3.79 6.67 4.35

Evaluation Results on WFLW Dataset. FLASH is also evaluated on the
WFLW dataset using both NME and FR metrics as in Table 2. FLASH achieved
the best performance and robustness with a NME of 7.34% and a FR of 17.08%
in comparison with recent advanced methods such as ESR (with NME of 11.13%,
FR of 35.24%), SDM (with NME of 10.29%, FR of 29.40%), CFSS (with NME
of 9.07%, FR of 20.56%) and ASMNet (with NME of 10.77%, FR of 39.12%) on
the full WFLW dataset. However, these results are far from those of AnchoFace
with NME of 4.62% and FR of 4.2% on the full dataset. This is because FLASH
is not efficient for the large pose, occlusion and blur subsets with a NME of
14.81%, 9.10%, 8.15% and a FR of 64.11%, 25.95% and 19.40%, respectively. In
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fact, AnchorFace is fine-tuned according to various shapes while our FLASH is
relied on only one for a given dataset.

Table 2. Accuracy of FLASH and other comparative methods on WFLW dataset.

Data Metric ESR [3] SDM [30] CFSS ASMNet AnchorFace FLASH (ours)

Full NME 11.13 10.29 9.07 10.77 4.62 7.34

FR 35.24 29.40 20.56 39.12 4.2 17.08

Large Pose NME 25.88 24.10 21.36 21.11 – 14.81

FR 90.18 84.36 66.22 98.41 – 64.11

Expression NME 11.47 11.45 10.09 12.02 – 7.74

FR 42.04 33.44 23.25 59.87 – 14.33

Illumination NME 10.49 9.32 8.30 9.93 – 6.92

FR 30.80 26.22 17.34 33.38 – 12.75

Makeup NME 11.05 9.38 8.74 10.55 – 7.16

FR 38.84 27.67 21.84 38.34 – 16.50

Occlusion NME 13.75 13.03 11.76 12.34 – 9.10

FR 47.28 41.85 32.88 48.64 – 25.95

Blur NME 12.20 11.28 9.96 11.62 – 8.15

FR 41.40 35.32 23.67 46.31 – 19.40

4.5 Discussion

Facial landmark detection is an active research topic over many years because
this can be more efficiently used to recognize the human facial emotion than
relying on the whole human face. However, most recent methods focus more
on the feature engineering of the individual facial landmarks but less on their
distribution meaning the shape of the face. Although, the power of deep learn-
ing backbone networks has been thoroughly leveraged, the performance of such
coordination and heatmap regression methods remains limited. ASMNet was the
first to take in to account the shape fitting in to its coordination regression and
initially gained positive results. However, the coordination regression approach
aims to extract features at the cell level while the heatmap regression targets
to the pixel level of the image which is closer to the facial landmarks in this
case. Our proposed method FLASH is a combination of heatmap regression and
shape fitting achieved a much better performance and robustness than ASMNet
in both 300W and WFLW datasets which proved our judgments.

5 Conclusion

As discussed, the facial landmark detection is necessary for recognition of human
emotion which can be applied in advanced driver assistance systems. This task
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is really hard due to the dispersion of high number of landmarks on the human
face. Efficient methods such as ASMNet and AnchorFace all take in to account
their distribution meaning the facial shape. However, these coordination regres-
sion methods extract the feature at the cell level which is less accurate than at
the pixel level as in case of heatmap regression. In this paper, we proposed a
novel facial landmark detection method called FLASH which is the first combi-
nation between heatmap regression and shape fitting. The evaluation on 300W
and WFLW datasets showed that FLASH outperforms many existing methods
including ASMNet. FLASH can not be compared to AnchorFace due to using
less number of anchor shapes. These results proved that such combination is
reasonable and the FLASH can also be better improved with more performant
backbone and more facial priors.
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Abstract. Researching and designing the controller for speed of per-
manent magnet synchronous motor (PMSM) and the DC-link voltage
controller (DCV) in bidirectional quasi z-source inverter (BQ-ZSI) have
a strong influence on the efficiency of electric vehicle applications. This
paper presents two control strategies: Firstly, the speed of PMSM is con-
trolled via sliding mode control (SMC) and adaptive backstepping which
are called SA; Secondly, the peak of DCV in BQ-ZSI is regulated by con-
trolling the total of the two capacitor voltages of BQ-ZSI. When the
system operates, limitations of inverter current and voltage level on the
motor output power have been reduced. With these strategies, DCV and
speed of PMSM are stabilized, which improve the system efficiency. To
demonstrate the effectiveness of the proposed method, the PMSM drive
model and the controllers are simulated using MATLAB software.

Keywords: Z-source inverter · PMSM · Quasi-Z-source inverter ·
Backstepping Control · Sliding Mode Control

1 Introduction

Permanent magnet synchronous motor (PMSM) is a type of AC motor commonly
used in industrial rotating systems, especially in the electric vehicles (EVs) [1].
Research on controller design with the aim of reducing errors, reduces costs and
improving performance is increasingly interested by many researchers [2–5]. In
recent years, the main method for controlling the speed of the PMSM is the
field oriented control (FOC) scheme, where one speed and two current loops
are decoupled on dq-axis [6]. The speed controller of motor is designed to track
reference speed and it also generates a reference current signal on q-axis, two
current controllers are used to stabilize the voltage on d and q-axis [7].

In PMSM drive systems, the speed controller is designed to satisfy the
requirements of the control systems such as: a wide adjustable speed range, adap-
tation to high instantaneous torque response, load disturbances and parameter

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023

Published by Springer Nature Switzerland AG 2023. All Rights Reserved

N.-S. Vo and H.-A. Tran (Eds.): INISCOM 2023, LNICST 531, pp. 185–202, 2023.

https://doi.org/10.1007/978-3-031-47359-3_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-47359-3_14&domain=pdf
https://doi.org/10.1007/978-3-031-47359-3_14


186 C.-T. Pham et al.

variations, low error ripple speed, low ripple torque, reliability, high efficiency
and robustness. Therefore, the fixed coefficients Kp, Ki and Kd of traditional
PID controller are not inconsonant with the high performance requirements of
systems. Many artificial intelligence techniques were used to adjust the gains of
the PID controllers as: genetic algorithms (GA) and particle swarm optimization
(PSO) [8]. However, in order to achieve online gain tuning of the PI controllers,
the speed of the microcontroller and the convergence speed of the GA and PSO
must be fast, leading to a high computational burden [9]. Therefore, the study of
an adaptive back-stepping controller is applied for controlling the speed motor
which it is given in this paper.

Fig. 1. The bidirectional quasi-Z-source inverter topology.

When applying the PMSM for electric vehicles, voltage source inverters with
direct current (DC) voltage are used as battery. At high current, when the bat-
tery discharges, the voltage of battery decreases greatly and when the battery
charges the voltage of battery increases greatly [10]. The voltage drop will impact
the output power, speed motor, load torque and performance of PMSM drives
system. The bidirectional DC to DC converter topology is applied to convert
energy back and forth in the system between DC source supply and inverter. It
can correct the mismatch between the DC power source and the DC-link voltage
(DCV) of inverter and also ensures that the DCV is always kept stable.

In 2003, F.Z.Peng proposed Z-source inverter (ZSI) which is a boost/buck
converter, it solves many of the disadvantages of traditional voltage source con-
verters. [11]. The DCV is adjusted by changing duty in ZSI so that it increases
the reliability of ZSI. Comparing with ZSI, QZSI has the advantages as low stress
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on the voltage and continuous current, the power transfers on directional flow
from the DC source to the AC side [12]. The bidirectional quasi-Z-source inverter
(BQ-ZSI) as response requirements of EV that is able to reverse the direction
of power transmission when the motor is decelerating or braking, the energy
from PMSM can be transferred back to the source with an additional seventh
switch. The current of the inductor is always continuous and small inductance
in BQ-ZSI topology have a better effective which it is suitable for electric vehicle
applications as Fig. 1 on page 2 a) and b).

Fig. 2. The adaptive Backstepping Speed Control in PMSM Fed by a BQ-ZSI topology.

This paper studies the application of BQ-ZSI scheme for the PMSM drive for
electric vehicle. Moreover, two control algorithms between the DC source and
the AC side of the PMSM drive for electric vehicle are presented: the first one
is the speed control motor (AC side controller) based on adaptive backstepping
and sliding mode control; the second one is to control the peak DCV in BQ-ZSI
(DC side controller) based on the regulation of the two capacitors voltages when
the input DC voltage (battery or super capacitor) of BQ-ZSI is dropped durring
EV operation (the load torque and the speed of the motor change continuously).
As a result, the efficiency of the electric vehicle system is enhanced.

The organization of this paper include as: Sect. 2 introduces the description
of PMSM drive system and the BQ-ZSI scheme. Section 3 presents the two pro-
posed controllers for the speed motor and the BQ-ZSI. Section 4 discusses the
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simulation results on MATLAB software and Sect. 5 concludes the effectiveness
of the proposed methods.

2 Description PMSM and BQ-ZSI Scheme

2.1 Description PMSM Drive System

The mathematical model of the PMSM drive system is derived in the d − q axis
as: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

ω̇ = −B
J .ω − TL

J + 1.5npΨf

J iq

i̇d = Rs

Ld
id + npωiq + 1

Ld
ud

i̇q = −npωid − Rs

Ld
iq − np

Ψf

Lq
ω + 1

Lq
uq

θ̇ = ω

(1)

In which ω is the rotor speed. ud, uq,id, iq are the voltages and stator currents,
respectively, in the dq-axes frame. The limited voltage is λ on dq-axis, which
|ud| ≤ λ and |uq| ≤ λ, (λ < 1). The stator inductance are Ld, Lq and without
any loss of generality, the asumption Ld = Lq is valid [6]. Ψf , Rs, J , TL, B, and
np are respectively the permanent magnet flux linkage, the stator resistance,
the moment of inertia, the load torque, the viscous friction coefficient, and the
number of pole pairs.

2.2 Analysis of the BQ-ZSI Network Modeling

The structure diagram of the BQ-ZSI is presented in Fig. 1 which is called DC-
side model. There are two operating as belows: 1) the bidirectional quasi z-source
network (BQ-ZSN), which is comprised of C1, C2, L1, L2, and switch S7with a
parallel diode Di. 2) the three-phase inverter. With these two switches, the power
flow can be controlled bidirectionally. The three-phase bridge include six switch
and the motor is replaced by Rl and Ll.

The BQ-ZSI has three common operating states: the non shoot-through state
(NST), the zero state, and the shoot-through state (ST) [13]. In the ST, the DCV
(Vdc) is boosted by conducting the lower and upper switches of the three-phase
inverter at the same time.

From Fig. 1b), it also shows that the BQ-ZSI allows the inductor current
to flow continuously in both two directions. When the three-phase inverter is
in the ST with Si close circuit as Fig. 3a), the diode Di is reversely blocked,
the switch S7 is open circuit, the current and the voltage on capacitors and
inductors are shown as Fig. 3a). When the three-phase inverter is in the NST
as Fig. 3b), the switch S7 is close circuit and the power back to the DC source
input through switch S7, this is in the generatoring mode of BQ-ZSI. Instead,
the power through diode transfer inverter [12]. Therefore, at all operating con-
ditions, the continuous conduction mode of the BQ-ZSI is maintained and the
performance of the three phases inverter is enhanced. This property is very good
for EV applications.
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The state variables x(t) of this BQ-ZSI model are shown as Fig. 3. The
inductor currents through L1, L2as (iL1(t)) and (iL2(t)). The capacitor volt-
ages C1, C2 are vC1(t) and vC2(t). The load current is ilo(t). The variables is
c (t) , c (t) = vin (t).

Set x(t) =

⎡

⎢
⎢
⎢
⎢
⎣

iL1(t)
iL2(t)
vC1(t)
vC2(t)
ilo(t)

⎤

⎥
⎥
⎥
⎥
⎦

– In the ST, the switch S7 and diode Di are closed circut, Si is close circuit,
the circuit as Fig. 3a). In the state space form, the equation group can be
written: A.ẋ(t) = B1.x(t) + C1.c(t), where

A =

⎡

⎢
⎢
⎢
⎢
⎣

L1 0 0 0 0
0 L2 0 0 0
0 0 C1 0 0
0 0 0 C2 0
0 0 0 0 Ll

⎤

⎥
⎥
⎥
⎥
⎦

; B1 =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 0 1 0
0 0 1 0 0
0 −1 0 0 0

−1 0 0 0 0
0 0 0 0 −Rl

⎤

⎥
⎥
⎥
⎥
⎦

; C1 =

⎡

⎢
⎢
⎢
⎢
⎣

1
0
0
0
0

⎤

⎥
⎥
⎥
⎥
⎦

– In the NST, the switch S7 and diode Di are close circuit, the switch uper and
lo Si is open circuit, the circuit as Fig. 3b). Similar, in the state space form,
the equation group can be obtained as A.ẋ(t) = B2.x(t) + C2.c (t), where

B2 =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 −1 0 0
0 0 0 −1 0
1 0 0 0 −1
0 1 0 0 −1
0 0 1 1 −Rl

⎤

⎥
⎥
⎥
⎥
⎦

;C2 =

⎡

⎢
⎢
⎢
⎢
⎣

1
0
0
0
0

⎤

⎥
⎥
⎥
⎥
⎦

Where the Du is shoot-through duty. The D′
u is non shoot-through duty, in

one of switching period (Tsf ). Total duty is calculated in one of switching period
as: Du + D′

u = 1.
With the switching period Tsf of the space vector modulation, the BQ-ZSI

state-average of each state matrix is processed as below:

Aẋ = [DuB1 + (1 − Du) B2] x + [DuC1 + (1 − Du) C2] c (2)

In which x̄ and X are state variable period average and balance operation
point. Farther, in the operation points, state variable has a small signal distur-
bances with low frequency which are presented as: x̄ = X + x̂; d̄′

u = 1 − d̄u;
c̄ = C + ĉ; d̄u = Du + d̂u;

In space vector modulation method, the switching frequency of Si in three-
phases inverter is fast. Hence, around the operation points of the BQ-ZSI system
which is linearized and the steady-state of this system has Eq. (2) as belows:

0 = [Du.B1 + (1 − Du) .B2)X + (Du.C1 + (1 − Du) .C2] C (3)
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The steady-state of system has X =
[
IL1IL2 VC1VC2 Ilo

]T and C = Vin.
Solving Eq. (3), the steady-state values of the capacitor voltages on C1, C2 and
the inductor current through L1, L2 can be calculated as:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

VC1 =
(

D′
u

D′
u−Du

)
.Vin =

(
1−Du

1−2Du

)
.Vin

VC2 =
(

Du

1−2Du

)
.Vin

IL1 = IL2 =
(

D′
u

D′
u−Du

)2

.Vin

Rl
=

(
1−Du

1−2Du

)2

.Vin

Rlo

Ilo =
(

D′
u

D′
u−Du

)
.Vin

Rlo
=

(
1−Du

1−2Du

)
.Vin

Rlo

(4)

In NST, the relationship between DC-link voltage and input voltage is:

Vdc = VC1 + VC2 =
(

1
1 − 2Du

)

.Vin (5)

From Eq. (4) and (5) the equation can be obtained as
{

VC1
Vdc

= 1 − Du
VC2
Vdc

= Du

(6)

Refer in [12], the small signal state space equation can be written as

A. ˙̂x = [DuB1 + (1 − Du) B2] .x̂ + [DuC1 + (1 − Du) .C2] .ĉ
[(B1 − B2) .X + (C1 − C2) C] .ĉ (t)

(7)

Based on equation of (7) and refer Eq. (12) to (15) in paper [12]. Transfer func-
tion of the capacitor voltage on C1 with the shoot-through duty Du is calculated
as:

Gv2d(s) = (Ilo−IL1−IL2).Llo.L.s2+

Llo.L.C.s3+Rlo.L.C.s2+[Llo.(1−2.Du)
2+2(1−Du)

2.L]s
[Llo.Vin+(1−Du).L.(VC1+VC2)+Rlo.L.(Ilo−IL1−IL2 ).s]+Vin.Rlo

+(1−2.Du)
2.Rlo

(8)

And then, transfer function of the inductor current through L1 with DC
input voltage is calculated as:

Gv2in(s) =
(1−Du).Llo.L.C.s3+(1−Du).RloLC.s2+{[(1−Du)2−(1−Du).Du].Llo+(1−Du)2.L}.s+

(L.C.s2+1)×
[(1−Du)2−(1−Du).Du].Rlo

{LloLC·s3+Rlo.L.C.s2+[Llo.(1−2Du)2+2(1−Du)2.L].s+(1−2Du)2.Rlo}
(9)

Transfer function of the inductor current L1 with the shoot-through duty
cycle is obtained as

Gi2d(s) =

(
VC1 + VC2 −Rlo.Ilo

)
.C.s+ (2.Du − 1)

(
Ilo − IL1 − IL2

)
+ Vin.Rlo

L.C.s2 +Rlo.L.C.s2 +
[
Llo. (1− 2.Du)

2 + 2 (1−Du)
2 .L

]
.s+ (1− 2.Du)

2 .Rlo

(10)

Ginv (s) =
1

Tsfs + 1
(11)
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Table 1. Nominal Parameters of BQ-ZSI.

Parameters (Units) Symbols Values

Load current (A) Il 0.8

Inductor current on L1(H) IL1 0.7

Inductor current on L2(H) IL2 0.7

Switching frequency (kHz) fsf 5

Input voltage (V ) Vin 40

Load inductor (H) Ll 17

Load resistor (Ω) Rl 2.7

Shoot-through duty Du = 1 − D′
u 0.45

The proportional gain of current controller Kpi 0.44

The integral gain of current controller Kii 4.4

The proportional gain of current controller Kpv 0.0176

The integral gain of current controller Kiv 0.264

Inductors of the BQ-ZSI (H) L1 = L2 = L 0.6 ∗ 10−4

Capacitors of the BQ-ZSI (F ) C1 = C2 = C 47 ∗ 10−5

Fig. 3. Operation states of the BQ-ZSI.
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3 Design of Controller for AC Side and DC Side

3.1 Adaptive Backstepping and Sliding Mode Controller (SA)
for Speed Motor (AC Side)

In the functions of BQ-ZSI motor drive system, it is motor speed control (AC
side control), which is designed to adapt to the torque motor and the tracking
reference speed.

Adaptive Backstepping Controller is Presented in Fig. 1: The structure of
adaptive backstepping controller for speed of PMSM, based on FOC and is shown
in [6]. The position control of rotor according to tracking the reference position
with the least error is the first priority of the controller. In the backstepping
technique, it is transformed from the position tracking problem to the problem
of tracking error. The position error is defined eθ = θ − θr, hence, its derivative
is shown

ėθ = θ̇ − θ̇r = ω − θ̇r (12)

The speed rotor reference is chosen as below

ωr = θ̇r − k1eθ (13)

where, k1 > 0 and k1 is a constant. Replacing equation of (13) into the (12),
Eq. (12) is written as:

ėθ = −k1eθ (14)

Based on Lyapunov theory, The function is chosen as

L1 =
1
2
e2θ (15)

And take the derivative Eq. (15) as

L̇1 = ėθ.eθ = −k1e
2
θ ≤ 0 (16)

The speed error is defined as eω = ω −ωr, speed error derivative ėω = ω̇ − ω̇r

is and look at the Eq. (1), replacing ω̇ into its derivative which it is written as

ėω = −B

J
.ω − TL

J
+

1, 5.np.Ψf

J
.iq − ω̇r (17)

The Lyapunov function can be chosen as L2 = 1
2e2ω, take the derivative to

get

L̇2 = eω.

(

−B

J
.ω − TL

J
+

1.5npΨf

J
iq − ω̇r

)

(18)

In FOC scheme, assuming that the virtual control variables are id and iq
currents. In order to get L̇2 ≤ 0, from (18), it should be written as

− k2eω = −B

J
.ω − TL

J
+

1.5npΨf

J
iq − ω̇r (19)
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where, k2 is a constant and k2 > 0. Hence, the virtual control current variable
on q-axis is chosen as

∗
iq =

J

1.5npΨf

(

−k2.eω +
TL

J
+

B

J
.ω + ω̇r

)

(20)

Due to the PMSM drive of the EV systems, the torque of the load often
changes, and it has to be estimated so that it is possible to derive. Consequenstly,
these id and iq currents controllers is written as

⎧
⎨

⎩

∗
id = 0
∗
iq = J

1.5npΨf

(
−k2eω + T̂L

J + B
J .ω + ω̇r

) (21)

Substituting (21) into (18), it is derived

L̇2 = −k2e
2
ω ≤ 0 (22)

where, k2 > 0, k2 is a constant. Replacing (21) into (17), ėω is written as

ėω = −k2.eω − ΔTL

J
(23)

Based on Lyapunov theory, the function of Lyapunov is designed to obtain a
with the ability to attenuate the disturbance torque of the load. This Lyapunov
fuction is chosen as belows equation:

L3 = L1 + L2 +
1
2a

(
TL − T̂L

)2

(24)

where a is the adaptive coefficient, a > 0. The Eq. (24) is derived as belows

L̇3 = −k1e
2
θ − k2e

2
ω + ΔTL

(

−eω

J
−

˙̂
TL

a

)

(25)

From (25), if L̇3 ≤ 0 then ΔTL

(
− eω

J − ˙̂
TL

a

)
= 0 =⇒ − eω

J − ˙̂
TL

a = 0
Therefore, the load torque is estimated as

˙̂
TL = −a.eω

J
(26)

Sliding Mode Controller: The problem that is always exists in SMC is chat-
tering problem. In order to reduce chattering, the surface of SMC and the reach-
ing law have to be chosen a suitable. In this paper, the reaching law is chosen as
the exponential reaching law (EL), as a result, the dynamic response of system
moves quickly to the switching surface. This exponential reaching law is designed
as

ṡ = −
(

1 − 1
eλs + 1

)

− δs (27)
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The currents error on the dq−axis are defined as ĩd = id − i∗d, ĩq = iq − i∗q .
The Base on the currents error on dq−axis, the surfaces of SMC s1 and s2 are
designed, respectively

s1 = γ1ĩq = γ1
(
iq − i∗q

)
(28)

s2 = γ2ĩd = γ2 (id − i∗d) (29)

where, γ1 and γ2 are constant, and γ1 > 0, γ2 > 0. The ELs are written as

ṡ1 = −
(

1 − 1
eλ1s1 + 1

)

− δ1s1 (30)

ṡ2 = −
(

1 − 1
eλ2s2 + 1

)

− δ2s2 (31)

where, λ1, λ2, δ1, δ2 are constant, γ1, γ2 > 0; and δ1, δ2 > 0.
From (1) and the derivative of (28), it is written as

ṡ1 = γ1
(
i̇q − i̇∗q

)
= γ1

(

−npωid − Rs

Ld
iq − np

Ψf

Lq
ω +

1
Lq

uq − i̇∗q

)

(32)

Based on the derivative of (28) equal (30),

ṡ1 = −
(

1 − 1
eλ1s1 + 1

)

− δ1s1 = γ1
(
i̇q − i̇∗q

)

⇐⇒ i̇q =
−

(
1 − 1

eλ1s1+1

)
− δ1s1

γ1
+ i̇∗q (33)

Similarly, the current on q-axis is also obtained

i̇d =
−

(
1 − 1

eλ2s2+1

)
− δ2s2

γ2
+ i̇∗d (34)

Replacing (33) into (1), the control input uq is achieved

uq = Lq

⎛

⎝
−

(
1 − 1

eλ1s1+1

)
− δ1s1

γ1
+ i̇∗q

⎞

⎠ + npωidLq + Rsiq + npΨfω (35)

And the control input ud is achieved as

ud = Ld

⎛

⎝
−

(
1 − 1

eλ2s2+1

)
− δ2s2

γ2
+ i̇∗d

⎞

⎠ − Rs

Ld
id − npωiq (36)
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System Stability Analysis: Lyapunov function is defined (1) below

L =
1
2
sT Is +

1
2
e2θ +

1
2
e2ω +

1
2a

(
TL − T̂L

)2

(37)

The derivative of (37), it is obtained

L̇ = −
(

1 − 1
eλ1s1 + 1

)

s1−δ1s
2
1−

(

1 − 1
eλ2s2 + 1

)

s2−δ2s
2
2−k2e

2
θ −k1e

2
ω (38)

with
(
1 − 1

eλisi+1

)
si ≥ 0, if the system is a steady-state, then there are eθ =

eω = 0, s1 = s2 = 0,L̇ = 0. Therefore, ˙L ≤ 0. Due to L is positive definite (38),
and the PMSM drives system is a stable base on Lyapunov theory.

3.2 Design Controller for the DCV (DC Side Controller Design)

In the PMSM drive system, it contains DC-link voltage (DCV) control (DC
side). When the DC input battery pack voltage (DIV) and the load torque of
electric vehicle will be change continously depends on time, then the DCV (Vdc)
can be controlled to stabilize the system. Although the DIV changes but the
DCV is still kept stable when the DCV controller supplying the inverter is not
short-circuited and the PMSM drive system works well.

In the BQ-ZSI system, there are two phases call ST and NST, with the
DCV of BQ-ZSI is a square waveform [13]. During the NST, the DCV equals
peak value of DCV

(
V̂dc

)
and it equals zero in ST. Hence, the DCV can not be

controlled directly but it has to be controlled by regulating total of two capacitors
voltages [14]. From (4) and (5)the peak of DCV equals the capacitor voltage C1

plus the capacitor voltage C2 in BQZSI, it is uesd as the signal feedback of
DCV in drive motor system Fig. 2 on page 3. Therefore, in this paper, the DCV
voltage is controlled by controlling the total voltage across the two capacitors of
the BQZSI as shown in Fig. 4 on page 12.

Fig. 4. Control block diagram of DC-link voltage loop.

In order to control the peak DCV voltage, transfer function of Gi2d (s),
Ginv (s), Gv2d (s)are calculated base on (8), (9),(10), (11) where the parameters
are used in 1. Using sisotool of Matlab, the first, PI controllers Ci is designed
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with frequency-response approach so that ILr
tracking IL. After that, Cv is also

designed with frequency-response as Fig. 5 on page 13. As result, these kpi
, kii

of Ci and kpv
, kiv

of Cv are identified and updated into the system PMSM and
simulated on Matlab software.

{
Ci (s) = Kpi

+ Kii

s

Cv (s) = Kpv
+ Kiv

s

(39)

Fig. 5. Bode after designing PI controller for DCV.

4 Simulation

4.1 Simulation Result of PMSM

This simulation shows the motor speed response tracking reference motor speed
under variations of the load torque and the DIV when applying backstepping
control (SA) strategy with the parameters as in Table 2 [15].

Figure 6 page 14 presents the electromagnetic torque (Te) which it tracks to
the load torque (TL). The SA strategy have a less ripple of the electromagnetic
torque in comparision with the PI method. It also shows that the torque of load
is continuous change at times t = 2 s, 4 s, the speed response of PMSM SA (red-
line) are presented in Fig. 7 page 14 is able to achieve a better result than the
motor speed response of PI controller (blue-line). In the simulation, the PMSM
is started in unload operating mode, it shows that the speed of the PMSM is
able to track the reference speed in a quickly manner.

At times t = 2 s, the nominal load torque suddenly increases from zero to
1.27 N.m as given in Fig. 6 on page 14, the speed response strategies as: SA
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Table 2. Nominal Parameters of PMSM drives.

Parameters (Units) Symbols Values

Rated Power (W ) Pn 400

Rated Voltage (V ) Un 200

Rated Speed (rpm) c 3000

Rate Torque (N.m) TL 1.27

Permanent Magnet Flux (Wb) Ψf 0.0615

Nominal Stator Resistance (Ω) Rs 2.7

Nominal Stator Inductance (mH) Ld, Lq 8.5

Moment of Inertia (kg.m2) J 31.69 × 10 − 6

Viscous Friction Coefficient ( N.m.srad) B 52.79 × 10 − 6

Pole Pair (pair) np 4

The coefficient of adaptive backstepping K1 0.5

The coefficient of adaptive backstepping K2 40

The adaptive gain a 0.001

The coefficient of SMC γ1 50

The coefficient of SMC γ2 50

The coefficient of SMC λ1 5

The coefficient of SMC λ2 5

The coefficient of SMC δ1 3000

The coefficient of SMC δ2 2000

Fig. 6. Electromagnetic torque Te and load torque TL with PI, SA.

and PI that drops to 693 rmp and 638 rpm then are corrected back to speed
reference value (≈700 rmp) after 0.2 s. Results showed that the SA has the lower
than speed reduction compared to the PI controller and tracking error of the SA
is also lower than the PI controller as Fig. 8 on page 15. Similar analysis, at times
t = 4 s, the nominal load torque suddenly decreases from 1.27 to 1.27/2 N.m, as
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Fig. 7. Speed response with PI, SA.

given in Fig. 6 on page 14, the motor speed response with the different strategies
as: SA and PI that rises up to 302 rmp, 311 rmp and 323 rpm then it comes back
to speed reference value (≈300 rmp) after 4.1 s. Results also shows that the SA
has the speed rise of the motor lower than the speed rise of the motor under PI
controller as Fig. 8 on page 15.

Fig. 8. Tracking errors using PI and SA controllers.

In the period, from t = 0 s to t = 1 s, the normal load torque is 0 N.m, the
control voltage on d−axis, ud ≈ 0, id tracking zeros as shown in Fig. 9 on page
16. The control voltage on q−axis (0 < uq < 1) also changes to variation of the
load torque and the motor speed in the PMSM drive system. Simulation results
show that under normal operating modes as: the load torque and speed control
variation, using the SA method gives smaller tracking error as compared to the
PI controller Fig. 9 on page 16.
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Fig. 9. The voltage control ud, uq with SA, PI controllers.

4.2 Simulation Result of BQ-ZSI

The DC-input voltage DIV (Vin) can be used for fuel cells or batteries. These
sources are used as the supply voltage source for the BQ-ZSI and the PMSM
applications for electric vehicles. Therefore, the purpose of DCV control is: to
boost the DCV and keep it stable when the Vin, load torque and speed motor
changes, to avoid overmodulation in the BQ-ZSI, thereby reducing harmonic of
voltage and current, which ultimately improve the system performance.

Fig. 10. a) The DC-link voltage Vdc. (Color figure online)
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Fig. 11. a) Vin decreases by 5% after 1 s and continuously decreases by 5% after 2 s
b) The response of the peakVdc tracking Vdcref when the Vin and load torque change.
(Color figure online)

Because the DCV is a square waveform is shown Fig. 10 on page 16, the DCV
can not be controlled directly It must be controlled by regulating two capacitors
voltages. Zoon “+” this waveform in Fig. 10 on page 16, from 1.3738 s to 1.3742,
the DCV (blue line) is square waveform and the peak DCV equals total capacitor
voltage on C1 and C2 of BQ-ZSI. That result is correct to Eq. (5).

From t = 0 s to t = 2 s, Vin has a value (40 V), at t = 2 s to 3 s, the Vin suddenly
drops 5% (38 V). Continuously at t = 3 s to 5 s, the Vin also decreases by 5%
(36 V) as shown in Fig. 11 on page 17 a). The DCV’s required voltage is 170V
as shown in Fig. 11 on page 17b) (red line), the BQ-ZSI unit is the booster, the
voltage is raised from 40 V to 17 0V and stabilized at 170 V as shown Fig. 11 on
page 17b) (blue line). If the input voltage changes, the DCV voltage remains
stable at 170 V by the DCV controller. With this controller, the DCV track
to the reference very well under the input voltage changes. And, this voltage
is raised more than four times and is kept stable with variation of the input
voltage, the speed motor and the load torque of the PMSM drive system.

5 Conclusion

In summary, this paper presents a comparison and evaluations of the differ-
ent control strategies such as SA and PI for the speed control of PMSM. The
SA enhances control quality of PMSM drive system, by compensating for the
errors of the PI motor speed controller. Under normal operating conditions as



Adaptive Backstepping Sliding Mode Control for Speed of PMSM 201

load torque, speed control and input voltage variation, applying the SA tracking
method resulted in smaller errors compared to PI controllers. Besides, this study
proposes a control method to stabilize the voltage of DCV in BQ-ZSI by con-
trolling total two capacitor voltages in BQ-ZSI which yields an improvement to
the system performance. These results have been verified carefully in simulation
on the Matlab software.
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Abstract. The field of machine learning is an interdisciplinary area
that aims to extract useful information from data through mathematical
means. Integrating quantum computing with machine learning has led to
exciting new avenues of research, where quantum mechanics principles
are applied to enhance and optimize classical machine learning algo-
rithms. In this study, we explore hybrid quantum-classical neural net-
works with an approach that combines both classical and quantum com-
puting. We achieve this by implementing a variational quantum circuit
as the output layer of a classical convolutional neural network. We use
this hybrid neural network to classify images of digits from the MNIST
dataset. Using this approach, we were able to classify images with high
accuracy. Furthermore, due to its flexibility, this hybrid algorithm can
be adapted to explore the potential of quantum computing especially in
the era of noisy intermediate-scale quantum devices.

Keywords: Quantum Computing · Variational Quantum Circuits ·
Neural Networks · Image Classification

1 Introduction

Machine learning (ML) has become a fundamental aspect of modern computing,
enabling computers to learn from data and make predictions or decisions based
on that knowledge. ML algorithms have applications in various fields, including
computer vision, natural language processing, speech recognition, recommenda-
tion systems, and quantum science, among others [11,23]. However, the growing
complexity of modern data sets has made it increasingly challenging to develop
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accurate and efficient ML models using classical computing techniques. Quan-
tum machine learning (QML) is a rapidly emerging field that seeks to address
some of the limitations of classical ML by harnessing the power of quantum com-
puting. [6,7,25]. Quantum computing is a paradigm of computing that exploits
the principles of quantum mechanics to perform certain calculations much faster
than classical computers [8,17]. By combining the two fields, quantum-enhanced
ML promises to develop more accurate and efficient ML models that can process
larger data sets and solve more complex problems [10]. Moreover, quantum com-
puters have the ability to extract intricate features from datasets that might not
be possible to do with classical computers [9]. This makes QML a promising tool
for drug discovery, optimization, and other areas of science and engineering [2].

Despite its potential, QML is still in its infancy, and many challenges must
be overcome to develop practical QML algorithms and hardware. One of the
most significant challenges is developing a fault-tolerant quantum computer.
The current hardware of quantum computers falls under the category of noisy
intermediate-scale quantum (NISQ), where we have a few hundred noisy qubits.
As a result, running complex quantum algorithms on NISQ devices can be chal-
lenging [20]. Another challenge is developing efficient algorithms that can take
advantage of the limited qubit resources of current quantum computers. Hence,
researchers are trying to figure out algorithms suitable for NISQ devices [3].

In this paper, we implement a hybrid ML model that combines the classical
ML model and variational quantum circuit (VQC). VQCs are parameterized
quantum circuits that can learn parameters based on optimization methods and
are helpful for many applications, including ML [16]. We applied this model to
the MNIST dataset, which consists of numerical digits from 0 to 9. The model
consists of a classical convolutional neural network (CNN) model combined with
a VQC in the final layer that will be used for the prediction. The parameters
of the quantum circuit are trained in a similar way to the weights in a classical
model. This approach enabled us to effectively train the model as well as classify
images with high accuracy. Furthermore, this hybrid model requires only a few
qubits and shallow circuit depths, making it suitable for NISQ hardware. This
hybrid model can serve as a basis for future QML applications and research.

2 Preliminary

2.1 Quantum Computing

In traditional classical computing, information is processed and stored as bits,
which are either 0 or 1. These bits are used to represent information in the form
of digital signals that are processed by classical computers. However, in quantum
computing, the basic unit of information is the qubit (quantum bit), which is a
two-state quantum-mechanical system that can exist in a superposition of both
0 and 1 states simultaneously [17]. A qubit can be represented by a vector in
two-dimensional complex Hilbert space C2, and its superposition form can be
written as

|ψ〉 = α|0〉 + β|1〉, (1)



Neural Networks with Variational Quantum Circuits 205

where |0〉 = [1 0]T and |1〉 = [0 1]T which represents the orthonormal
basis for C2 known as the computational basis and α, β ∈ C are the probability
amplitudes obeying |α|2 + |β|2 = 1.

A quantum gate is a fundamental operation that can be performed on a quan-
tum system, such as a qubit, in quantum computing. These gates are denoted
by a unitary operator U in the Hilbert space. They serve as the quantum equiv-
alent of classical logic gates in traditional computing and enable manipulation
of the qubit’s state. The Pauli gates (X, Y, and Z) and the Hadamard gate are
examples of single qubit quantum gates. A Hadamard gate transforms the qubit
to a superposition state that is equally likely to be either 0 or 1. The Hadamard
operation can be represented with matrix notation as

H =
1√
2

[
1 1
1 −1

]
. (2)

Another type of single qubit quantum gates are the quantum rotation gates,
which rotates the qubit state around the X, Y, and Z axes. These gates are
typically represented by unitary matrices and are defined by a rotation angle.
There are three common type of rotation gates namely Rx(θ), Ry(θ), and Rz(θ)
that are given in computational basis by

Rx(θ) =
[

cos θ
2 −ι sin θ

2

−ι sin θ
2 cos θ

2

]
, Ry(θ) =

[
cos θ

2 − sin θ
2

sin θ
2 cos θ

2

]
, Rz(θ) =

[
e−ι θ

2 0
0 eι θ

2

]
.

(3)

To achieve a comprehensive set of gates for quantum computation, it is essen-
tial to include two-qubit gates. The Controlled NOT (CNOT) gate is one of the
most commonly used two-qubit gates, which flips the state of the target qubit if
the control qubit is in the state |1〉 and leaves it unchanged if the control qubit
is in the state |0〉. The CNOT gate is represented in the computational basis as
follows

Cx =

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎤
⎥⎥⎦ . (4)

Once the information in the qubits has been processed by quantum gates,
the result of the computation must be obtained through quantum measurement.
Quantum measurement is achieved by projecting the quantum state onto the
basis of the Hilbert space. In the case of a single qubit using the computational
basis, the measurement operators M0 = |0〉〈0| and M1 = |1〉〈1| correspond to
measurement outcomes 0 and 1 respectively.

2.2 Variational Quantum Circuits (VQCs)

There are many quantum circuits that can implement various quantum algo-
rithms. One class is the VQCs that are used for optimizing the parameters of a
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quantum algorithm to obtain a specific output [4]. In a VQC, the quantum gates
used in the circuit are parameterized, meaning that the values of the gate param-
eters can be adjusted to obtain a desired output. The circuit is initialized in a
specific quantum state, and the parameters of the circuit are iteratively updated
using a classical optimization algorithm until the desired output is obtained.
An example of VQC is shown in Fig. 1. VQCs are particularly useful in situa-
tions where the exact solution to a problem is difficult to obtain using classical
methods. By optimizing the parameters of the quantum circuit, the output of
the circuit can be used as an approximation to the exact solution. VQCs have
been demonstrated to be capable of solving problems in quantum chemistry,
optimization, and ML with a level of accuracy that surpasses classical methods
in certain cases [5,16,26].

0

0

Parameterized

Quantum

Circuit

U(   )

Update (   )

Evaluate

Cost Function

f (   )

Classical

Optimizer

Fig. 1. A variational quantum circuit.

2.3 Neural Networks

A neural network is a type of ML technique that employs layers of interconnected
nodes or neurons to process data [29]. Each neuron has an associated weight and
threshold and is connected to other neurons. When the output of any neuron
exceeds the specified threshold, the neuron is activated by an activation function,
and the data is passed to the next layer. Otherwise, no data is transmitted to
the next layer of the network. Through a kind of machine perception, the neural
network can label or cluster raw input data. These networks learn similarly to
the human brain by analyzing labeled or unlabeled training examples [1].

During the training process of a neural network, the weights are initialized
randomly. Following this, forward propagation takes place where the input data
is fed into the neural network, and the activation of neurons in each layer is com-
puted using the current weights and biases. The neural network’s loss is then
determined by measuring the error between the predicted and actual labels.
To update the weights and biases in the neural network, we employ backward
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propagation to compute the gradient of the loss function. The gradient is then
used to adjust the weights and biases in the opposite direction, aiming to min-
imize the loss function. Finally, the weights and biases in the neural network
are updated using an optimization algorithm such as Adam or gradient descent
in the parameter update rule. This process is repeated until the neural network
has converged and the loss function has reached its minimum. Once the neural
network is trained, its performance on unseen data is evaluated through a test
set. With the advent of deep learning, neural networks have emerged as a pow-
erful technology in recent years, finding numerous applications across different
domains. For instance, they are used in image and speech recognition, as well as
natural language processing (NLP) [18,22,27].

In image processing, CNNs are very popular [14]. They use specialized layers
such as convolutional, pooling, activation, batch normalization, dropout, and
fully connected layers. The convolutional layer performs convolution operations
on the input image to extract features. The pooling layer reduces the spatial
dimensions of the input by downsampling, typically using max or average pool-
ing. The activation layer applies a non-linear activation function such as ReLU
to introduce non-linearity into the network. The batch normalization layer nor-
malizes the input data to speed up training and improve model stability. The
dropout layer randomly drops out units from the network during training to
reduce overfitting. The fully connected layer performs classification or regression
on the output of the preceding layers. By stacking these layers together, CNNs
can learn hierarchical representations of the input data and make predictions
based on them.

3 Methods

We used a hybrid quantum-classical model which enables the use of quantum
computers along with classical computers. This approach allows us to use a
small number of qubits and circuit depth by outsourcing some computation to
classical computers. On the classical side, we used CNN to process the input
image and provide meaningful features [12,13]. On the quantum side, we used
VQC to process the extracted features and classify the given image into the
correct label [15]. We used Hadamard, parameterized rotation, and CNOT gates
for our VQC. After the VQC computation, we measured the quantum state
and used the measurement outcomes to predict the input images. From the loss
function, we used the backward propagation algorithm to update the parameters
in the VQC as well as the weights in CNN. To process classical data with a
quantum circuit, we need to first encode the data from a classical one into
a quantum domain. This encoding enables the mapping of the classical data
into high-dimensional Hilbert space with a nonlinear mapping. In this high-
dimensional Hilbert space, the quantum operation is performed to move the
data position, enabling easier classification compared to lower dimensional space.
There are several ways to realize this encoding process, such as basis encoding,
Hamiltonian encoding, and angle encoding [24]. We used angle encoding as the
classical data can be easily used as angles in rotation gates.
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Fig. 2. Images from MNIST dataset.

We used MNIST handwritten digits dataset to train and test our hybrid
model shown in Fig. 2. The dataset has images of digits from 0–9, resulting in
a 10-classes classification problem. We used 5000 images from MNIST dataset
where the images are divided with a ratio of 8:2 into training and testing datasets.
The training dataset is divided again with the same ratio into training and
validation datasets. The size of the input image is 28 × 28 pixels with a single
channel. These input images are fed into the CNN that act as a feature extractor
which is followed by the VQC as the predictor. Block diagram of the hybrid
model is shown in Fig. 3.

Classic

ML

Model

Quantum Circuit

Quantum Circuit

Quantum Circuit

PredictionInput Data

Fig. 3. Hybrid quantum-classical ML model.

For the hybrid model, we first used a convolutional layer with 5 × 5 kernel
size and 16 filters followed by a max-pooling layer with strides of 2 on its output.
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Then, we used a convolutional layer with the same kernel size and 32 filters. The
next convolutional layer used 3 × 3 kernel size with 64 filters and followed by
a max-pooling layer with strides of 2. Then, a two-dimensional dropout layer is
applied. The output is flattened and fed to the fully connected layer having 128
neurons. The convolutional and fully connected layers used the ReLU activation
function. The CNN model architecture is summarized in Fig. 4. Then, we again
used a fully connected layer with 10 × np where np is the number of parameters
used in the quantum circuit. This output of the fully connected layers is fed to
the quantum circuit.
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Fig. 4. CNN model architecture.

For our VQC, we used a 3 qubits quantum circuit and 4 parameters. We
initialized the circuit with an equal superposition state by means of Hadamard
gates. This Hadamard operation can be represented with matrix notation as,

(H|0〉)⊗n =
1√
2n

2n−1∑
i=0

|i〉, (5)

where n is the number of qubits. Then, a parameterized rotation around Z axis
is applied to every qubit which can be represented as,

n⊗
i=1

Rz(φi), (6)

where n is the number of qubits. We applied an entangling gate, CNOT gate,
between qubit 3 and 2. The circuit is followed by a parameterized rotation around
the Z axis on qubit 2 and a CNOT gate between qubit 2 and 1. We then applied
Hadamard gate to qubit 1. Our final unitary gate can be represented as

U(φ) = (H ⊗ I ⊗ I)(Cx
(2) ⊗ I)(I ⊗ Rz(φ4) ⊗ I)(I ⊗ Cx

(3))
3⊗

i=1

Rz(φi)H, (7)

where we used Cx
(k) to denote the CNOT gate with qubit k as the control

qubit and I denotes the identity matrix. Finally, we measured the first qubit using
the computational basis, which can result in outcomes 0 and 1 with probability,

p(i) = 〈ψ(φ)|Mi ⊗ I ⊗ I|ψ(φ)〉, (8)
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where |ψ(φ)〉 = U(φ)|0〉⊗3 and i = {0, 1}. We then classified the input image
based on the measurement outcome. Our VQC is shown in Fig. 5.

H H

H

H

X

X0

0

0

Fig. 5. VQC of our hybrid quantum-classical neural network.

We used 10 such quantum circuits where each quantum circuit corresponds
to each class. In general, quantum circuits have the ability to learn complex
features which might not be possible classically [9]. We took the probability of
getting outcome 0 for each quantum circuit and predicted that the input image
is in class p if the p-th quantum circuit has the maximum probability among
all the circuits. The quantum circuit is trained using gradient that is computed
using the parameter-shift rule [28]. For each parameter in the quantum circuit,
we can calculate the gradient as,

∂φi
U(φ) = U(φ + ε · ei) − U(φ − ε · ei), (9)

where ε is the shift of the parameter and ei is the i-th column of np ×np identity
matrix.

We implemented the quantum circuit using Qiskit 0.38.0 with ‘qasm simu-
lator’. Qiskit is an open-source software development kit for quantum comput-
ers [21]. We used PyTorch 1.12.1 to apply the CNN model. We trained the model
for 20 epochs and using cross-entropy as the loss function. The optimizer was
set as Adam with a learning rate of 0.001. We used 1000 shots for the quantum
measurement and set ε = π/2 for the parameter-shift rule.

4 Results

To evaluate the performance of the hybrid model, we calculated the precision,
recall, F1-score, and accuracy of the model, which are the commonly used per-
formance metrics [19]. These performance metrics are defined as
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precision =
tp

tp + fp
, (10)

recall =
tp

tp + fn
, (11)

F1 − score = 2
precision · recall
precision + recall

, (12)

accuracy =
tp + tn

tp + tn + fp + fn
, (13)

where tp, tn, fp, and fn are the number of true positive, true negative, false
positive, and false negative cases, respectively. The results are shown in Table 1.
We can see that the model performed well in all the categories with an average
accuracy of 97%. The validation loss and accuracy plot can be seen in Fig. 6,
where the model converges as the number of epochs increase.
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Fig. 6. The validation loss and accuracy of the model are plotted as a function of
epochs.

We also provided the confusion matrix on the test dataset in Fig. 7 where we
can see that the hybrid model can predict the actual digits of the test dataset
images with at least 95% correct prediction. These results showed that quantum
and classical computers could be trained together to perform machine learning
tasks. Specifically, the VQC can play a role as a predictor in image classification
task with good performance with the help of CNN as the feature extractor.
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Table 1. Classification report of our hybrid model on MNIST dataset.

Digit Precision Recall F1-score

0 0.99 0.98 0.98

1 0.99 0.98 0.99

2 0.97 0.96 0.96

3 0.98 0.95 0.97

4 0.96 0.96 0.96

5 0.99 0.99 0.99

6 0.99 1.00 0.99

7 0.98 0.98 0.98

8 0.98 0.98 0.98

9 0.91 0.95 0.93

Accuracy N/A N/A 0.97

Macro Avg 0.97 0.97 0.97

Predicted

0 1 2 3 4 5 6 7 8 9

A
ct
ua

l

0 0.976 0 0 0 0 0 0.012 0 0 0.012

1 0 0.984 0.008 0.008 0 0 0 0 0 0

2 0 0 0.959 0 0.010 0 0 0.010 0 0.021

3 0 0 0.010 0.950 0 0.010 0 0.010 0.010 0.010

4 0 0 0 0 0.963 0 0 0 0 0.037

5 0 0 0 0.011 0 0.989 0 0 0 0

6 0 0 0 0 0 0 1 0 0 0

7 0 0.011 0.011 0 0 0 0 0.978 0 0

8 0 0 0 0 0 0 0 0 0.979 0.021

9 0.010 0 0 0 0.028 0 0 0 0.010 0.952

Fig. 7. Confusion matrix of hybrid model on test dataset.
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5 Conclusion

QML is an interdisciplinary field that combines quantum physics and machine
learning algorithms to solve complex problems more efficiently. In this study, we
demonstrated a hybrid approach that utilizes a conventional CNN model with
a VQC for image classification with good accuracy. This approach paves the
way for quantum-enhanced machine learning, which aims to leverage quantum
mechanical effects to enhance machine learning performance. Additionally, this
hybrid VQC and QML algorithm can be adapted to the limitations of NISQ
devices by adjusting circuit parameters, such as depth and number of qubits.
This flexibility allows researchers to explore the potential of hybrid algorithms,
even in the face of hardware limitations.

References

1. Abiodun, O.I., Jantan, A., Omolara, A.E., Dada, K.V., Mohamed, N.A., Arshad,
H.: State-of-the-art in artificial neural network applications: a survey. Heliyon
4(11), e00938 (2018)

2. Biamonte, J., Wittek, P., Pancotti, N., Rebentrost, P., Wiebe, N., Lloyd, S.: Quan-
tum machine learning. Nature 549(7671), 195–202 (2017)

3. Boixo, S., et al.: Characterizing quantum supremacy in near-term devices. Nat.
Phys. 14(6), 595–600 (2018)

4. Cerezo, M., et al.: Variational quantum algorithms. Nat. Rev. Phys. 3(9), 625–644
(2021)

5. Chen, S.Y.C., Yang, C.H.H., Qi, J., Chen, P.Y., Ma, X., Goan, H.S.: Variational
quantum circuits for deep reinforcement learning. IEEE Access 8, 141007–141024
(2020)

6. Dunjko, V., Briegel, H.J.: Machine learning & artificial intelligence in the quantum
domain: a review of recent progress. Rep. Prog. Phys. 81(7), 074001 (2018)

7. Duong, T.Q., Ansere, J.A., Narottama, B., Sharma, V., Dobre, O.A., Shin, H.:
Quantum-inspired machine learning for 6G: fundamentals, security, resource allo-
cations, challenges, and future research directions. IEEE Open J. Veh. Technol. 3,
375–387 (2022)

8. Duong, T.Q., Nguyen, L.D., Narottama, B., Ansere, J.A., Huynh, D.V., Shin,
H.: Quantum-inspired real-time optimization for 6g networks: opportunities, chal-
lenges, and the road ahead. IEEE Open J. Commun. Soc. 3, 1347–1359 (2022)
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Abstract. Sudden cardiac arrest (SCA) is mainly caused by ventricu-
lar fibrillation and ventricular tachycardia, which are known as shockable
rhythms and can be effectively treated with automated external defib-
rillators (AED). In this study, we propose a novel algorithm with high
performance for detecting SCA on electrocardiogram (ECG) signals for
use in the shock advice algorithm (SAA) applied in the AED. The algo-
rithm utilizes a combination of principal component analysis (PCA) and
convolutional neural network (CNN) model, using 5-fold cross-validation
(CV). The PCA algorithm transforms 20 features extracted from ECG
signals into 20 component features in different spaces where they are
uncorrelated. Our proposed SAA algorithm achieves an accuracy of 99.0
%, a sensitivity of 94.7%, a specificity of 99.4%, and a balanced error
rate of 2.9%.

Keywords: Sudden cardiac arrest (SCA) · Principal component
analysis (PCA) · Deep learning (DL) · Automated External
Defibrillators (AED) · Electrocardiogram (ECG)

1 Introduction

One of the serious health concerns in the world is sudden cardiac arrest (SCA),
which also is considered a vital and life-threatening condition. The event appears
when the heart experiences sudden, unpredictable electrical disturbances, result-
ing in the interruption of the pumping of blood. The source of this disease is
shockable rhythms including ventricular fibrillation (VF) and ventricular tachy-
cardia (VT), known as the abnormal waveforms of electrocardiogram (ECG)
signals [1]. The ECG signals during SCA also include other abnormalities such
as a widening of the QRS complex, a decrease in the amplitude of the QRS com-
plex, and changes in the ST segment, for which correct diagnosis is implemented
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for decision support related to relevant treatments. Moreover, patients, who are
under the SCA without basic life-support or emergency services in minutes, cer-
tainly have a relatively high mortality. Therefore, early prediction of SCA based
on ECG signals is crucial for timely intervention, such as immediate treatment
with cardiopulmonary resuscitation (CPR) and defibrillation by delivering an
electric shock to the heart, which results in survival improvement [2]. In addition,
prompt access to emergency medical services and treatment increases the chances
of survival and reduces the risk of long-term complications. Currently, auto-
mated external defibrillators (AED) are effective portable medical device, which
is used for SCA diagnosis and treatment with coutershocks to restore the elec-
trical heart system. The center of the AED is a shock advice algorithm (SAA),
which is responsible for quick SCA diagnosis for further decision-making [3].

In recent years, SCA detection has been paid intensive attention from scien-
tists, especially, performance improvement of SAA using intelligent technologies.
Correct detection of the shockable or non-shockable rhythm is crucial in provid-
ing effective treatment for patients with SCA. Recent advancements in machine
learning (ML) [4–6] and deep learning (DL) [7–10] techniques have exposed
promising results in ECG signal processing and SCA detection. Indeed, ML and
DL techniques have been proposed to improve the performance of the AEDs
for the SCA diagnosis with better performance in comparison to conventional
methods including thresholds according to American Heart Association (AHA)
recommendations [11]. DL-based SAAs have several advantages over ML-based
SAAs, such as no feature extraction, better feature selection, and complexity
reduction [8]. In addition, the main advantages of DL are automatic feature
learning from data and no requirement for feature engineering. This is partic-
ularly useful due to complex ECG signals, which demand high-quality signal
preprocessing and feature extraction techniques. Furthermore, a large amount
of data is necessary for DL training, which allows this method to learn more
complex relationships between input features and target outputs. This is partic-
ularly important in the case of SCA detection, where access to large and diverse
datasets is crucial for achieving optimal performance.

Principal Component Analysis (PCA) is widely used for feature reduction
extracted from non-stationary ECG signals containing the rapid changes of the
waveform. Therefore, PCA is a useful tool in the development of accurate and
efficient SCA detection systems. A key factor of informative feature selection
is the correlation between input features, which is simply solved by the PCA.
Indeed, this powerful method provides a robust feature estimation by the cor-
relation degrees among the input features [12]. The transformation of the input
feature space into a new space is implemented to generate ordered principal
components based on their corresponding correlation degrees. As a result, the
featured representative comprising a subset of highly uncorrelated input features
is highlighted through the PCA transformation for further stages.

In our work, a novel SAA design is proposed using a convolution neural
network (CNN) and principal components transformed from the original features
by PCA, which contribute to the performance improvement of the proposed SAA
for SCA diagnosis based on the ECG signals. Furthermore, the performance of
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the DL model using feature transformation is estimated through the 5-fold CV
method on the validation set.

The main contribution of this work is the utilization of the PCA algorithm
for feature transformation. The original features extracted from ECG signals,
which are highly correlated with each other, are transformed into a new space
including differently uncorrelated component features. Additionally, the utility
of the CNN model with the 5-fold cross-validation method improves the SCA
classification performance in the healthcare system, which leads to significantly
reliable performance results for practical use in clinic environments.

The rest of the paper is organized as follows: Sect. 2 presents the data used for
our method. Section 3 includes a description of the methodology of the proposed
technique using feature extraction with conventional techniques, PCA algorithm
to transform features, and DL models to diagnose SCA. The performance com-
parisons of the proposed algorithm with other existing methods are discussed
in Sect. 4, followed by a discussion of the results. Finally, The conclusions are
presented in Sect. 5.

2 Data

Creighton University Ventricular Tachyarrhythmia Database (CUDB) [13] and
the MIT-BIH Malignant Ventricular Arrhythmia Database (VFDB) [14] are used
for this work due to its widely spread use in previous studies, which makes it
easily compared. The ECG signals in these databases consist of shockable sig-
nals containing VF, VT, and ventricular flutter. Other rhythms in the above
databases are the non-shockable signals. The CUDB contains 35 single-channel
records with a length of 8 min for each record. The VFDB consists of 22 double-
channel records of 35 min. For performance improvement purposes, the first
channel of the individual is employed. The total of all records is 57, which are
then separated into non-overlapping 8-s ECG segments. Therefore, there are
1135 shockable and 5185 non-shockable segments of these databases, which are
considered for sampling at a frequency of 250 Hz. We grouped the entire ECG
segments into training and testing data corresponding to 70% and 30%, respec-
tively. As a result, 4303 segments of 40 records were used for training and 2017
segments of 17 records were for testing. Here, each record corresponds to a sep-
arate patient in the databases. Figure 1 shows the shockable and non-shockable
8 s ECG segments. The ECG signals are preprocessed as following steps:

(i) Implementation of the five-order moving average filtering to achieve signal
smooth.

(ii) Removal of the baseline wander by the use of high-pass filtering with 1 Hz
cutoff frequency.

(iii) Elimination of high-frequency noise by the 30 Hz low-pass Butterworth fil-
tering.
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Fig. 1. Waveforms of non-shockable and shockable ECG signals.

3 Method

The are three steps shown in Fig. 2 for the construction of the proposed SAA.
In the first step, the ECG databases are segmented and preprocessed for feature
extraction in time and frequency domains. Then, two datasets are generated
for training and testing corresponding to 70% and 30% of the total. In the
second step, PCA is implemented for the transformation of the extracted features
into the component space. Finally, two DL models, which are Long-short term
memory (LSTM), and CNN are trained and validated by a 5-fold CV procedure.

3.1 Feature Extraction

The feature extraction is implemented by various conventional techniques. The
three main categories of features are extracted temporal, spectral, and com-
plexity features. Table 1 shows a set of 20 features extracted from the 8 s ECG
segments [6].
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Table 1. Extracted features.

Feature Type Feature Name

Temporal features bCP, threshold crossing sample count (TCSC), threshold cross-
ing interval (TCI), modified exponential algorithm (MEA),
Count1, Count2, and Count3

Spectral features spectral analysis (S2), Li, bWT, bW, VF-filter leakage measure
(Lk)

Complexity features phase space reconstruction (PSR), frequency calculation (FB),
Kurtosis (Kurt), complexity measure (CM), fuzzy entropy
(FE), sample entropy (SE), energy (EN), Renyi entropy (RE)

3.2 Feature Transformation

The feature set is transformed into component space by the PCA technique. More
precisely, all of the 20 features, known as observed variable Zk, are transformed
into a new space of 20 principal components F k, which are independent and
uncorrelated variables as follows [12]:

Zk = lk1F1 + lk2F2 + ... + lklFl + ... + lk20F20 (1)

Conversely, the components F j can also be expressed as a linear combination of
the original variables as follows:

Fj = a1jZ1 + a2jZ2 + ... + a20jZ20 (2)
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The component Fj are uncorrelated with each other and ordered by the sample
variance λ, that is, the largest sample variance represents F1, the second largest
sample variance is F2, and so on. The sample variances corresponding to different
components are known as eigenvalues, which show the share proportion in the
total variance. Particularly, a constituent that holds a greater portion of the
overall variation, denoted by a higher eigenvalue, within the initial features, holds
more significance compared to those with smaller eigenvalues. The covariance
matrix R of the original feature Z is as follows:

R =

⎡
⎢⎢⎣

1 r12 ... r1,20
r21 1 ... r2,20
. . ... .

r20,1 r20,2 ... 1

⎤
⎥⎥⎦ (3)

where r12 represents the correlation between Z1 and Z2. The coefficients a1j for
component Fj , where j ranges from 1 to 20, encompass the eigenvector associated
with the jth largest eigenvalue λj . As a result of standardization, the sum of
variances across all features is equal to the number of features, demonstrated as
follows:

λ1 + λ2 + ... + λ20 = 20 (4)

Hence, λj/20 represents the ratio of the entire variation attributed to the jth

component.

3.3 Model Selection

LSTM and CNN [15] are optimized models with parameter structures on the
training set. Hyper-parameter tuning is crucial to identify optimal models and
prevent over-fitting. Additionally, the classification performance of the selected
model is estimated on the validation set. To determine the optimal parameter
values for the model, we employ a combination of grid search and the 5-fold CV
method in this work.

Convolutional Neural Networks: The most important element of the CNN
is the neurons, which construct the layers within the CNN. The neurons are
organized with three dimensions such as spatial dimensionality of the input
including height width, and depth. There are three main layers of the CNN
structure, which are the convolutional, pooling, and fully connected layers.

Convolutional Layer: This layer computes the output of neurons connected to
local regions of the input by calculating the scalar product between their weights
and the corresponding region within the input volume. The rectified linear unit
(ReLu) is employed to introduce a wise activation function, such as the sigmoid,
to the output generated by the preceding layer.

Pooling Layer: The layer simply performs downsampling along the spatial dimen-
sionality of the given input, further reducing the number of parameters within
that activation.
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Fully-Connected Layer: This attempts to produce class scores from the activa-
tions, which are used for classification. The ReLu can be placed between the
fully connected layers for performance improvement.

Long Short Term Memory: Vanishing gradients, which arise when learning
long-term dependencies, even when the minimal time lags are very long, are
serious problems. The LSTM model is one of the effective methods to overcome
such problems. In general, a constant error carousel is used to prevent such a
problem, which remains the error signal inside each cell of the unit. The LSTM
architecture consists of a set of recurrently connected sub-networks, also known
as memory blocks. The block functions to preserve the state across time and
control the passage of information through nonlinear gate elements. The output
of the block is cyclically linked back to its input and all of the gating components.

3.4 Model Validation

The 5-fold CV procedure is employed by the division of the ECG dataset into
5 parts. Each part is considered as testing data, while the remaining parts are
arranged for training data. Hence, the procedure includes 5 run to complete an
entire process. Moreover, the models are trained and tested repeatedly five times
so that each subset serves as the testing data in the latter iterations to increase
reliability. The mean and standard deviation of the classification performance
are calculated for further estimation. Additionally, LSTM and CNN are opti-
mized with parameter structures on the training set. Hyper-parameter tuning is
crucial to identify an optimal model and prevent over-fitting. Then, the classifi-
cation performance of the optimal model is estimated on the validation set. To
determine the optimal parameter values of the model, we employ a combination
of grid search and the 5-fold CV procedure in this work. The optimal model with
the highest detection accuracy among others is selected as the final model for
practical AED applications.

4 Results and Discussion

4.1 Results

The measured parameters are used in this work to estimate to diagnostic perfor-
mance of the DL models. They are accuracy (Acc), sensitivity (Se), specificity
(Sp), and Balanced Error Rate (BER). The Acc shows the proportion of ECG
segments identified correctly. The accuracy of correctly identifying shockable
and non-shockable ECG segments is represented by Se and Sp, respectively. The
BER is calculated as 1 − 0.5.(Se + Sp).

Model Selection: The 20 features extracted from the ECG segments are trans-
formed into a different space using the PCA transformation technique. They are
used as the input features of DL models for searching for optimal structures.
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Model Validation: The performance of two optimal DL classifiers is presented
in Table 2. Generally, the CNN model is marginally more efficient than the LSTM
model, achieving Acc of 99.03 %, Se of 94.74%, Sp of 99.37% and BER of 2.94%.
On the other hand, the LSTM model has Acc of 98.50 %, Se of 88.74%, Sp of
99.07%, and BER of 6.09%. Therefore, in this work, we chose the CNN model
for proposing the SAA algorithm.

Table 2. The detection performance of the model on the evaluation data.

Model Acc (%) Se (%) Sp (%) BER (%)

CNN 99.03 ± 0.19 94.74 ± 2.03 99.37 ± 0.23 2.94 ± 1.12

LSTM 98.50 ± 0.17 88.74 ± 4.43 99.07 ± 0.37 6.09 ± 2.04

Proposed Algorithm of SAA for SCA Detection. The SAA design, which
is proposed for the AED in this study, includes a CNN model and 20 extracted
features from the 8 s segment length of the ECG signals.

4.2 Discussion

Currently, the most effective way to treat cardiac arrest is using an affordable,
reliable electronic device called an AED. The AHA recommends relatively high
sensitivity and specificity for designing the SAA, but improving the detection
performance is crucial to avoid incorrect diagnoses and increase the chance of
survival.

The degree of correlation between features is important for determining their
quality in classifying shockable and non-shockable rhythms on ECG signals. Fea-
ture correlation measures how much information is shared between features.
Therefore, each feature should contain distinct information that can accurately
distinguish between shockable and non-shockable ECG segments. The generation
of the feature correlation is implemented by the PCA transformation. Indeed, the
transformed features resulting from the PCA technique are highly uncorrelated
and referred to as principal components, as shown in Eq. 2.

LSTM models are well-suited for modeling sequential data, which have a
time-varying nature. They can capture long-term dependencies in the signal and
can remember information from previous time steps, making them effective at
predicting future events based on past events. Besides, CNN models are good
at identifying patterns in time-series data, which is important for ECG analy-
sis. They can identify important features in the ECG signal, such as the QRS
complex or the ST segment, which are used to diagnose heart conditions. There-
fore, LSTM and CNN models have been widely used for analyzing ECG data.
They can capture temporal patterns, identify important features in the signal,
and achieve high accuracy in predicting cardiac events. Indeed, Table 2 shows
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Table 3. Performance comparison of the proposed algorithm to existing methods.

Ref Database Methods Acc (%) Se (%) Sp (%)

This work CUDB, VFDB PCA, CNN 99.03 94.74 99.37

[16] CUDB, VFDB KNN, fuzzy C-mean clustering 99.01 99.14 98.97

[4] MITDB, CUDB, VFDB SVM, adBoost, Differential Evolution 98.2 98.25 98.10

[17] CUDB, SDBB CNN, LSTM NA 92.71 97.6

the high performance of the DL models. The performance of the CNN model is
higher than that of the LSTM.
In our work, a novel SCA detection algorithm based on PCA transformation and
CNN technique is proposed that can be applied to the AED. To avoid overfitting
problems caused by the small size of the public CUDB and VFDB databases,
which are used in the training and validation data of the proposed SAA, the
5-fold CV method is applied to compute statistical performance results in both
training and validation phases. The performance of proposed SCA detection in
this work meets the AHA’s requirement for accuracy Acc (≥90%), sensitive Se
(≥90%), and specificity Sp (≥95%) [6].

Table 3 presents a comparison of our proposed SCA detection performance
among recent publications using different methods. The results demonstrate that
our proposed algorithm outperforms existing methods, making it suitable for use
in the SAA algorithm for AED applications.

5 Conclusion

The timely and accurate detection of SCA plays a critical role in increasing the
chances of survival. Therefore, the development of an SAA algorithm for SCA
diagnosis that can achieve highly reliable detection performance is paramount
to ensuring safe and effective diagnosis in AED applications. In our work, we
proposed an effective SAA algorithm for AED that utilizes the PCA technique
to transform the features into a different space where they are uncorrelated
and independent variables. Additionally, we utilized a CNN model for diagnosis.
The CNN model is carefully optimized using the 5-fold CV approach to increase
the model’s reliability and accuracy, making it suitable for practical healthcare
systems. The combination of PCA with CNN achieves the high performance of
SCA detection. Indeed, the proposed SAA demonstrates high performance on
the evaluation data, with Acc of 99.03 %, Se of 94.74%, Sp of 99.37% and BER of
2.94%, which are higher than that existing using others DL and ML algorithms.
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Abstract. This paper presents the method of designing a line following
Fuzzy-PD controller for a differential-driven logistics transport mobile
robot (LTMR). The line following controller is in charge of assisting the
robot in moving along a predetermined path that has been installed or
painted on the ground. The experimental results in this study demon-
strate that the Fuzzy-PD controller can adjust the control parameters
to better adapt to a rapid change in direction of the reference line when
compared to using the PD controller. Furthermore, this paper provides
an innovative approach to designing the control algorithm for differential-
driven LTMR to enable a simple transition from manual to line following
mode or vice versa.

Keywords: PD controller · Fuzzy-PD controller · Differential-driven
logistics transportation mobile robots · manual mode · line following
mode

1 Introduction

In general, regardless of sensor type, the line following control method uses
position sensor information installed on the robot body to drive the robot such
that the sensor’s midpoint is as close to the reference line as possible [1–10]. The
research results in these studies [7–10] have shown the effectiveness and ease of
implementation of conventional Proportional-Integral-Derivative (PID) control
technique for line following robot. Balaji et al. [7] also presented the roles of
proportional, integral and derivative terms of PID controller in line following
control. For example, with a large value of proportional gain - Kp, the robot
is able to response quickly when the reference line changes its direction but
oscillates strongly in the straight lines. With a small value of Kp, in contrast,
the robot runs very stably on the straight lines but its ability to change the
direction is much worse. Next, the derivative term of PID controller is known
for its overshoot reduction function and transient response improvement related
to the sudden change in direction of the path. However, given the large value
of the derivative gain - Kd, the system can become quite sensitive to disturbing
signals related to the quality of the sensor or of the reference line. The system
also becomes unstable if the Kd is too large.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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In basic PID-controlled systems the integral term is used to eliminate steady
error provided that the reference value is fixed or little changed. However, in line
following control system, the characteristic of the predefined line often changes,
thus the reference value for the line following controller is not fixed. With the
presence of the integral term in PID controller the robot’s performance can
become unstable because of the instability of reference value for whole system.
So that, to increase the stability of the control system, the integral term should
be removed. The PD controller should be implemented with the Kp that can be
adjusted, while the Kd should be selected appropriately and unchanged.

As an intelligent controller, fuzzy logic controller (FLC) is known with its
ability to supervise the nonlinear systems and to be used to adjust the PID
parameters to help the system achieve optimal state [11–13] . For the above
reasons, this paper proposes a fuzzy PD controller with the ability to change
Kp parameter by itself for line following robots to accommodate the variation
of characteristics of the entire system.

In this study, the line following control mode can conventionally be called
automatic control mode (ACM). Although the robot is built for the ACM, it
may not always work in this manner. When the sensor system or magnetic line
is damaged, or the robot has to operate in locations where there is no install line,
the operator must control the robot directly. Manual control mode (MCM) refers
to the control mode in which the robot is directly instructed by the operator.
As a result, for research, an easy technique to transition from MCM to ACM
or vice versa is required. There are commonly two techniques in the MCM for
controlling the robot moving forward or backward, turning left or right using
reference linear and angular velocity values. The first technique converts its
reference values into two distinct signals, each of which is utilized to individually
regulate the velocity of each wheel using its own PID controller with proper
settings [14]. In the second technique, the robot velocities are directly controlled
by two PID controllers, linear and angular PID controllers, without any reference
value conversion [15]. Because the first technique makes the transition between
MCM and ACM more difficult. Therefore, the second technique is used in this
study to make programming and control easier. The second technique enables
the system to go from MCM to ACM by simply replacing the angular velocity
PID controller with the following PID controller, resulting in a control structure
that is not significantly different from the original.

The rest of this paper is organized as follows. The MCM is built in Sect. 2.
The method of designing the ACM is explained in Sect. 3. The experimental
results and discussion are given in Sect. 4. Finally, the conclusion is presented in
Sect. 5.

2 Manual Control Mode

2.1 Model of Logistics Transportation Mobile Robot

To prevent the wheels from rolling onto the magnetic line during the line fol-
lowing test as well as the actual run in the case when the magnetic line is not
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Fig. 1. Model of LTMR and magnetic line.

buried deep in the ground, the robot model with differential drive, as shown in
Fig. 1, is used.

Two separate coaxial driving wheels with a 2R diameter are used to move the
W×L-sized robot. Each of these wheels will be propelled by a BLDC motor that
is managed by a motor drive. The velocities at which the left and right wheels
rotate are ϕ̇R and ϕ̇L, respectively. The placement of four castor wheels close
to the rear of the robot body aids in improved robot balance and prevents the
robot from rolling on the magnetic line and destroying it since the two driving
wheels are positioned directly on the robot body’s horizontal axis of symmetry. A
magnetic sensor is attached at the head of the robot body for use while carrying
out the line following function.

2.2 Velocity Control

Typically, the rotating velocities ϕ̇R and ϕ̇L are calculated based on signals
returned from the encoder mounted directly on the motor shaft. The robot’s
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Fig. 2. Velocity control of LTMR.

angular and linear velocities may be calculated as
{

v = vR+vL

2 = R
2 (ϕ̇R + ϕ̇L)

ω = vR−vL

2L = R
2L (ϕ̇R − ϕ̇L)

. (1)

In the field of cargo transportation, it is not necessary to control a mobile
robot at the highest speed but the robot needs to run at an appropriate and
constant velocity even when the load of the freight is changed. The PID controller
of linear velocity, denoted as PIDv, and the PID controller of angular velocity,
denoted as PIDω, can both regulate the robot’s speeds. It is possible to acquire
the output control signals uv of PIDv and uω of PIDω by

[
uv

uω

]
=

[
Kpvev + Kiv

∫ t

0
evdτ + Kdv

d
dtev

Kpωeω + Kiω

∫ t

0
eωdτ + Kdω

d
dteω

]
, (2)

Here, [Kpv,Kiv,Kdv] and [Kpω,Kiω,Kdω] are, respectively, parameters of PIDv

and PIDω.
The left and right motor drivers receive control voltage signals directly, which

can be computed as
[

uL

uR

]
=

[
uv − uω

uv + uω

]
. (3)

Based on Eqs. (1) and (2), the velocity control scheme illustrated in Fig. 2.

3 Automatic Control Mode

In the ACM, the line following PD controller replaces the PID controller of
angular velocity. Thus, Eq. (2) can be written as

[
uv

uε

]
=

[
Kpvev + Kiv

∫ t

0
evdτ + Kdv

d
dtev

Kpεeε + Kdε
d
dteε

]
, (4)
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Fig. 3. Automatic control mode.

Here, Kpε and Kdε are parameters of the line following PD controllers. The line
position and position error are represented by ε and eε = −ε, respectively.

Therefore, Eq. (3) can be written as[
uL

uR

]
=

[
uv − uε

uv + uε

]
, (5)

As mentioned above, to adapt to the changes of the system, the Sugeno fuzzy
controller known with its efficiency in computational processing [16] is used for
adjusting the Kpε parameter, as shown in Fig. (3).

The fuzzy controller has two inputs: position error ε and position error change
deε. The fuzzy controller’s output signal kpε ∈ [0, 1] is used to calculate Kpε ∈
[KpεMin,KpεMax] according to the following conversion formula.

Kpε = (KpεMax − KpεMin)kpε + KpεMin, (6)

Here, KpεMin and KpεMax can be found by experimental testing explained in
Sect. 4.

The fuzzy table rule is composed of nine rules, as stated in Table 1, in which
E = {NE, ZE, PE}, DE = {NDE, ZDE, PDE}, and KP = {Z, M, B} represent
the sets of linguistic variables of fuzzy inputs and output. Each rule is built as
following:

Rulen : if eε is eεi and deε is deεj then kpε is Ci,j ,
Where, n = 9 denotes the number of fuzzy control rules, and Ci,j denotes the
value of the cell corresponding to ith row and jth column in Table 1.

The membership functions of fuzzy inputs can be seen as in Figs. 4 and 5.
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Fig. 4. Membership of position error.

Fig. 5. Membership of change in error.

4 Experimental Results and Discussion

The LTMR created in our laboratory is shown in Fig. 6. The robot body’s W
and length L are 0.56 m and 0.84 m, respectively. Each wheel has a 2R diameter
of 0.3 m. While not carrying things, the robot weighs 125 kg. For the robot’s
ACM, a magnetic position sensor with a measuring range M of 14 cm and a
measurement resolution of 0.01 cm is utilized.

The velocities of the left and right wheel are measured based on digital signals
generated by Hall effect sensors mounted inside two brushless DC motors (BLDC
motor), and satisfy the constraint max (vL, vR) ≤ 0.94 m (the maximum corre-
sponding speed of the wheels is 60 rpm).

The robot’s velocities are controlled by two PID controllers, which was pro-
grammed directly on the main control board of the robot. In our experimental
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Table 1. Fuzzy rule table.

kpε deε

eε NDE ZDE PDE

NE B B M

ZE M Z M

PE M B B

Fig. 6. Logistics transportation mobile robot.

research, the parameters of PIDv and PIDω were set with [0.2, 0.4, 0.15] and
[1.0, 0.4, 0.15], respectively.

The PID controller for angular velocity was replaced in the ACM by the line
following Fuzzy-PD controller. The KpεMin, KpεMax and Kdε can be determined
based on the test method when the robot ran on closed magnetic line as shown
in Fig. 1 as follows.

1. Increase Kpε gradually until a value considered as KpεMin so that the robot
can flow the straight line. However, the robot is still unable to follow the line
when the direction of the line changes at an angle of 45◦ from the original
direction.

2. Increase Kdε until the robot can follow the closed line entirely. Kdε can be
chosen larger but just enough so the robot can change direction faster.
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Fig. 7. Position errors of different PD controllers at 0.157 m/s.

3. Keep Kdε value unchanged, increase Kpε until the value considered as KpεMax

so that the robot oscillates quite strongly on the straight lines but still ensure
the robot can follow the closed line.

With the values of Kpε and Kdε found, we can create a table with three
following PD controllers as shown in Table 2. In fuzzy controller, the values of
variables of fuzzy inputs and output were chosen as E = {NDE, ZDE, PDE} =
{−3, 0, 3}, DE = {NE, ZE, PE}={−60 , 0, 60} and KP = {Z, M, B} = {0,
0.5, 1}.

Table 2. Following PD controllers.

PD controller Kpε Kdε

PD1 (KpεMin, Kdε) 0.2 0.25

PD2 ((KpεMin + KpεMax)/2, Kdε) 0.6 0.25

PD3 (KpεMax, Kdε) 1.0 0.25

The robots with different PD controllers were tested by running two rounds
(8 corners) at a speed of 0.157 m/s (corresponding to wheel speed of 10 rpm).
Figure 7 shows the position errors ε of each PD controller and the change in
Kpε when using fuzzy PD. Figure 8 shows the stability of linear velocity and the
change over time of angular velocity when the robot changes its direction.

From the results presented in Fig. 7, we can draw conclusions as shown in
Table 3. Based on the results of the maximum position errors and root-mean-
square errors (RMSEs) in Table 3, it can be clearly seen that the larger Kpε, the
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Fig. 8. Linear and angular velocities of the LTMR at 0.157 m/s.

better the robot follows the line. However, it has a disadvantage of making the
system oscillate strongly on straight lines (maximal peak-to-peak error ripple is
greatest when Kpε = KpεMax). While with the smallest value of Kpε, the system
will become most stable, but the ability to follow the line becomes worse at the
corners.

By comparing with the three PD controllers given above, the Fuzzy-PD con-
troller has advantages such as not only in reducing ripple error but also in
helping the robot to change direction quickly. With the low RMSE, comparing
the Fuzzy-PD controller with the PD1 and PD2 controllers, it also shows that
the use of Fuzzy-PD controller is a great good solution for line following.

Table 3. Experimental results at 0.157 m/s.

PD controller MPPER in box A MPE AMCPE RMSE CT

PD1 0.1 cm 11.1 cm at 65.76 s 10.7 cm 5.70 cm 99.85 s

PD2 0.8 cm 6.6 cm at 54.08 s 6.08 cm 2.18 cm 98.07 s

PD3 1.8 cm 5.6 cm at 14.62 s 4.72 cm 1.39 cm 97.33 s

Fuzzy-PD 0.5 cm 6.3 cm at 14.66 s 5.39 cm 1.72 cm 97.77 s

MPPER: Maximal peak-to-peak error ripple

MPE: Maximal position error

AMCPE: Average of maximal corner position error

CT: Completion time
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5 Conclusion

In this paper, a velocity and line following controllers were successfully built
for the line following mobile robot. Switching from manual control mode to
following control mode (automatic control mode) is also easy but still helps the
robot keep the appropriate linear velocity even when the load changes. The use
of PD controllers with fixed parameters shows that the following system cannot
fully meet the operating requirements when environmental conditions change.
The Fuzzy-PD following controller has the ability to change its own parameters,
making the robot stable when running on straight lines but still ensuring good
line following when there is a sudden change in the trajectory of predefined
reference line.

Acknowledgement. The authors would like to thank the Vietnam Aviation Academy
for Science and Technology Development for the support in 2022/2023.
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Abstract. The MQTT protocol, which stands for Message Queuing
Telemetry Transport, is widely recognized within the IoT community as
one of the most frequently utilized communication protocols. Conven-
tional MQTT protocols described in the literature could improve their
capacity to support distributed environments and scalability. In this man-
ner, MQTT-ST is an advanced MQTT protocol that provides bridging
capabilities within a distributed environment, making it a preferred option
for IoT systems. In this study, we introduce a new, intelligent, scalable, and
distributed MQTT-ST-based protocol named MQTT-CB. Our approach
leverages containers to improve portability, and our protocol is designed
with a cloud-based architecture that streamlines deployment. The primary
contribution of our research is the integration of intelligent capabilities
into the MQTT-ST protocol, utilizing an LSTM (Long Short-Term Mem-
ory) network, which is the leading deep learning model. Specifically, our
protocol employs predictive algorithms to foresee retransmitted packets,
dynamically adjusts the number of brokers in real-time, and reduces the
number of brokers when clients are inactive. Our experiments demonstrate
that our protocol significantly outperforms conventional MQTT-ST pro-
tocol regarding latency between subscribers and publishers. Furthermore,
our protocol adapts seamlessly to changes in the publication rate. In sum-
mary, we present a cloud-based intelligent MQTT protocol that offers sig-
nificant advantages over traditional MQTT-ST protocol.

Keywords: MQTT · MQTT-ST · IoT · LSTM · Cloud · Container ·
AI

1 Introduction

The MQTT protocol is commonly utilized within the IoT (Internet of
Things) ecosystem, as noted in [1]. MQTT utilizes a publish/subscribe-based
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communication model, which enables efficient message transfer between clients
and servers. This lightweight and efficient protocol is especially suitable for IoT
devices with limited resources. The publish/subscribe model eliminates the need
for direct communication between devices, which reduces the burden on indi-
vidual devices and enables effective communication with a broker [2]. Due to its
dependability and adaptability, MQTT is extensively employed in IoT imple-
mentations like smart cities, intelligent devices, and transportation systems, as
referenced in [3].

MQTT is well-suited for devices with limited resources; however, it experi-
ences a single point of failure with its brokers, as mentioned in [4]. If the broker
becomes unavailable, the entire network may become disconnected, and devices
may not be able to exchange messages. Therefore, the centralized broker is a
significant drawback for MQTT. Additionally, managing the number of devices
and messages can present difficulties in terms of scaling the quantity of brokers,
as stated in [5]. Careful consideration of these and other factors is vital to ensure
the success of a large-scale MQTT deployment.

Several MQTT protocols [6–8] support distributed brokers and use multi-
ple brokers to provide redundancy. However, even with multiple brokers, the
network may still have a fault issue, depending on the configuration and deploy-
ment strategy. Clustering or load balancing technologies [9] can be used further
to reduce the danger of a single point of failure, but this may add additional
complexity to the system.

Fig. 1. Clustering and bridging methods.
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The MQTT-ST project, an open-source MQTT protocol based on the widely
used Mosquito implementation [10], supports distribution, as noted in [11].
Unlike several other MQTT protocols, such as [12–14], MQTT-ST does not sus-
tain broker clustering but uses bridging to connect multiple brokers. Clustering
refers to the collaboration of several brokers to establish a unified broker, whereas
bridging enables the interchange of messages between brokers. Figure 1 illustrates
the clustering and bridging approaches. According to [15], the bridging method
is more effective than clustering regarding network traffic and broker resource
usage. Consequently, MQTT-ST is well-suited for utilization in resource-limited
and cost-conscious IoT settings.

The MQTT-ST protocol is a tree-based, distributed protocol that replicates
messages across all brokers and can react to failures. It is an upgraded version
of the Mosquitto source code and is designed for efficient message distribution,
making it suitable for scaling the number of brokers. However, MQTT-ST is not
a dynamic protocol, which means that it cannot increase or decrease the number
of brokers in real-time, leading to resource consumption when IoT publishers are
idle. Our proposed MQTT-CB protocol offers a dynamic, intelligent, cloud-based
solution built on MQTT-ST to address this limitation.

MQTT-CB protocol can adapt to environmental conditions and operate opti-
mally regarding resource consumption and network traffic overhead. It utilizes
the LSTM model to predict retransmitted packets and adjusts the number of
brokers accordingly. This makes the MQTT-CB protocol dynamic and intelli-
gent, unlike other MQTT protocols. Additionally, MQTT-CB runs on Docker
containers, making it cloud-based and highly portable compared to MQTT-ST
and other MQTT protocols. Overall, the proposed MQTT-CB protocol offers a
more efficient, adaptable, and portable solution for message distribution in IoT
environments.

In summary, this paper’s primary contributions are as follows:

– We propose a new MQTT-ST-based protocol that is intelligent and scalable
in terms of broker numbers. While MQTT-ST is an open-source MQTT pro-
tocol, it lacks dynamic scalability by default. However, the proposed MQTT-
CB protocol provides this feature by predicting the following retransmitted
packets and adjusting the number of brokers in the future.

– The MQTT-CB protocol is a cloud-based MQTT protocol that can be easily
deployed to the cloud without any burden. This makes it more flexible and
portable in terms of deployment.

– We design the MQTT-CB protocol to run on Docker containers and orches-
trate other container-based brokers using Docker CLI. This makes it more
environment dependent and reusable in terms of development and simula-
tion.

– We create a new system model with four modules to monitor MQTT packets
and predict future retransmitted packets. This model is a layered architecture,
making it a robust structure.

– We can improve the proposed system model in the future with more compli-
cated deep learning methods to predict with higher accuracy and speed.
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The remaining sections of this paper are organized as follows: Sect. 2 covers
the related works. Section 3 describes the network architecture, while Sect. 4
outlines the system model. The simulation environment is detailed in Sect. 5,
and we present our proposed model’s performance evaluation in Sect. 6. Lastly,
Sect. 7 concludes our work by summarizing its accomplishments.

2 Related Work

In literature, several works on distributed MQTT protocols employ bridging
techniques [16,17]. The Mosquitto MQTT protocol has a Java-based implemen-
tation called D-MQTT, as cited in [16]. D-MQTT utilizes bridging and provides
a distributed MQTT protocol that outperforms the Mosquito MQTT protocol
regarding publication traffic exchanged between the brokers. Another MQTT
bridge-based protocol, EMMA [17], is a QoS-aware MQTT protocol that enables
edge computing. This work shows that communication between closely located
devices has low latency and offers low-cost message transferring.

Additionally, there are several container-based MQTT implementations in
the literature [18–20]. The work in [18] presents a microservice-based MQTT
protocol in an edge computing environment with containers, where multiple
brokers perform better in terms of throughput and multiple nodes work better
than a single broker. Another work on container-based MQTT protocols, [19],
provides dynamic MQTT deployment with containers, increasing resource uti-
lization in CPU and memory. Moreover, [20] is a container-based MQTT protocol
implements fog service as multiple containers. Their experimental results show
that migrating container-based fog services performs better than no migration
in terms of QoS.

Cloud-based MQTT protocols are also present in the literature [21,22].
FogMQ [21] provides a cloud-based MQTT protocol that uses bridging and offers
self-deployment auto-migration in the cloud, achieving low latency in their work.
Another cloud-based MQTT approach, [22], reduces processing message time in
burst mode compared to the default algorithm in MQTT brokers.

Several works have also been on prediction using RNN models [23,24]. In [23],
the authors forecast QoS in terms of loss rate, speed of the link, throughput, and
RTT concerning user locations using several deep learning models with RNNs,
achieving prediction accuracy above 90% in QoS status. Another work, [24],
predicts network traffic in the future using time series network data. In terms of
precision, their suggested model surpasses conventional RNN models.

However, these works do not provide an intelligent MQTT broker to adjust
broker numbers in real-time. Our proposed model can be deployed in a cloud
environment, making it more reachable and robust in terms of connectivity. Fur-
thermore, our container-based model makes our work more portable. Addition-
ally, adjusting broker numbers reduces resource consumption in terms of CPU
power and memory.
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Fig. 2. Network Architecture.

3 Network Architecture

Our network architecture is founded on MQTT protocol and comprises three
primary components: publishers and subscribers, serving as clients, and brokers.
The brokers are responsible for collecting data from the publishers in the form
of topics and subsequently delivering them to the subscribers. As a result, the
brokers facilitate the data transfer between publishers and subscribers, starting
from publishers to subscribers.

Each component, including brokers, publishers, and subscribers, situate on
a local network that consists of a switch and a router. Therefore, our network
topology encompasses three local networks, namely LN1, LN2, and LN3. LN1
comprises publishers, while LN2 consists of subscribers. The brokers are placed
in LN3. The data flow between LN1 and LN3 is unidirectional, starting from
LN1 to LN3. Conversely, the data flow between LN2 and LN3 is bidirectional.
Additionally, we parameterize the delay between the local networks.

Each local network connects to the Internet through its router. Furthermore,
each switch in the local network distributes packets among its connected devices.
We also parameterize the number of publishers and subscribers. Furthermore,
our model dynamically decides the number of brokers in real-time. We illustrate
our network topology in Fig. 2.
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4 System Model

The system model presented in this study illustrates our proposed MQTT-CB
protocol, a virtual and software-based protocol implemented on the broker’s side.
Clients perceive the brokers as a single MQTT-CB broker, while the existing
system may consist of multiple brokers orchestrated using Docker CLI.

The proposed system model comprises four primary modules, namely the
Monitoring Module, Classification Module, AI Module, and MQTT-CB Con-
troller Module, each of which performs a unique task independently of the other
modules. This design approach results in a more robust system. The layered
system model is depicted in Fig. 3.

Fig. 3. The layered system model.

4.1 Monitoring Module

The Monitoring Module monitors each client and stores the resulting network
traffic data in a database. This module ensures that monitoring is performed for
each broker and that time-series data is persisted in a database. To achieve this,
we employ the Tshark tool [25], a Linux-based command-line version of Wire-
shark, which enables us to monitor and analyze network traffic in a software-
based manner. This approach provides us with the required capabilities for net-
work monitoring while ensuring the system’s scalability and flexibility. Further-
more, we utilize SQLite [26] as the database engine to store the monitored data.
SQLite is a lightweight, fast, and stable database engine that is well-suited for
our model’s requirements.

4.2 Classification Module

The Classification Module of our proposed MQTT-CB protocol is tasked with
classifying the monitored data that is stored in the database. This module is
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implemented using Python 3 programming language and reads the database that
contains the monitored data. Upon reading the database, the module reduces the
network data every five minutes into a single time series data. The time series
data consists of the average delay, the average retransmitted packets and the
total packet number. Once the classification process is complete, the classified
data is transformed into a shape compatible with the AI module’s requirements.

4.3 AI Module

The AI Module is designed to learn from the classified time series data and
generate predictions about future network traffic patterns. An LSTM model is
employed within the module to forecast the number of retransmitted packets
within the upcoming five-minute periods. Deep learning techniques are utilized
in this module to provide a more intelligent and scalable MQTT protocol for the
IoT domain. By leveraging the power of artificial neural networks, the proposed
model can identify complex patterns and make accurate predictions about net-
work traffic, resulting in a more efficient and reliable communication system for
IoT devices.

We have a scalable MQTT protocol in terms of broker numbers. To do that,
we have to predict upcoming retransmitted packets in the future. The problem is
that the number of retransmitted packets are dependent sequences, complicating
the prediction. However, Recurrent Neural Network (RNN) solves this problem
according to [27]. In that work, they define RNN as an artificial neural network
(ANN) that uses time series to make predictions. Hence, the RNN model can
predict retransmitted packets in the future. However, it is hard to train RNNs
to solve issues that need learning long-term time series because the gradient of
the loss function decreases fast when time passes, according to [28]. Thus, we
prefer to use a more sophisticated RNN implementation called LSTM in terms
of memory usage in our AI Module.

The LSTM is also suitable for time series data, and its main advantage
over the RNN is that it can maintain information in its memory for a more
extended period, as explained in [29]. LSTM models work like RNNs in that
they can remember previous information and use it to process current inputs.
However, due to the vanishing gradient situation, RNNs need to retain long-term
dependencies. On the other hand, the LSTM model is explicitly designed to avoid
long-term dependence problems. As noted in [30], LSTM networks construct on
the capabilities of RNNs to expand memory and can serve as the core blocks
for an RNN’s layers. Therefore, the LSTM model is more suitable for making
predictions regarding memory usage and performance, as indicated by [29,30].

In our LSTM model, we employ an autoregressive approach similar to that
described in [31]. An autoregressive network is a neural network that generates
the value of one sample by relying on previously generated samples. This app-
roach involves making one prediction at a time and feeding the output back into
the model. The mechanics of the autoregressive LSTM are illustrated in Fig. 4.

In summary, the AI Module incorporates an LSTM model to make predictions
about retransmitted packets in the future, treating them as time series data. The



MQTT-CB: Cloud Based Intelligent MQTT Protocol 243

Fig. 4. Auto Regressive LSTM Model.

module comprises two sub-modules: the Core and Prediction Sub Modules, which
facilitate these operations together.

Core Sub Module. The Core Sub Module plays a crucial role in our system by
compiling and re-generating the LSTM model at pre-defined periods. However,
since there is no input for the number of retransmitted packets when the model
is run for the first time, it operates at a reduced capacity during the warm-
up phase, which lasts for the first three hours after the module is booted up.
During this time, the Monitoring Module collects the required network data
while a single MQTT-CB broker is used. After the warm-up phase, the Core
Sub Module generates the first LSTM model and makes its initial prediction.

After the first prediction, the Core Sub Module compiles and fits the LSTM
model with new time series data every five minutes. The user can modify the
period configuration as needed, initially set to five minutes in the default settings.
The module performs this recompilation operation on the first day at five-minute
intervals. After the first day, the periods are changed to one day, and the module
recompiles the LSTM model daily.

The Core Sub Module of the AI Module generates predictions of the number
of retransmitted packets for three-time steps ahead, which corresponds to fifteen
minutes into the future. The predicted average retransmission number is then
forwarded to the Prediction Sub Module for further processing.

Prediction Sub Module. The Prediction Sub Module predicts the following
retransmitted packet number fifteen minutes later. We choose this value to give
time to MQTT-CB Controller to run new brokers or stop the existing ones.
The Prediction Sub Module makes its decisions as follows. If the percentage
of predicted retransmitted packets fifteen minutes later is higher than ten per-
cent, then the LSTM model decides that create a new broker. We calculate the
retransmission percentage RPt as in the Eq. 1.

Rt/Pt = RPt(%) (1)

where, Rt refers to the number of retransmitted packets in a specific time slot t,
while Pt denotes the total number of packets transmitted in the same time slot.
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The Prediction Sub Module also checks the percentage of retransmitted pack-
ets in periods. Suppose the retransmitted packets are below one percent of the
total number of packets in that period, which happens three times. In that case,
the module passes the decision of shutting down a broker to the MQTT-CB
Controller.

4.4 MQTT-CB Controller Module

The MQTT-CB Controller Module serves as an orchestrator for all MQTT-ST
brokers. It is a Python 3-based software that manages the creation and deletion
of brokers in response to predictions made by the AI Module. The MQTT-CB
Controller leverages the Docker CLI to perform these operations. This module
is a master, with all brokers operating as its slaves. The MQTT-CB Controller
monitors the brokers’ health and automatically creates new brokers if any go
down. In summary, the MQTT-CB Controller Module is responsible for creating,
deleting, and managing the brokers in order to maintain the overall health of
the MQTT-ST system.

5 Simulation Environment

To simulate our MQTT-CB and MQTT-ST models in our experiments, we uti-
lized the BORDER framework [15]. This framework places each client and bro-
ker in separate Docker containers, providing an isolated environment for each
container using Docker Engine, container-based technology that provides a com-
mand line interface (CLI) to control or interact with each Docker container.
The framework also relies on the Containernet network emulator, developed on
Mininet, providing a variety of network components in the Docker containers
for simulation. This emulator is container-based, providing an isolated environ-
ment in terms of computer resources and enabling a resource-independent test
environment. Additionally, the Timing Compensated High-Speed Optical Link
(TCLink) was used between each local network, which provides adjustable link
configurations in terms of delay and bandwidth, thus providing a configurable
network environment with Docker containers.

We have two simulation environments for our evaluations, one for MQTT-
ST and one for our model MQTT-CB, inspired by the BORDER framework. In
contrast to the BORDER framework, we provide a test environment where the
number of brokers is dynamically changeable. We simulate MQTT-ST without
changing the number of clients and brokers because it is not a dynamic MQTT
protocol adapting to changing environmental conditions. We conduct these tests
in the first simulation environment. The second test environment simulates our
model MQTT-CB, a software-based upper layer on all brokers, as shown in
Fig. 2. MQTT-CB has developed using Python 3, orchestrating the brokers using
Docker CLI.

In our experiments, the MQTT-CB controller module is responsible for decid-
ing whether a new broker is required. Based on the decision made by the con-
troller, a new broker is created and launched using Docker CLI. In addition,
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Table 1. Simulation Parameters.

Parameter Value

MQTT-ST broker number 2

MQTT-CB broker number starts with 2

RAM limit of brokers 2 GB

Number of CPU for each broker 1

Delay between router 10 ms

Delay between router and switch 0 ms

Delay between switch and client 0 ms

Subscriber number 200

Publisher number 10

Packet rate 5 msg/s

Packet size 20 bytes

Quality of Service (QoS) 1

the MQTT-CB controller can delete existing brokers, as determined by the pre-
diction model. As a result, unlike MQTT-ST, the simulation environment for
MQTT-CB is dynamic, with varying numbers of clients and brokers. The QoS
(Quality of Service) level of the MQTT protocol is set to one, which is referred
to at least once. This QoS level ensures that a packet is delivered to the receiver
at least once, with the sender storing the message until it gets an ACK packet
from the recipient. A packet can be sent or delivered multiple times, resulting in
packet retransmission in the MQTT protocol. We provide a detailed overview of
the simulation parameters in Table 1, which are the default values we adjust dur-
ing the experiments to evaluate the protocol’s behavior. Performance evaluation
section contains additional information regarding these adjustments.

6 Performance Evaluation

In this study, we employ three types of evaluation strategies. Firstly, we conduct
a real-time comparison of MQTT-ST and MQTT-CB to observe the running
mechanism of our model and the delay between the subscribers and publishers.
Secondly, we calculate the percentage of retransmitted packets in real-time to
evaluate the prediction accuracy of our model. Lastly, we compare the overall
delay of the two protocols over a certain amount of time.

We use a pre-trained model warmed up for three hours for all evaluations
to collect necessary network data. As a result, all-time representations in the
evaluation figures start after the initial three-hour running period. In all figures,
we define the delay as the passing time between the publishers and subscribers.

We conduct three experiments with different publication rates using the eval-
uation mentioned earlier strategies. In the first experiment, we keep the publica-
tion rate constant for MQTT-ST and MQTT-CB, as specified in Table 1. In the



246 M. R. Erol et al.

second experiment, we increase the publication rate after a while and observe
the behavior of our model. Lastly, in the third experiment, we evaluate the per-
formance of our model as the publication rate decreased in real-time.
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Fig. 5. Ex-1: The average delay of packets by constant 5 msg/s publication rate.

In the first experiment, we simulate MQTT-ST and MQTT-CB protocols
with the same set of parameters listed in Table 1. We maintain constant values
for all parameters to observe how our AI model performs in real-time. We intro-
duced a burst of packets at a publication rate of 5 messages per second into the
network. As shown in Fig. 5, both MQTT-ST and MQTT-CB behave similarly,
as MQTT-CB is built on MQTT-ST and operates in the same way in a stable
environment. The performance of our model can be seen in the prediction plot
in Fig. 6. Moreover, the overall average delay of both protocols is approximately
the same, as depicted in the plot in Fig. 7.

In the second experiment, we conduct simulations using the same parame-
ters as in Table 1. All parameters were kept constant, except for the publication
rate, which is varied. We initially fed the network with packets at a rate of 5
msg/s in bursting mode. After ten minutes, we increase the publication rate
to 50 msg/s. In Zone-2, we observe that the delay for both protocols increased.
Figure 8 depicts this increase in delay. At the end of Zone-2, the Prediction Mod-
ule determines that the number of brokers needed to be increased by one. The
reason for this can be seen in Fig. 9, which shows that the prediction percentage
of retransmitted packets at the end of Zone-3 is higher than 10%. Thus, the
MQTT-CB Controller creates a new broker at the end of Zone-2 because the
model predicted according to values 15 min later, corresponding to the end of
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Fig. 6. Ex-1: The retransmission percentage by constant 5 msg/s publication rate.
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Fig. 7. Ex-1: The overall average delay of packets by constant 5 msg/s publication
rate.
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Fig. 8. Ex-2: The average delay of packets by increasing publication rate.
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Fig. 9. Ex-2: The retransmission percentage by increasing publication rate.
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Fig. 10. Ex-2: The overall average delay of packets by increasing publication rate.

Zone-3. As a result, the delay for MQTT-CB decreases by approximately 3ms
due to the increased number of brokers in Fig. 8. However, the retransmission
rate for MQTT-ST and MQTT-CB is similar after Zone-2. Nevertheless, we
focus on the delay for performance evaluation; hence, we use Fig. 9 for predic-
tion. Moreover, the overall average delay of MQTT-CB is less than MQTT-ST,
as illustrated in Fig. 10, although it has an extensive range.

In the third experiment, we conduct the simulation with the same parameters
listed in Table 1. We decrease the publication rate in this experiment, feeding
the network with packets in bursting mode at a rate of 5 msg/s until ten minutes
have elapsed, after which we decrease the publication rate to 2 msg/s. In Zone-
2, we observe that the delay for both protocols decreased. As shown in Fig. 11,
at the end of Zone-3, the Prediction Module decides to decrease the number
of brokers by one. This decision is based on the percentage of retransmitted
packets predicted by the model, which was less than one percent at the end of
Zone-2, and remained low until the end of Zone-3 in Fig. 12. This results in the
MQTT-CB Controller deleting a broker at the end of Zone-3, which increases
the delay of the MQTT-CB by about 3ms. Additionally, we can see in Fig. 13
that the overall average delay of MQTT-CB is higher than MQTT-ST. This is
because we decrease the number of brokers, which impacts the delay. However,
this approach helps decrease the resource consumption of brokers and clients
without compromising performance in terms of delay. Here we assume the main
reason for power consumption is the number of brokers, not the retransmission
rate.
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Fig. 11. Ex-3: The average delay of packets by decreasing publication rate.
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Fig. 12. Ex-3: The retransmission percentage by decreasing publication rate.
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Fig. 13. Ex-3: The overall average delay of packets decreasing publication rate.

7 Conclusion

The MQTT protocol is widely used in the IoT industry. However, traditional
MQTT protocols in literature are not designed for distributed environments and
lack scalability. In this study, we propose a new MQTT-ST-based protocol that is
intelligent, scalable, and distributed. To enhance the portability of our protocol,
we utilize containers, and our cloud-based architecture facilitates easy deploy-
ment. Our primary contribution is adding intelligence to the MQTT-ST protocol.
Our protocol can predict retransmitted packets in the future and dynamically
adjust the number of brokers in real-time. Furthermore, it can decrease the num-
ber of brokers when clients are idle. Our experiments demonstrate that our proto-
col outperforms the MQTT-ST protocol regarding the delay between subscribers
and publishers. Additionally, our protocol adapts well to changing environments
regarding publication rates. Thus, we present an intelligent cloud-based MQTT
protocol.

In future work, we aim to improve the accuracy of our prediction model
and eliminate the warm-up time without affecting predictions. Also, we can
evaluate our model with more brokers for all experiments, especially for resource
consumption evaluation. Additionally, we can apply this intelligent model to
other IoT protocols.
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Abstract. Cloud computing has become a crucial aspect of Information Technol-
ogy, offering solutions to many of the challenges faced by internet users. However,
the increasing number of users worldwide has led to congestion at certain nodes,
resulting in unbalanced loads or hanging systems, commonly known as deadlock.
This paper proposes an algorithm using deadlock prediction to enhance the load
balancer in Cloud environment. This algorithm leverages Machine Learning and
prediction techniques, specifically the Linear Regression Model, to forecast the
possibility of deadlock inVMs.Bypredicting deadlock, the available resources can
be allocated to satisfy all requests. The algorithm was deployed in the CloudSim
simulation environment, which was integrated with Weka library for the Machine
Learning techniques. The results were compared to well-known algorithms such
as FCFS, RoundRobin, MaxMin, and MinMin. The evaluation revealed that the
proposed algorithm outperformed these popular algorithms, demonstrating its
effectiveness in enhancing Cloud computing’s load balancing capabilities.

Keywords: Cloud Computing · Load Balancing · Deadlock Prediction

1 Introduction

Cloud computing, according to [1] and [2], is a rapidly growing field in information
technology that has the potential to revolutionize the industry. IT developers can now
create innovative internet services without needing significant investments in hardware
or human resources to operate them. Through applications such as web browsers, mobile
apps, and personal computers, many people can access and use cloud services.

Load balancing is crucial for maximizing the benefits of cloud computing. It helps
to maintain a balanced state in the cloud and improve services for clients by evenly dis-
tributing resources and reducing deadlock. Load balancing algorithms typically focus on
performance and economic metrics, scheduling and allocating algorithms, and heuristic
or optimization-based enhanced balancers. However, internal factors are not the only
ones that affect load balancing in the cloud. External factors, such as the network, users,
and geography, can also impact its performance. Deadlock on the cloud can also occur
due to user behavior.
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This paper takes an external perspective on load balancing in the cloud and focuses
on the issue of deadlock. The authors propose a new approach for predicting deadlock,
with the aim of reducing congestion and hanging status when distributing resources
among virtual machines (VMs). To model deadlock, they use linear regression based on
historical usage data of the VMs, taking into account both request properties and cloudlet
features. Using this approach, the authors aim to allocate requests to the appropriate VM,
based on the predicted usage data and the current status of all VMs, in order to avoid
deadlock. The propose using thresholds for CPU, RAM, and storage usage to detect
when a VM is likely to cause a deadlock and to allocate the request to a different VM.
This approach has the potential to improve load balancing in cloud computing.

This article makes several key contributions. Firstly, it approaches load balancing
in cloud computing from an external perspective, specifically examining the occurrence
of deadlock in VMs. Secondly, it proposes a novel approach for predicting deadlock
using Linear Regression Model and applying thresholds. Finally, it presents an exper-
imental evaluation of the proposed algorithm, Deadlock Prediction Algorithm, which
outperforms existing algorithms in load balancing.

To make our proposal more accessible, we have structured the paper into 5 sections.
The first section, which is the current section, serves as the introduction. The follow-
ing section reviews and examines related studies. Section 3 presents and explains our
proposed algorithm, Deadlock Prediction Algorithm (DPA). In Sect. 4, we discuss the
simulation and experiment outcomes, as well as the evaluations. Finally, in Sect. 5, we
summarize the main findings of the paper and suggest possible future research.

2 Related Work

Based on references [3] and [4], Cloud Computing is a computing model that utilizes
computer technologies and internet-based development. It is also known as virtual server
with pay-per-use. Under this model, all resources, software, and information are shared
and provided as services to computers, devices, and users over a public network, typically
the internet, on an infrastructure platform. Figure 1 gives us an easy imagination about
how computing is structured.

Load Balancing [5, 6] is a crucial technique in cloud computing that improves server
performance by effectively distributing resources and avoiding deadlocks. It has several
key functions, including blocking network traffic to prevent overloading on a single
server, distributing loads to servers for processing, handling, and returning results. Load
Balancing can also offer redundancy by using multiple failover scenarios.Subsequent
paragraphs, however, are indented. Figure 2 illustrates the role of cloud load balancing
in the internet.

Deadlock is a computer problem, and it is also a system problem [8–18]. Deadlock
is a situation where a group of processes becomes stuck in an infinite waiting state,
and this can occur in various computing systems, including cloud, distributed, and grid
computing. The advancement ofmachine learning and data analysis techniques hasmade
it possible to predict the occurrence of deadlock in cloud environments. This prediction
can be useful in efficiently allocating resources, particularly virtual machines, on the
cloud. Figure 3 shows the unsafe state and safe state and the possibilities of deadlock in
allocating resources.
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Fig. 1. Cloud Computing model (source: https://informationq.com/)

Fig. 2. An example of Cloud load balancer [7]

This article introduces a novel approach in cloud computing, which is predicting
the usage of resources for a request. While there have been studies on using ML in
distributed systems to predict resource usage, this approach is relatively new. Various
ML methods can be used to predict resource usage, each with its own accuracy level
[20, 21]. Linear Regression [22], Regression Trees [23], Bagging using Regression Trees
[24], and Artificial Neural Networks [25] are some popular ML techniques for resource
usage prediction. After evaluating these methods, this paper focuses on using Linear

https://informationq.com/
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Fig. 3. Safe, unsafe, and deadlock state spaces [19]

Regression on historical data of processing requests from VMs to predict the resource
usage of future requests, for the purpose of runtime response.

In 2012, Rashmi K.S and their team [8] from India proposed an algorithm to avoid
deadlock in cloud computing, recognizing that a deadlock is possible due to decentral-
ization and virtualization. Their algorithm aimed to increase the amount of processing
work in the cloud for better service and to avoid deadlock, analyzing the capabilities and
availability of virtual machines and updating the data structure. Although the proposed
algorithm was a good approach at the time, it may need to be improved to fit more
complicated and scalable cloud systems. In 2013, J.Lim et al. from Korea [9] proposed
a scalable and fault-tolerant deadlock detection algorithm for cloud computing using
gossip protocol. Their proposed algorithm considered circular wait and violations of
safety and liveness properties. They used O(n) to evaluate the algorithm and the Peer-
Sim simulator for the experiment, which showed significant improvement over existing
algorithms in solving scalability and fault-tolerance issues. Mahitha.O et al. [10] pro-
posed an efficient load balancing technique in their 2013 article “Deadlock Avoidance
through Efficient Load Balancing to Control Disaster in Cloud Environment”, to control
deadlock issues in Cloud. The authors focused on the deadlock occurring due to a loop
inside a VM where a job waits for another resource, and this resource also waits for that
job. The proposed tuning algorithm uses CloudAnalyst tool to compare cloud perfor-
mance with and without a load balancer, resulting in better resource management and
improved response time. Figure 4 is the approach of the research by Mahitha.O et al.

In 2015, Cuong Nguyen and his co-author [11] improved the detection and avoid-
ance of deadlock in heterogeneous distributed platforms. The authors highlighted that
the main problem in this type of platform is task distribution among different proces-
sors. They proposed an algorithm [12] for resource allocation to improve the detection
and avoidance of deadlock in heterogeneous platforms. The authors experimented with
Resource Allocation Graph (RAG) and CloudSim, reducing the matrix complexity of
the RAG for better efficiency in distributed systems like the cloud.

The article “Deadlock Avoidance in Sequential Resource Allocation Systems with
Potential Resource Outages” by Spyros Reveliotis and his colleagues [13], published in
2016, aimed to extend theSequentialResourceAllocationSystems (RASs) by addressing
potential resource outages. They used the Switched Discrete Event Systems (s-DES) to
systematically treat the complicated version of the RAS deadlock avoidance problem.
They decomposed the RAS operation and corresponding policy into operational modes
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Fig. 4. Deadlock in Cloud [10].

and developed localized predicates to enable the formal characterization and effective
computation of the sought supervisor, which leads to a distributed representation for the
supervisor suitable for real-time implementation.

Deepti Malhotra [14] developed an efficient control scheme in 2016 to prevent dead-
lock in grid computing, which is difficult to avoid or detect. The objective of the study
was to maximize resource availability and utilization to prevent deadlock and preserve
data consistency. Using the C programming language, the proposed algorithmwas tested
and shown to detect deadlock and unstable states in virtual machines. In 2018, Emeka
E. Ugwuanyi [15] proposed a resource provisioning algorithm using banker’s deadlock
avoidance technique for Industrial IoT devices inMulti-Access EdgeComputing (MEC),
which reduces communication overhead by incorporating SDN. The simulation results
of the paper showed that applying the proposed algorithm prevents system deadlock and
leads to a more reliable network interaction betweenmobile stations andMEC platforms
(Table 1).

Table 1. Deadlock strategies [15]

Detection Algorithms Lamport’s algorithm

Chandy-Misra-Haas algorithm

Parallel Deadlock Detection Algorithm

Detection in heterogeneous systems

Unstructured deadlock detection

Prevention Algorithms Load balancing methods

Deadlock Prevention Algorithm in Grid Environment

Avoidance Algorithms Banker’s algorithm
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In 2019, Cuong Nguyen and colleagues [16] introduced a novel model for resource
allocation, called Avoid Deadlock Resource Allocation (ADRA). The authors aimed to
improve resource allocation strategies for cloud computing, which inherited the concept
of grid computing. The ADRA algorithm uses Wait-For-Graph (WFG) to prevent dead-
lock by allocating multiple resources to competing services running on heterogeneous
distributed platforms. The algorithm was evaluated in a simulation environment using
CloudSim, and its complexity was analyzed, revealing an improvement in time complex-
ity compared to previous approaches. The experimental results showed that the ADRA
algorithm is efficient and effective in managing resources and preventing deadlock.

In 2019, Sonam Sherpa et al. [17] presented a new approach to understanding and
detecting deadlocks in software development. They focused on the perspective of devel-
opers and programmers who create the algorithms that can lead to deadlock. The authors
argued that it is difficult to diagnose and reproduce deadlock bugs during the algorithm
development process, resulting in high runtime overhead. To address this problem, they
proposed the use of resource consumption footprints to identify concurrency bugs. This
approach is based on the idea that the patterns of resource access and consumption are
critical indicators of the behavior of concurrent software and can be used to guide the
software debugging process. The authors demonstrated that monitoring resource foot-
prints at runtime can effectively help detect software bugs, and for MPI programs, a
simple SVM classifier can detect deadlocks with high accuracy using only the CPU
usage patterns. The paper provides a different perspective on the problem of deadlock
and suggests the use of machine learning techniques to detect and avoid it. Figure 5 is
the testing result of Sonam Sherpa et al. which shows that the CPU usage can be reached
to 100%.

In 2021, YuVBondarenko and colleagues [18] published a study on an algorithm and
model to enhance the avoidance of deadlock in cloud environments. The objective was
to improve the efficiency of resource allocation for the dynamic scaling of services and
virtualized resources. As resource constraints can lead to deadlock, the authors designed
an algorithm that leverages the execution time attribute of the process and a checking
system to ensure a safe state and avoid deadlock. The improved algorithm builds on the
banker algorithm by incorporating four arrays: MaxV for maximum available resources
in VM, AlocV for allocation process in the initial state, AvelV for available resources in
the initial state, and TQ for a temporary Queue to save the ID of waiting job requests. The
paper provides a mathematical model and shows results obtained from the modeling.

After reviewing past research on deadlock in cloud environments, we have identified
a gap in the field and propose a new prediction method to address it. Our method uses
data on the virtual machines (VMs) and their resources to predict the likelihood of a
deadlock occurring. This prediction is then integrated into the load balancing process,
allowing requests to be allocated to the most appropriate VM for optimal performance.
Importantly, our approach is fully automated and does not require input from expert
analysts.
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Fig. 5. Resource Consumption Traces [17]

3 Proposal

Our proposal focuses on ensuring good responsiveness and avoiding deadlock in the
cloud environment through the use of algorithms for deadlock prediction and proba-
bilities. We aim to improve service for users by ensuring a safe state. Our approach
specifically targets virtualization in the cloud, utilizing virtual machines (VMs) and VM
pools on physical hosts and datacenters. We believe it is necessary to focus on potential
deadlocks in VMs, as they are responsible for processing and handling all user requests.

3.1 Research Model

The resource allocation algorithm is not suitable for systems that havemultiple instances
for each resource type. However, the proposed algorithm for avoiding deadlock can be
implemented in load balancing for cloud environments. The algorithm aims to predict
and detect deadlock occurrences by identifying busy and active areas and reallocating
requests to more available resources. The algorithm is called DPA, which stands for
Deadlock Prediction Algorithm. The algorithm utilizes Linear Regression prediction to
forecast the unsafe state of VMs and the possibility of deadlock. Based on this predic-
tion, the algorithm allocates requests to available resources to prevent deadlock from
occurring. Figure 6 illustrates our researchmodel which is less simple than the real cloud
environment model.
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Fig. 6. The proposed DPA algorithm is developed and tested within the context of a research
model for the cloud environment.

The Deadlock Prediction Algorithm (DPA) is developed based on the characteristics
of deadlock in the Cloud research model. Deadlock is caused by tasks or requests that
have processing times that are too long, leading to timeouts and disconnections. It can
also occur when cloud resources are in conflict, where numerous requests or tasks are
accessing the same resource at the same time, creating an endless loop that results in
system crashes. The most common resources that are vulnerable to deadlock are the
MEMORY (RAM), CPU, and STORAGE.

3.2 Proposed Algorithm

When a new request, or “cloudlet,” is added to the Cloud, it comes with parameters
such as size, number of files, return type, and more, which require a corresponding
amount of resources to handle it. These resources are the virtual machines’ resources
and must not exceed the total available resources in the Cloud system. The system must
first determine if allocating these resources will leave it in a safe state before proceeding
with allocation. If it’s safe, the resources are allocated, but if not, the process will have
to wait until sufficient resources are released or be assigned to another virtual machine’s
resources.

To maintain a safe state and prevent deadlock, a prediction method is proposed
based on calculating the probability of an unsafe state. This is achieved by using linear
regression on historical data of past requests to build a prediction model. The input data
includes request size, output size, file size, and the number of processors required, while
the output data includes the usage of CPU,MEMORY, and STORAGE as percentages. If
the predicted output values meet certain conditions, such as being less than the allowable
thresholds, the request will be allocated to a virtualmachinewith suitable resource usage.
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Fig. 7. Operating Diagram of the proposed algorithm DPA.

Figure 7 illustrates the proposed DPA, which comprises three main functions: 1)
resource usage prediction function, which utilizes historical dataset and Linear Regres-
sion to predict resource usage; 2) select available VM function, which selects the
VM with the minimum resource usage status among available VMs; and 3) allocation
function, which allocates the request to the selected VM.

Pseudocode of DPA

1. For each Request in CloudRequests
2. isLocated = false;
3. PredictedUsage = {RAM, CPU, STORAGE}predicted = Predict(Request); 

Function 1: regression on historical dataset
4. VM = FindVM(VMList);

Function 2: select the VM with least resources usage
5. If isSatisfied(PredictedUsage, VM)
6. AllocateRequestToVM(VM, Request); 

Function 3: allocate the Request to the V M
7. isLocated = true;
8. End If
9. If(!isLocated)
10. VM = VMList.getSelectedVM(); 
11. AllocateRequestToVM(VM, Request);
12. End If
13. End For

This pseudocode outlines the steps of the proposed algorithm (DPA) for allocating
resources to cloud requests in order to avoid deadlock. For each request in the list
of CloudRequests, the algorithm first predicts the required resources (RAM, CPU, and
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STORAGE) using historical data and a regressionmodel. It then selects a virtualmachine
(VM) with the least resource usage that can satisfy the predicted resource requirements.
If such a VM is found, the request is allocated to it. If not, the algorithm selects a VM
based on a pre-defined selection criteria and allocates the request to it. The algorithm
continues this process until all requests have been allocated to VMs. The proposed
algorithm can be described in the following steps:

Step 1: The Deadlock Prediction Algorithm (DPA) maintains and updates informa-
tion about the resource usage status of all virtual machines (VM) in real-time for load
balancing. This information is stored in the Load Balancer (LB), which tracks the usage
levels of each VM for MEMORY (RAM), CPU, and STORAGE, calculated as a per-
centage. Initially, all VMs are listed in the “VMUsageList” table with usage figures set
to 0.

Usage = {RAM , CPU , STORAGE} (1)

Step 2: When the load balancer receives a new request, it needs to process the task
using appropriate resources. To predict which resources to use for the current request,
the algorithm employs a Linear Regression Model that is built on the data of previous
requests. If the algorithm is being initialized, the original dataset selected from the natural
load balancing in Cloud is used for this purpose.

Predicted Usage = {RAM , CPU , STORAGE}predicted = Predict(Request) (2)

Step 3: The DPA load balancer is queried by the Central Command Control (CCC)
for the next allocation. The corresponding resource usage for the current request is
determined to allocate it to the virtual machine (VM) only if three conditions are met
simultaneously. The RAM threshold is set between 90% and 95% of total RAM usage in
the VM, depending on its power and configuration. The CPU threshold is set at a slightly
higher level than the RAM threshold, within the range of 97% to 98%. The STORAGE
threshold is set between 96% to 99%. If any of these three conditions is not met, the LB
will reject the VM and try to find another suitable VM for allocation.

PredRAM _UsageRequest + RAMUsageVM < ThresholdRAM (3)

PredCPU_UsageRequest + CPUUsageVM < ThresholdCPU (4)

PredSTOR_UsageRequest + STORUsageVM < ThresholdSTOR (5)

Step 4: DPA load balancer selects the VM with the smallest usage and sends its ID
to the Central Command Controller (CCC) to process the request. The load balancer
updates the VM ID and waits for new requests. If no VMs are initialized, the load
balancer returns -1 to the CCC and queues the request for the next allocation.

Step 5: After processing the request on the virtual machine (VM), the response is
sent to the central controller (CCC), which will then notify the DPA load balancer. The
load balancer will update the “vmUsageList” table and the Usage list of the VMs. If
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there are multiple requests, the central controller will perform Step 3 repeatedly until all
the requests are processed properly.

Evaluation Criteria
In the experiment, the cloud was simulated with the given parameters, and CloudSim’s
load balancing algorithms including Round Robin, MaxMin, MinMin, and FCFS were
executed with the same inputs. The outputs were compared, especially the Response
Time parameters such as average, maximum, and minimum, as well as the total pro-
cessing time (Makespan). The effectiveness of the evaluated algorithm is better if the
predicted response time of the virtual machines and the predictive response time of
the cloud have less error, which can lead to lower costs. The accuracy of the Linear
Regression Model was evaluated using the RAE (Relative Absolute Error).

4 Simulation

This paper utilizes the CloudSim [26] library, written in the JAVA programming lan-
guage, to simulate a Cloud environment. Additionally, the Weka library [27] is inte-
grated into the simulation environment using JAVA, which allows for the use of the
built-in LinearRegression function.

4.1 Simulation Environment

The Cloud environment used for the experiment consists of one Datacenter that has five
hosts running five virtual machines. To test the effectiveness of the proposed Predict-
ing Deadlock Occurrence Algorithm (DPA), random requests with different resource
requirements are created (Tables 2 and 3).

Table 2. Configuration of Cloud Environment.

Datacenter configuration Host and VM

- Number of hosts in datacenter: 5
- arch: x86
- OS: Linux
- VMM: Xen
- Time Zone: + 7 GMT
- Cost: 3.0
- Cost per Memory: 0.05
- Cost per Storage: 0.1
- Cost per Bandwidth: 0.1

Each host in Datacenter has the following configuration:
- CPU with 4 cores, each core is 1000 mips
- Ram: 16384 (MB)
- Storage: 1000000 Megabytes
- Bandwidth: 10000 Mbps
Each VM has the following configuration:
- Size: 10000 MB
- Ram: 512MB
- Mips: 250
- Bandwith: 1000 Mbps
- Pes no. 1
- VMM: Xen
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Table 3. Request variant.

Length
(MB)

File Size
(Byte)

Output Size
(Byte)

PEs

3000–1700 5000–45000 450–750 1

The proposed algorithm has been implemented in CloudSim’s open source code by
creating a class called DPASchedulingAlgorithm that inherits from the BaseSchedulin-
gAlgorithm object. Severalmethods and properties have been updated to calculate virtual
machine usage, and built-in functions have been adjusted to alignwith the proposed algo-
rithm. The predictRequestUsage function has been added to forecast the resource usage
of the request. Moreover, the getMostSuitableVM function is utilized to select a virtual
machine that satisfies the three threshold conditions for request allocation.

4.2 Simulation Results

We performed simulation experiments using three different sets of input data, with
24, 100, and 997 requests. The request data was generated using Epigenomics, a tool
proposed by https://github.com/WorkflowSim/WorkflowSim-1.0 [28].

Please note that the first paragraph of a section or subsection is not indented. The
first paragraphs that follows a table, figure, equation etc. does not have an indent, either.

The first experiment, called Case 1 (Epigenomics_24), involved simulating 24
requests in the Cloud environment using the proposed DPA algorithm and other load
balancing algorithms. Table 4 and Fig. 8 display the results. Although the DPA algo-
rithm seems to perform slightly better in terms of having the lowest average processing
time, the difference between the algorithms is not significant due to the small number of
requests. The FCFS algorithm, which processes requests in the order they are received,
performed the worst with consistently higher processing times.

Table 4. Comparing the response times of algorithms in case 1.

Case 1 Overall response time

Avg (ms) Min (ms) Max (ms)

FCCS 1993.833 0.18 20363.49

MaxMin 1632.78 0.11 12825.62

Round Robin 1474.61 0.10 9487.84

MinMin 930.43 0.10 6027.47

DPA 915.34 0.11 4582.72

For Case 2 (Epigenomics_100), a total of 100 requests were tested, and the outcome
is illustrated in Table 5 and Fig. 9. The experiment revealed that the DPA algorithm

https://github.com/WorkflowSim/WorkflowSim-1.0
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Fig. 8. Comparing the total response times of algorithms in case 1 with 24 requests.

outperforms other algorithms in terms of average processing time, while MaxMin has
the lowest maximum processing time. Nonetheless, because of the limited number of
requests, the variance between the algorithms is not significant. Additionally, the FCFS
algorithm exhibits a natural pattern, with the processing time consistently the highest.

Table 5. Comparing the response times of algorithms in case 2.

Case 2 Overall response time

Avg (ms) Min (ms) Max (ms)

FCFS 6352.1466 0.11 139362.03

MaxMin 7,312.98 0.10 76,327.82

Round Robin 9,766.91 0.25 99,698.84

MinMin 10,158.29 0.11 407,527.17

DPA 6,659.82 0.12 76,659.82

In Case 3, which involves 997 available requests in CloudSim, the results are pre-
sented in “Fig. 10” and “Table 6”. The DPA algorithm performs best with the lowest
average processing time and the lowest maximum processing time. As the number of
requests increases, the predictive power and processing ability of the algorithm become
more evident. The FCFS algorithm consistently shows the highest processing time.

The simulation experiments showed that theDPAalgorithmperformed slightly better
than conventional algorithms in certain input data cases. In terms of response time and
total processing time, it was not inferior to the existing algorithms and consistently
performed better than them (Table 7).

From Fig. 11, we can see that in all three cases, the FCFS algorithm has the highest
total execution time among all the algorithms. This means that FCFS takes the longest
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Fig. 9. Comparing the total response times of algorithms in case 2 with 100 requests.

Table 6. Comparing the response times of algorithms in case 3.

Case 3 Overall response time

Avg (ms) Min (ms) Max (ms)

FCFS 12927.32 0.13 380441.42

MaxMin 6,087.25 0.10 74,719.00

Round Robin 6,476.19 0.10 200,066.70

MinMin 6,455.54 0.11 204,196.72

DPA 5,940.80 0.11 57,559.75

time to process the requests in each case. In case 1, we can see that theMinMin algorithm
has the lowest total execution time, followed byRoundRobin,MaxMin,DPA, and FCFS,
respectively. This suggests that in a scenario with a smaller number of requests, MinMin
is the most efficient algorithm to use. In case 2, we can see that DPA has the lowest total
execution time, followed by MinMin, Round Robin, MaxMin, and FCFS, respectively.
This indicates that for a larger number of requests, DPA is the most efficient algorithm
to use. In case 3, we can see that DPA again has the lowest total execution time, followed
by MaxMin, MinMin, Round Robin, and FCFS, respectively. This suggests that as the
number of requests increases further, DPA is still the most efficient algorithm to use.
Overall, the chart indicates that the proposed DPA algorithm consistently outperforms
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Fig. 10. Comparing the total response times of algorithms in case 3 with 997 requests.

Table 7. Comparing the Makespan of algorithms in all 3 cases

Makespan (ms)

Epigenomics 24 Epigenomics 100 Epigenomics 997

FCFS 23,155 146,129 2,719,720

MaxMin 14,546 170,876 1,236,725

Round Robin 11,055 157,786 692,308

MinMin 7,593 414,381 1,303,421

DPA 6,297 152,507 1,206,652

 -

 500,000

 1,000,000

 1,500,000

 2,000,000

 2,500,000

 3,000,000

24 100 997To
ta

l e
xe

cu
�o

n 
�m

e 
(m

s)

Request Number

FCCS

MaxMin

Round Robin

MInMin

DPA

Fig. 11. Comparing the total execution time (makespan) of 5 algorithms in 3 cases.
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the other algorithms in terms of total execution time, especially in scenarios with a larger
number of requests.

Evaluation Linear Regression Model in DPA
In order to assess the performance of the Linear Regression Model used in the DPA
algorithm, the Relative Absolute Error (RAE) metric was used to determine how accu-
rately the model was able to predict the load balancer’s values. The results are shown
in Table 8, which indicates that the worst RAE value was obtained in predicting CPU
usage in case 1, while the best value was obtained for Storage Usage prediction in the
same case. Overall, the RAE values obtained in this experiment were deemed acceptable,
although they varied depending on the request. However, the model’s performance was
not good in all cases due to the variability in requests.

Table 8. Comparing the RAE of DPA in 3 cases

RAE metrics

Case 1
(24 requests)

Case 2
(100 requests)

Case 3
(997 requests)

CPU 0.565217 0.489868 0.324261

MEMORY (RAM) 0.148717 0.286780 0.310741

STORAGE 0.002531 0.006759 0.495361

From the RAE table, we can interpret that the prediction model performs better
for CPU resource usage compared to Memory and Storage resources in all three cases.
The RAE value for CPU decreases as the number of requests increases, indicating that
the accuracy of the prediction model increases with more data. However, the RAE
value for Memory increases in case 2, indicating a decrease in accuracy, while the
RAE value for Storage is significantly higher in case 3, indicating poor accuracy in
predicting Storage resource usage. Therefore, the prediction model needs improvement
for predicting Memory and Storage resource usage accurately, especially in large-scale
Cloud environments with a higher number of requests.

5 Conclusion

The main focus of this paper is to investigate deadlock and its avoidance in cloud com-
puting using prediction algorithms, to ensure the safety of the cloud environment. The
goal is to prevent deadlock occurrence so that the load balancer can allocate tasks to the
appropriate virtual machine without encountering any deadlock issues. Through analyz-
ing existing algorithms and previous studies, the researchers were able to gain a better
understanding of the deadlock problem and identify the pros and cons of each algorithm.
This led to the proposal of a new algorithm, the DPA algorithm, which improves load
balancing in the cloud by improving response time, using limited resources, and provid-
ing more powerful virtual machines to handle requests more efficiently. The simulation
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experiments showed that the DPA algorithm outperformed the Round Robin, MaxMin,
MinMin, and FCFS algorithms. This paper achieved the objectives of reviewing the key
issues and problems of deadlock and deadlock avoidance in cloud environments, and
proposing a promising approach to improve load balancing efficiency in practical cloud
environments.

The paper has some limitations which include that the proposed algorithm has not
been applied in a physical cloud yet.Additionally, the improvements in response time and
processing time areminor. To address these limitations, future research could explore the
use of additional prediction techniques and optimization methods for the proposed algo-
rithm. Itwould also be beneficial to apply the proposed algorithm in practical applications
instead of just in a simulation environment.
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Abstract. This paper studies a security offloading scheme in radio
frequency energy harvesting (RF EH) non-orthogonal multiple access
(NOMA) enabled heterogeneous mobile edge computing (Het-MEC) net-
work over Rayleigh fading channel. Specifically, we investigate the model
of a single mobile user (MU) offloading tasks to Het-MEC servers located
at neighboring access points (APs) in the presence of a passive eaves-
dropper. In addition, the MU collects radio energy from a power sta-
tion to ensure power throughout the offloading process. Accordingly, a
four-phase energy-secrecy-offloading scheme is proposed under latency
constraint, namely NOLES. We derive the exact close-form secrecy suc-
cessful computation probability (SSCP) to evaluate the system perfor-
mance. Numerical results under the Monte-Carlo simulation demonstrate
the effective performance of our proposed framework.

Keywords: mobile edge computing · non-orthogonal multiple access ·
secrecy successful computation probability · security offloading · radio
frequency energy harvesting

1 Introduction

The rapid development of applications in next-generation networks, such as vir-
tual/augmented reality (VR/AR), autonomous driving, and tactile Internet of
Things, has increased the demand for mobile data traffic explosively [1]. Addi-
tionally, each application is deployed with a massive user, requiring a large
amount of computation, low latency, and some other security or power require-
ments. However, the path to effectively deploy such applications is still far, given
that mobile terminals (MDs) have minimal computing capability and power for
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operation [2]. Furthermore, the valuable resources in a wireless network can be
heterogeneous, leading to challenges in implementing operational protocols [3].

In order to effectively solve the above challenges, non-orthogonal multiple
access (NOMA) and mobile edge computing (MEC) are proposed to be applied
in 5G and 6G telecommunications networks. In the MEC-architectured system,
MEC servers (MES) are set up at the network edge, which is close to the MDs
to support them in computing services. In other words, MEC is the next gen-
eration of cloud computing, allowing it to support real-time applications more
efficiently [4]. Meanwhile, NOMA uses advanced techniques in modulation and
decoding to support better MDs in terms of spectrum efficiency, data rate, and
user fairness. Thus, many studies have been carried out to clarify the NOMA-
MEC system performance [5–7]. For instance, Ha et al. [6] examined a downlink
NOMA MEC network under a Rayleigh channel, where one MD offloads the task
to two neighboring APs under a tolerance constraint. The results demonstrate
the effectiveness of the combination of NOMA and MEC and open up many
exciting research directions for this model. However, the energy problem of MD
has not been entirely solved by these studies.

Different from these prior works that only focus on investigating the time
performance of the NOMA MEC system, many studies have proposed frame-
works to solve the energy problem for MD [8,9]. One solution that has proven
effective in solving the above problem is to deploy radio energy harvesting tech-
niques. It is a technique that allows MDs to use specialized hardware to collect
power from hybrid access points [10] or power stations [11,12]. One example
is the wirelessly powered NOMA MEC IoT system proposed by Do et al. [12].
The study clarified the system performance regarding spectrum efficiency and
significantly improved the MD lifetime.

However, NOMA-MEC-based networks still have an inherent risk because
of the broadcast nature of wireless communication, which is the risk of infor-
mation leakage [13]. Offloaded tasks from MD to MES can be eavesdropped by
active or passive eavesdroppers, leading to an urgent need to pay attention to
security issues for the success of the NOMA-MEC system. Accordingly, physical
layer security (PLS) has been widely studied as a very effective wireless infor-
mation security technique [14,15]. In the study [14], the authors investigated
PLS-based MEC system with hybrid successive interference cancellation (SIC)
technique deployed. The results show that the system performance outperforms
the traditional OMA models.

According to the above discussion, the remaining problems in the RF EH
NOMA Het-MEC network include eavesdropping devices that still need to be
studied in depth to clarify. Therefore, in this study, we propose and investigate
a secrecy task offloading model in RF EH NOMA Het-MEC networks. The main
contributions of our paper are summarized as follows:

– We propose the downlink RF EH NOMA Het-MEC system model over
Rayleigh fading channel. We correspondingly propose the energy-secrecy 4-
phase offloading protocols based on NOMA.
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– We derive the exact close-form expression of the secure successful completion
probability (SSCP).

– We evaluate SSCP with essential system parameters, including time switch-
ing ratio, power allocation coefficient, task length, bandwidth, secure data
rate threshold, and CPU operating frequency, to thoroughly comprehend the
system’s behavior.

The structure of the paper is presented as follows: Section 2 presents the
system model and communication protocol. Section 3 presents the performance
analysis. Section 4 describes the numerical results. Section 5 is the conclusion
and future scope of the paper.

2 System Model

This study investigates an RF EH NOMA Het-MEC network model consisting of
a wireless power station (P ), a limited energy and computational resources edge
user (U), and two MES deployed at two points access (AP s) in the presence of a
passive eavesdropper (E), as described in Fig. 1. Specifically, U has to handle an
L-bit task, where each bit is independent of the other, for a maximum delay of T .
However, U lacks the power and computing to complete the task independently.
Therefore, U uses the power service to collect radio energy from P ; then it
uses all the received energy for offloading tasks to the APs, where AP1 and
AP2 are denoted for the far and the near AP, respectively. Furthermore, in the
AP2 installation area, an eavesdropping device, denoted by E, intends to steal
important information transmitted from U to AP2.

Fig. 1. The secrecy RF EH NOMA MEC system model.

Let h0, h1, h2, and he be the channel coefficients from P to U , U to AP1, U
to AP2, and U to E, respectively. Assume the devices in the proposed system are
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equipped with a single antenna, operating in a half-duplex mode under Rayleigh
fading channel. Channels are characterized by an average channel gain of λΩ

(Ω ∈ {0, 1, 2, e}). The system is affected by the additive white Gaussian noise
(AWGN). Let g0, g1, g2, and ge be the channel power gain from P to U and
from U to AP1, AP2, and E, respectively. Note that gΩ = |hΩ|2.

Fig. 2. Time diagram for proposed system.

Based on the proposed system model, we develop a NOMA-based offloading
protocol that ensures the system’s latency, energy, and security requirements,
namely NOLES. Precisely, NOLES which have time diagram at Fig. 2, consists
of 4 phases, described in detail as follows:
- Energy harvesting phase: In this phase, the channel parameters are esti-
mated. Then, U collects radio energy from P for τ0 = αT , where α is the time
switching ratio. The formula describing the energy U obtained in this phase is:

EU = ηP0g0αT, (1)

where η stand for energy conversion efficiency, P0 is the transmit power of P .
- The offloading phase: U uses the energy obtained in the EH phase to send
a superimposed signal to APs using the downlink NOMA scheme:

x =
√

ρx1 +
√

1 − ρx2, (2)

where x1 and x2 are tasks L1 and L2 bits are offloaded to AP1 and AP2 respec-
tively; ρ stands for power allocation coefficient. Energy in NOMA-based sys-
tems is appropriately allocated to ensure user fairness; thus, the subtask x1 that
intends to offload for AP1 will be allocated more power [11], i.e., 0.5 < ρ < 1.
During the offload period (τ1), the signal is broadcast, so E also picks up the
superimposed signal and tries to decode the important data at AP2.
- The computing phase: In this context, the received signal at AP1, AP2, and
E is as follow:

yΩ =
√

PUhΩx + nΩ

=
√

PUhΩ(
√

ρx1 +
√

1 − ρx2) + nΩ,
(3)

where PU is the transmit power of U , PU = EU

(1−α)T−τ = ηP0g0αT
(1−α)T−τ = P0g0μ; μ =

ηαT
(1−α)T−τ ; τ is the maximum computation time of APs, τ = max

{
c1L1
f1

, c2L2
f2

}
;
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ci and fi are the number of CPU cycles required to process one input bit, and
the operating frequency of the MES located at APi, i ∈ {1, 2}, respectively; nΩ

is the AWGN has zero mean and variance δ2, i.e., ni ∼ CN (0, δ2).
According to the NOMA scheme, APs apply SIC to decode the required

signal. Since more power is allocated, x1 is decoded directly. Then x1 is removed
from y , and the signal x2 is decoded later. Therefore, the signal-to-interference-
plus-noise ratio (SINR) at AP1 used for decoding x1 is as follow:

γ1 =
γ0μρg0g1

γ0μ (1 − ρ) g0g1 + 1
, (4)

where γo = P0
δ2 .

The signal-to-noise ratio (SNR) at AP2 used for decoding x2 is:

γ2 = γ0μ (1 − ρ) g0g2. (5)

Suppose E has the same decoding abilities as AP2, and it employs SIC to
detect the signal received [16]. The SNR at E used to decode signal x2 is:

γe = γ0μ (1 − ρ) g0ge. (6)

- The result feedback phase: During this phase, the resultant calculation
information is feedbacked to the U during τ3. Following [8,11], τ3 is significantly
short compared to τ0, τ1 and τ2, hence it is ignored.

The cumulative distribution function (CDF) and probability density function
(PDF) of the channel power gain gΩ,Ω ∈ {1, 2, e} are given as follows [5]:

FgΩ (x) = 1 − exp
(

− x

λΩ

)
, (7)

fgΩ (x) =
1

λΩ
exp

(
− x

λΩ

)
. (8)

3 Performance Analysis

Different from the study [5,6,8], in this paper, we propose to use the secure
successful computation probability (SSCP), denoted by ξ, which is the metric to
evaluate the performance of the RF EH NOMA Het-MEC system. It is the prob-
ability that the security offload event occurs. Simply put, this event occurs when
the system latency is lower than the maximum allowed time and the security
capacity is above the secure data rate threshold.

ξS = Pr
(
max

(
τ

(i)
1 + τ ≤ (1 − α) T

)
, C2e > R

)
, (9)

where τ
(i)
1 is the offloading time for task x to APi, τ

(i)
1 = L

Ci
= L

(1−α)Blog2(1+γi)
;

C2e is the secrecy capacity at AP2, C2e = (1 − α) Blog2

(
1+γ2
1+γe

)
; and R is the

secure data rate threshold, B is the bandwidth.
Thus, we state Theorem 1 describing the SSCP expression as follows.
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Theorem 1. The SSCP of the proposed RF EH NOMA Het-MEC system oper-
ating under the NOLES protocol over the Rayleigh fading channel is given by:

ξS =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, ρ < 1 − 1
2Λ1

2

[√
b1

λ0
K1

(

2
√

b1

λ0

)

−
√

b2

λ0
K1

(

2
√

b2

λ0

)]

+
2λ2

λ0 (θλe + λ2)

√
b3λ0K1

(

2
√

b3

λ0

)

,

ρ > 1 − 1
2Λ1

(10)

where b1 = β1
λ1

+ β2
λ2
, b2 = β1

λ1
+ β2

λ2
+ β3

λe
, b3 = ω1 + ω2 + β1

λ1
, ω1 = a1

λ2
, ω2 =

β3

(
θ
λ2

+ 1
λe

)
, a1 = θ−1

γ0μ(1−ρ) , β1 = 2Λ1−1

μγ0[2Λ1 (1−ρ)+1] , β2 = 2Λ2−1
μγ0(1−ρ) , β3 = β2−a1

θ ,

θ = 2
R

1−α , Λ1 = (1 − α) BT1, Λ2 = (1 − α) BT2, T1 = (1 − α) T − c1L1
f1

, T2 =
(1 − α) T − c2L2

f2
.

Proof. Please see Appendix A. ��

4 Numerical Results and Discussion

This section provides the numerical results regarding the SSCP of the RF EH
NOMA Het-MEC downlink system. The Monte-Carlo simulations are employed
to confirm the analytical results. Table 1 details the typical values of simulation
parameters utilized in our work [5,8].

Table 1. Simulation Parameters.

Parameters Notation Typical Values

Environment Rayleigh

Fading parameter λ0,λ1,λ2 1

The average transmit SNR γ0 0–20 dB

The time switching ratio α 0.4

The energy conversion efficiency η 0.75

The power allocation coefficient ρ 0.7

The CPU-cycle frequency of MES at AP1, AP2 f1, f2 2GHz, 1 GHz

The number of CPU cycles for computing each bit of MES at AP1, AP2 c1, c2 5, 2

Channel bandwidth B 100MHz

The threshold of latency T 0.5 s

The length of sub-task 1, sub-task 2 L1, L2 2.5 Mbits

The secure data rate threshold R 0.1 bps/Hz

In the first experiment, we investigated the impact of the time switching
ratio (α) with different values of block time (T ) on system performance, as
shown in Fig. 3. Note that the smaller T is, the more stringent the real-time
constraint corresponds to, and the worse the SSCP. It entirely agrees with the
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theoretical analysis presented in Section II. One more observation about the
SSCP descriptive curve in this experiment shows that ξS is a function with
extrema in α, i.e., there is a value α† such that maximum system performance.
Therefore, when implementing the system in the real world, it is required to use
strategies to determine α† so that EH time has a suitable value for U to collect
sufficient operating energy and the remaining time is also enough for the process
of offloading and computing to be performed.

Fig. 3. SSCP vs. the time switching ratio with different values of block time.

In the next experiment, we investigate the impact of average transmit SNR
(γ0) with different bandwidth levels (B) on system performance, as shown
in Fig. 4. Specifically, we examine three bandwidth levels, which are 50 MHz,
100 MHz, and 1 GHz. It is effortless to notice that the larger B or/and γ0, the
higher the SSCP. SSCP tends to saturate when γ0 is greater than 15 dB and
tends to saturate faster the larger B is. Therefore, depending on the bandwidth
served for each application, we consider designing the transmit power accord-
ingly.

Figure 5 depicts the curve of SSCP versus power allocation coefficient (ρ)
with different task division ratios, denoted by ε, ε = L1

L . We examine three
cases, (i) ε = 0.4, (ii) ε = 0.6, and (iii) ε = 0.8. The graphs of all three cases
show that the SSCP of the system is a function with extrema in ρ. It confirms
that power allocation in a NOMA-based network is important for the best system
performance. Furthermore, the correlation between the ε and ρ also gives us an
exciting insight into the system behavior. The recommender system works well
for case (i) with 0.5 < ρ < 0.65. Meanwhile, in this range, (ii) makes SSCP
low and (iii) makes the system outage. SSCP in (ii) is satisfactory only when
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Fig. 4. SSCP vs. the average transmit SNR with different values of bandwidth.

Fig. 5. SSCP vs. the power allocation coefficient with different task division ratios.

0.7 < ρ < 0.8, and (iii) is reasonable when 0.85 < ρ < 0.9. Accordingly, with
the Het-MEC network, it is necessary to have an optimal approach to offloading
so that the system can achieve the highest performance corresponding to the
available resources in the network. To put it succinctly, we need to clarify that
tasks must be offloaded in the proper ratios for the system to be optimal.
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Fig. 6. SSCP vs. secure data rate thresholds.

In the final experiment, we studied the SSCP with different levels of secure
data rate thresholds (R), 0.05 bps/Hz, 0.1 bps/Hz, and 0.2 bps/Hz, respectively,
as Fig. 6. We conclude that increasing R can decrease SSCP. It is consistent with
the definition of SSCP: as R increases, the possibility that the security capacity
of the system will not meet the requirements also increases, leading to a decrease
in SSCP.

Figure 3 to Fig. 6 all show that the simulated values match the computational
theory. That proved the correctness of our study.

5 Conclusion

In this study, we evaluated the downlink RF EH NOMA Het-MEC network with
the existence of a passive eavesdropper. Specifically, we consider the edge user
to use the radio energy received from the power station to offload the task to
two heterogeneous APs using NOMA over the Rayleigh channel. Accordingly,
we propose the NOLES protocol for the system, ensuring it satisfies all three
basic requirements of NOMA-MEC networks: delay time, energy, and security.
We derive the exact closed-form expression of SSCP and perform system per-
formance experiments versus essential system parameters. We give the follow-
ing recommendations to improve system performance: (a) increase the transmit
power of P , (b) increase the bandwidth for the application, (c) determine the
optimal time switching ratio and/or power allocation coefficient.

In the next studies, we will deploy the low complexity optimization algo-
rithms to determine the system parameters so that SSCP reaches the maximum
value.
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PROOF OF THEOREM 1

Based on the definition formula, SSCP is rewritten as follows:

ξS = Pr
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where a1 = θ−1
γ0μ(1−ρ) , β1 = 2Λ1−1

μγ0[2Λ1 (1−ρ)+1] , β2 = 2Λ2−1
μγ0(1−ρ) , Λ1 = (1 − α) BT1,

Λ2 = (1 − α) BT2.
We focus the case ρ > 1 − 1

2Λ1 , then the SSCP is:
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We continue to present the calculation of I1 as follows:

I1 = Pr
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where b1 = β1
λ1

+ β2
λ2

, b2 = β1
λ1

+ β2
λ2

+ β3
λe

.
Similarly, I2 is calculated as follows:
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where b3 = ω1 + ω2 + β1
λ1

, ω1 = a1
λ2

, ω2 = β3

(
θ
λ2

+ 1
λe

)
.

Combining the results from (A-1) to (A-4), we get the result in Theorem 1.
The proof is completed.
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Abstract. The field of text mining has increasingly relied onNon-negativematrix
factorization (NMF) for its ability to perform high-dimensional data reduction and
visualization. This paper aims to employ NMF in analyzing a dataset of 1,500
documents and 12,419 words in bags-of-words format, obtained from the UCI
Machine Learning Repository. Our analysis demonstrates the utility of NMF in
effectively classifying ambiguous and sparse textual data into distinct topics and
extracting meaningful contents through the identification of relevant keywords.
Further, we demonstrate the robustness of NMF in topic clustering by exploring
the semantic relationship between extracted keywords and the topics to which they
belonged.Ourfindings offered valuable insights into the application ofNMF in text
mining and suggested that universities in Vietnam could leverage this technique
to analyze feedback and suggestions from students.

Keywords: NMF · text mining · topic classification · bags-of-words

1 Introduction

The growth of high-dimensional data has led to an increased need for advanced tech-
niques to extract and derive valuable information from large volumes of data [1]. In
data mining, the main objectives of such techniques are generally focused on reducing
high-dimensionality while preserving the majority of original information and cluster-
ing and interpreting underlying features from the original data, which can enable the
exploitation of valuable knowledge and information thereafter [2]. Accordingly, vari-
ous techniques based on data decomposition, such as Principal Component Analysis
(PCA), Independent Component Analysis (ICA), Support Vector Machine (SVM), and
Non-negative Matrix Factorization (NMF), have been utilized in data mining to extract
pertinent information. Of these techniques, NMF has demonstrated robustness for non-
negative data,which are naturally present in real-life datasets such as the number of pixels
in an image, the number of occurrences of each word, and stock prices. The constraint
of non-negative data in decomposed matrices leads to the part-based representation of
NMF and improvement of interpretability [3, 4]. Therefore, NMF may be better suited
for non-negative data and part-based representation compared to other techniques.
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NMF gained popularity after a seminal paper by Lee and Seung [5], which pro-
posed an algorithm and highlighted the advantages of NMF, such as straightforward
interpretability and potential ability of part-based representation. Indeed,NMFcan effec-
tively reduce the dimensionality of data withminimal information loss by approximately
extracting high-dimensional data into low-rank matrices. Additionally, NMF automati-
cally clusters the original data by sparse andmeaningful features, which enables intuitive
visualization of hidden correlations.As a result, NMF is a prominent tool to represent and
factorize non-negative datasets in various fields, including signal processing, biomedical
engineering, text mining, image processing, and more [6].

Due to the non-negative characteristic of word-document frequency of occurrence
and NMF’s automatic clustering abilities, NMF has proven effective and well-suited to
analyze semantic and topic modeling in text mining [7]. Text mining can apply various
applications, such as analyzing customer behaviors, conducting market research, and
filtering malicious or spam content to enhance business performance [8]. Categorizing,
interpreting, and discovering underlying features, word connections, and knowledge
from a vast volume of text collections from document corpuses are considered as essen-
tial tasks in text mining. Topic clustering based on semantic might be themost prominent
approach to text mining. To process data, text collections must undergo pre-processing,
including tokenization and stop-word elimination under bags-of-words format. Then,
NMF can automatically cluster meaningful topics by combining attributes in the two
extractedmatrices, resulting in low-dimensional data presentation.Given that the amount
of textual data collections is growing larger and larger, such as on social network plat-
forms (e.g., Facebook, Twitter, and Instagram) and email systems (Gmail and Yahoo),
NMF applications in text mining are promising to uncover latent components and hidden
topics of textual data by part-based representation.

In the context of university management, understanding students’ viewpoints, reac-
tions, and sentiments plays a vital role in enhancing educational quality and school
facilities. The vast amount of feedback and comments sent from social media (e.g.,
Facebook and Twitter) and emails over the years should be made more compact, under-
standable, and intuitive to visualize, instead of becoming a burden for managers and
staff. Accordingly, NMF can give the benefits of extracting the most concerned issues of
students by topic clustering. In Vietnam, there are few studies in text mining that utilize
NMF in textmining for educationmanagement in universities. Therefore, this paper aims
to demonstrate the robustness of NMF in text mining by conducting an experiment from
a data corpus. From the ambiguous and unstructured textual data, NMF might effec-
tively cluster meaningful topics as well as gain insights into the underlying connections
in terms of semantic between keywords within the clustered topics.

This studywas structured into fourmain sections: Introduction,Methodology, Exper-
iment, and Conclusions. The Introduction section presented an overview of the robust-
ness of Non-negative Matrix Factorization (NMF) and its applications in text mining.
In the Methodology section, a text mining process was proposed, which detailed the
application of the NMF algorithm for topic clustering. The Experiment section pro-
vided a description of the dataset used, the experimental procedures employed for pre-
processing the raw data, and the experimental results obtained. Finally, the Conclusions
section outlined the significance of the study.
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2 Methodology

2.1 Text Mining Process

In this study, a text mining process was proposed, which involved the application of the
NMF algorithm (see Fig. 1). The process began with the pre-processing of raw data,
which involved tokenization and stopword removal, and was referred to as the “Data
Pre-processing” step in Fig. 1. The pre-processed data was then transformed into a bags-
of-words format and transferred to a 2-dimensional matrix (n documents x m words),
which served as the observed data, referred to as the “Text Transformation” step. The
NMF algorithmwas then applied to decompose the observed data into matrices, referred
to as the “Applying NMF” step. Finally, the extracted topics accompanied by keywords
within each topic were presented in the form of decomposed matrices, which constituted
the “Text Mining” step.

Fig. 1. Proposed text mining process.

2.2 Non-negative Matrix Factorization Algorithm

From the algebraic perspective,NMF is relevant tomatrix decomposition.Given a dataset
consisting of non-negative elements, the NMF algorithm aims to approximate it as the
product of two low-rank matrices, as shown in the following equation:

A ∼= W × H (1)

where A is the observed data (n x m), which n dimensions and m data points of each
dimension, W is the basic matrix (n x k), and H is the coefficient matrix (k x m). Each
data point in the A matrix can be approximated by a linear combination of the rows
of W and the columns of H. The columns of W can be interpreted as basis vectors or
“building blocks,” while the rows of H present the coordinates of data points of W, used
to approximately reconstruct the observed data.

ThematricesWandHare initially randomized, and then determined through iterative
updates based on the convergence of local optimal matrix factorization. The value of k
ranges from 1 to the minimum of n and m. In other words, the original n dimensions are
reduced to k.

Since NMF approximates the A matrix, we could evaluate the fit-goodness between
the reconstructed and observed data. The reconstructed matrix R = W x H is calculated
as follows:

R =

⎡
⎢⎢⎢⎣

w11 w12 . . . w1k

w21 w22 . . . w2k
...

...
. . .

...

wn1 wn2 . . . wnk

⎤
⎥⎥⎥⎦ ×

⎡
⎢⎢⎢⎣

h11 h12 . . . h1m
h21 h22 . . . h2m
...

...
. . .

...

hk1 hk2 . . . hkm

⎤
⎥⎥⎥⎦ = W × H (2)
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Values in W and H are updated and terminated based on the minimum least-squares
error (E) optimization between the original (A) and reconstructed (R) matrices.

E = min‖D − R‖2F (3)

3 Experiment

3.1 Data Set

For the experiment, we utilized a textual dataset obtained from the Neural Information
Processing Systems (NIPS), a highly regardedmachine learning conference. The dataset
was obtained from the UCI Machine Learning Repository [9]. After initial processing
steps such as tokenization and removal of stopwords, the dataset was transformed into
bags-of-words format, and consisted of 12,419 words (n) in a vocabulary list and 1,500
documents (m), with approximately 2 million words in the colletion in total. Due to
copyright restrictions, the name of each document was not provided, resulting in an
untagged and ambiguous dataset, which was suitable for the purpose of topic clustering.

Fig. 2. The data obtained from NIPS and stored in Matlab. The left table presents the frequency
of occurrence of each word in a single document. The right table presents the vocabulary list of
12,419 words.

3.2 Experimental Procedures

The raw data consisted of the vocabulary list of 12,419 words and the frequency of
occurrence of each word in a single document. The latter was presented in the form



An Application of Non Negative Matrix Factorization in Text Mining 291

of [docID wordID count], as illustrated in Fig. 2. For instance, the first line [1 2 1]
indicates that the second word (wordID = 2, “aaa” – obtained to the vocabulary list)
occurs once in the first document (docID= 1). From the raw data, we constructed aword-
document matrix A of dimensions 12,419 x 1,500 to store and process information using
the TF-IDF (Term Frequency-Inverse Document Frequency) normalization method. For
example, A[1, 2] = 1 means that the second word ID (wordID = 2) appears once in the
first document (docID = 1).

Following the application of Non-negativeMatrix Factorization (NMF), we obtained
two decomposed matrices, W and H. W is the basic matrix (12,419 words x k topics),
while H is the coefficient matrix (k topics x 1,500 documents). We normalized matrix
W by the maximum value in each column, and matrix H by the maximum value in each
row. W and H provided insights into the initial word-document matrix, which lacked
any class labels and was seemingly chaotic.

Each column of matrix W represented a basic vector, where higher values (from 0 to
1) indicated greater significance of a word (or term) in a topic, as well as a high degree
of semantic association with other words in the same topic. We selected the top 20 most
important words, which were corresponding to the 20 largest values in each column of
W as representatives, to investigate the content of each topic. Meanwhile, values in each
row of matrix H (i x j) indicated the extent to which document j belonged to topic i. A
high value (from 0 to 1) indicated that document j was strongly associated with topic i.

The number of topics (k) was determined based on the semantic relationships
and combined attributes between words in matrix W. After matrix decomposition, we
obtained the following information: (1) the number of clustered topics, (2) the most
significant words in each topic (from matrix W), and (3) the topic to which a document
belonged (from matrix H).

To evaluate the performance of NMF, we analyzed the relationship between the
semantic of 30 words that appeared most frequently in a document and the semantic
of the top 20 most important words in the topic to which the document belonged. We
selected five documents that belonged to the five extracted topics as representatives to
confirm the robustness of NMF in terms of semantic similarity between keywords in the
documents and topics. A clear explanation of the relationship between the most frequent
words in a document and the keywords in the topic to which the document belonged
confirmed the efficacy of NMF.

We used Matlab (Mathworks Inc.) to perform all kinds of data processing.

3.3 Experimental Results

Due to the relatively large and extremely sparse nature of the data in bags-of-words
format, the coefficient of determination between the original and reconstructed data was
found to be low. For instance, whenwe chose the number of topics was 100 topics, which
was too large and unrealistic, the r2 value was still relatively low, i.e. 0.41. As such, the
selection of the appropriate value of the number of topics (k) was based on semantic
similarity, rather than r2. Specifically, the value of k was reduced until the topics were
distinguishable, while maintaining semantic coherence. Ultimately, a value of k = 5 was
chosen, resulting in a mean coefficient of determination (r2) of 0.27.
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Upon completion of the matrix decomposition, the basic matrix W was obtained
with dimensions of 12,419 words by 5 topics. From this matrix, the 20 most important
words were selected to represent each of the topics. The resulting five topics (A to E) are
presented in Fig. 3, along with their respective most important words. Topic A seemed
to focus on neural network architectures, such as inputs, outputs, training set, and the
number of hidden layers to enhance performance.Meanwhile, TopicBwas highly related
to functions and algorithms, which focused on parameters such as the number of classes,
weights, and training data sets. Topic C was relevant to models using control systems
for speech or image recognition, such as the Hidden Markov model (with the keyword
“hmm”), which can be controlled or modified by parameters and methods related to
Gaussian probability distribution. Topic D appeared to describe the processing to neural
information of the biological brain, such as synaptic responses, spike signals, firing,
circuits, or stimulus. Finally, Topic E appears to be related to reinforcement learning
with specific keywords related to learning algorithm as policiy, rule, states, and action,
which enables to obtain an optimal controller applied for robot.

Fig. 3. The data of 5 extracted topics (5 columns) and the most 20 important words (20 rows) in
each topic.

The coefficient matrix H, consisting of 5 topics and 1500 documents, facilitated
the determination of a document’s topic by identifying the highest value within a given
column. Figure 4 presents three subsets of 15 representative documents each, specifically
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docID = 1 to 5, docID = 501 to 505, and docID = 1000 to 1005, which were used to
represent the entire set of 1500 documents.

Fig. 4. The coefficient matrix H of 15 documents (docID from 1 to 5, 501 to 505, and 1000 to
1005) as representatives. The highest value of a bar means that document belonged to the topic.

As can be seen in Fig. 4, we could determine a document belonged to a certain topic
based on the highest value of a column in the coefficient matrix H. For example, the first
column of matrix H (docID = 1, see Fig. 4), the highest value was the first bar, which
implied the first document (docID = 1) belonged to topic A.

Fig. 5. Five selected documents which were apparently belonged to 5 topics.

To assess the efficacy of Non-negative Matrix Factorization (NMF) in topic cluster-
ing, we chose five documents that clearly pertained to the five topics (i.e., those with
a high value in matrix H, approaching unity) as representatives. As depicted in Fig. 5,
the documents with docIDs of 774, 839, 440, 45, and 738 belonged to topics A, B, C,
D, and E, respectively. Subsequently, we examined the semantic association between
the 30 most frequent words in a given document and the top 20 important words in the
corresponding topic to which the document belonged, as can be seen in Fig. 3 and Fig. 6.

Firstly, with regards to the document with a docID of 774, which belonged to topic A
(Fig. 5), it was apparent that the top 30most frequentwords and the top 20most important



294 N. B. Tran et al.

Fig. 6. Thirty words which has the most frequent in the 5 documents as representatives. Bold and
red words indicate that these words also appeared in the topic that a document belonged to. (Color
figure online)

words in topic A shared a significant degree of semantic similarity. Specifically, both the
document and topic A contained keywords that pertain to neural network architectures,
including terms such as “input”, “output”, “training”, “set”, “weight”, “number”, and
“layer”.

Secondly, the document with a docID of 839, which was associated with topic B in
Fig. 5, might be related to the generalization bound for neural networks. As such, this
document shared certain keywords with topic B, such as “function”, “training data”,
“parameter”, and “bound”.

Thirdly, the keywords of both the document with a docID of 440 and topic C were
related to the Hidden Markov model (“HMM”), with various features such as “data”,
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“parameter”, “distribution”, “probability”, and “likelihood”, leading to the document
being grouped into topic C.

Moreover, both the document with a docID of 738 and topic D shared numerous
keywords, including “cell”, “firing”, “neuron”, “model”, “stimulus”, and “response”.
Therefore, it was suggested that the document may describe the nervous system in
biology, and belonged to topic D.

Lastly, the document with a docID of 45 belonged to topic E (Fig. 5), and it was
notable that the keywords in this document and topic E were related to reinforcement
learning. Namely, certain terms such as “algorithm”, “learning”, “policiy”, “function”,
“action”, and “states” were employed to perform “task”.

From the above-mentioned analyses of the five selected documents, it is apparent
that the NMF technique is capable of reasonably handling topic clustering based on the
semantic similarity of shared keywords.

4 Conclusions

This study seeks to examine the robustness of Non-negativeMatrix Factorization (NMF)
in topic clustering using a data corpus consisting of 1500 documents and 12419 words
in the bags-of-words format. The study found that NMF was able to effectively cluster
the relatively large and unstructured textual data into 5 meaningful topics and visually
represent the topic context through keywords. Additionally, an investigation into the
semantic relationship between the keywords of the documents and the corresponding
extracted topics showed that NMF was an effective method for topic clustering. Thus,
the study recommends the use of NMF as an efficient tool for education management in
Vietnam.
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Abstract. Internet of Everything (IoE) is a newly emerging trend, espe-
cially in homes. Marketing forces toward smart homes are also acceler-
ating the spread of IoE devices in households. An obvious risk of the
rapid adoption of these smart devices is that many lack controls for pro-
tecting the privacy and security of end users from attacks designed to
disrupt lives and incur financial losses. Today the smart home is a sys-
tem for managing the basic life support processes of both small systems,
e.g., commercial, office premises, apartments, cottages, and largely auto-
mated complexes, e.g., commercial and industrial complexes. One of the
critical tasks to be solved by the concept of a modern smart home is the
problem of preventing the usage of IoE resources. Recently, there has
been a rapid increase in attacks on consumer IoE devices.

Memory corruption vulnerabilities constitute a significant class of vul-
nerabilities in software security through which attackers can gain control
of an entire system. Numerous memory corruption vulnerabilities have
been found in IoE firmware already deployed in the consumer market.
This paper aims to analyze and explain the resource usage attack and cre-
ate a low-cost simulation environment to aid in the dynamic analysis of
the attack. Further, we perform controlled resource usage attacks while
measuring resource consumption on resource-constrained victims’ IoE
devices, such as CPU and memory utilization. We also build a lightweight
algorithm to detect memory usage attacks in the IoE environment. The
result shows high efficiency in detecting and mitigating memory usage
attacks by detecting when the intruder starts and stops the attack.

Keywords: Smart Home (SH) · Internet of Everything (IoE) ·
memory usage attack · detection · security · resource constraint

1 Introduction

The Internet of Everything (IoE) encompasses data, people, the Internet of
Things (IoT), and processes. IoE builds on IoT, which focuses on connecting net-
work devices equipped with specialized sensors or actuators through the Inter-
net [5]. The sensors and actuators can detect and respond to environmental
changes, including light, temperature, sound, vibration, etc. IoE dramatically
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expands the scope of IoT by adding components that can provide richer experi-
ences for businesses, individuals, and countries. For example, instead of simply
relying on things to interact with their environments, as shown in Fig. 1, IoE can
leverage all related data and processes to make IoT more relevant and valuable
to people [19]. The ultimate goal of IoE is to boost operational efficiency, offer
new business opportunities, and improve the quality of our lives. Better to relate
to this idea; take the scenario of a person uncertain about closing a gas valve
at home. An IoE solution allows a user to automatically check the gas valve’s
status and close it remotely if necessary [13,14].

Despite its potential rewards, IoE could pose significant security threats to
its adopters. The number of IoE devices around us is steadily increasing, and
IoE is starting to play a more critical role in our everyday lives. In particular,
the link between the physical world and cyberspace established by IoE increases
the risk of cyber attacks targeting smart devices since attacks against IoE can
directly impact the health [11] and the welfare of their end users. Building on
our gas value scenario, one can easily imagine a threat scenario in which an
attacker causes a gas leak on purpose [20]. Even more alarming is that we are
often oblivious to the quantity and nature of the IoE devices surrounding us,
not to mention the potential security risks they represent. The recent security
incidents resulting from IoE security vulnerabilities corroborate this observation.
In particular, one of them is a Distributed Denial of Service (DDoS) attack
against Dyn [2] in October 2016. This incident involved a botnet called Mirai,
consisting of approximately 100, 000 IoE hosts, including digital cameras and
routers. The Mirai botnet launched DDoS attacks against Dyn, bringing down its
Domain Name Servers (DNS), which resulted in an outage of major commercial

Data

IoE ThingsProcesses

People

Fig. 1. The Definition of Internet of Everything (IoE).
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websites, e.g., Netflix and CNN [7]. Another attack could affect the sensors and
actuators’ resources, making the smart devices unavailable to end-users.

Due to these emerging threats, it is imperative to raise awareness of potential
IoE security risks [17] among end users through systematic risk assessment and
effective visualizations. Home users are especially vulnerable because they are
increasingly surrounded by IoE appliances, e.g., hands-free speakers, baby moni-
tors, and security cameras. However, they lack the resources and skills to identify
their IoE-related threats, remediate them, and minimize potential security risks.
Therefore, in this paper, we mainly focus on analyzing the memory usage attack
in smart devices and mitigating the effect of this attack by building a lightweight
algorithm to detect memory usage attacks by calculating the memory usage of
the smart device.

To accomplish this goal in home networks, we first identify memory usage
attacks in smart home devices. Next, we analyze the effect of the attack by send-
ing malicious attacks to affect the resources of the smart devices and calculate
its effect on memory usage. We then elicit and document threats in the form of
threat scenarios. Once specified, we build a lightweight algorithm to detect and
mitigate the effect of the attack on memory usage.

1.1 Motivation and Contribution

IoE is a fast-growing field with capabilities to revolutionize the whole industry.
As per market trends, more than 20 billion smart devices will be deployed in the
next five years [10]. These interconnected devices will be generating sensitive data
which needs to be protected. The field of IoE is making leaps and bounds techno-
logically. There are multiple limitations while deploying IoE devices daily, e.g.,
battery life and lightweight computation. Therefore, building a novel security
mechanism aims to protect the functionalities and privacy of sensitive IoE net-
work environments, including healthcare, smart cities, etc. However, due to the
substantial number of nodes in the environment and their restricted computing
capabilities, securing smart nodes in the IoE environment is essential to protect
the data and make the devices available to end-users. A lightweight mitigation
technique should be considered to protect smart devices from resource-constraint
attacks such as Denial of Services (DoS), Distributed Denial of Services (DDoS),
and other malicious attacks. Our main contribution is building a lightweight
technique to detect memory usage attacks in smart devices deployed directly at
sensors. It applies real-time memory usage calculation to discriminate between
different memory usage, e.g., read/write to memory. In this work, we consider
different behaviors on the memory of smart devices. We measure the memory
usage when there is read and write, under or without the attack, to evaluate the
best detection of memory usage attack. We simulate the mitigation technique
and assess the results by applying the proposed technique to smart devices, such
as the Raspberry Pi1 and Arduino. We measure the current memory usage of
the smart device to monitor the memory usage to discriminate between normal

1 https://www.raspberrypi.com/documentation/.

https://www.raspberrypi.com/documentation/
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and abnormal behaviors. Therefore, this algorithm design is a protection strat-
egy for IoE devices to maintain their integrity, seamlessly make them available
to legitimate users, and protect them from memory attacks by considering their
resource constraints.

1.2 Organization of the Paper

We organized this paper as follows. Section 2 presents a related work and back-
ground reading of resource-constrained attacks in IoT systems, e.g., memory
usage attacks. We discuss the threat scenario and its analysis in Sects. 4 and 5.
We describe our proposal, including metrics definition, methodology, and the
detection algorithm, in Sect. 6.1. In Sect. 7, we show the results and discussions.
Finally, Sect. 8 presents some concluding remarks and future works (Table 1).

Table 1. Memory Usage analysis before and after the attack.

Device Status % CPU Usage % Memory Usage

Raspberry Pi Idle 0.55 ÷ 0.88 10 ÷ 20

Active 0.88 ÷ 1.50 20 ÷ 35

Under Attack 1.5 ÷ 16.5 36 ÷ 66

Device Status Thread Time [s] % Memory Usage

Arduino Idle 1 ÷ 20 8 ÷ 11

Active 21 ÷ 45 11 ÷ 16

Under Attack ≥ 45 17 ÷ 45

2 Related Work

The IoE links people, data, things, and processes to make interconnections easier
and more far-reaching than ever before [6]. As such, everyday appliances should
be subjected to rigorous cyber security testing to the same degree that these
appliances are tested and measured for traditional qualities, e.g., durability, fit-
for-purpose, maintenance, etc. Unfortunately, standardized and independent ver-
ification of IoE devices is in its nascent stage, with IoE security being the focus of
legislation and standard security criteria. Different authors tried to mitigate and
detect attacks by analyzing the memory. Memory analysis has attracted several
malware researchers. Vömel et al. in [16] surveyed the main memory acquisition
and analysis techniques. In [12], Rathnayaka, et al. have observed that success-
ful malware infection leaves a memory footprint. Zaki et al. in [18] studied the
artifacts left by rootkits at the kernel level, such as driver, module, System
Service Dispatch Table (SSDT) hook, Interrupt Descriptor Table (IDT) hook,
and callback. The experiments proved that certain activities, such as callback
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functions, modified drivers, and attached devices, are the most suspicious activ-
ities at the kernel level. In [1], Aghaeikheirabady presented an analysis approach
that extracts features available in memory, such as function calls, Dynamic-Link
Libraries (DLLs), and registry, and compares the information available in dif-
ferent memory structures to increase the accuracy. The approach relies on the
frequencies of the extracted features to classify them, and an overall accuracy of
98% is measured by applying Näıve Bayes. However, a significant drawback is
the high False Positive Rate (FPR) that exceeded 16%.

Similarly, in [8], Mosli et al. introduced a technique that detects malware
based on extracting three features from memory images; API calls, registry, and
imported libraries. However, the experiments were performed on each feature
individually, and maximum accuracy of 96% was achieved using the Support
Vector Machines (SVM) classifier on the registry activities feature. Afterward,
in their following work [9], Mosli et al. utilized the process handles available in
memory to detect malware. The experiment has found that the handles used
by malware are process handles, mutants, and section handles. However, when
applying the random forest classifier, their approach achieved a modest accu-
racy slightly higher than 91%. Likewise, Duan et al. [4] presented an approach
to extract live DLL is featured from memory and employed to detect malware
variants that use the same DLLs. The experimental result showed an accuracy of
90% achieved using the hidden näıve bayes classifier. Furthermore, Dai et al. [3]
proposed a malware detection and classification approach based on extracting
memory images and converting them into fixed-size greyscale images. The app-
roach then extracted the features from the images, using a gradient histogram,
and used them to classify malware. An accuracy of 95.2% was obtained using
the neural network classifier. Moreover, the authors of this work previously com-
bined API calls from behavior analysis and memory analysis into one vector to
represent each sample. A dataset was used, which consisted of 1200 malware and
400 benign files, to train the SVM classifier. The work confirmed that memory
analysis could overcome the limitations of behavior analysis [15].

In this paper, we monitor the memory usage of the smart devices in the IoE
environment to detect memory usage attacks and mitigate resource-constraints
attacks. We also perform a testbed environment to measure the memory usage
of the smart devices before and after attacking the IoE environment. In the
experiments, the effectiveness of the proposed approach on memory usage attack
detection and classification has been demonstrated and measured by three eval-
uations: classification accuracy, monitoring the memory usage, and detecting the
attack. To the best of our knowledge, this is the first work to examine and detect
such kind of memory usage attack in IoE systems.

3 Testbed Scenario

We used Raspberry Pi and Arduino as smart home devices in this experiment.
We used different software tools for attacking data generation and collection.
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On the adversary side, we used Nmap2 to launch a network scan and identify
devices’ status, such as online or offline, IP address, and MAC address. Different
tools can generate malicious attacks on the victim side, such as hping3 3. We used
tshark tool4 to evaluate the impact of memory usage attacks on smart devices
and capture WiFi traffic.

We also created a module inside the smart device to monitor memory usage
and register all memory behaviors in the database (DB). The monitoring mode
registers the behavior of the smart devices once it is Idle, active, and under
attack. Different stages are used to run our experiment. In the first stage, we
monitor the memory usage once the device is Idle, Active, and under attack.
Then, we run a network scan to capture the port and device status. Once we
ensure that the device is connected to the Internet, we send memory usage
attacks for two purposes: first, to affect the memory, and second, to consume
more memory usage and study the behavior of the attack. Then, we run memory
usage monitoring to calculate the memory usage of the devices and study the
devices’ behaviors before and after the attack.

4 Threat Scenarios and Threat Model

This section will briefly discuss the design of memory usage attacks on IoE smart
devices. The memory usage attack aims to affect the smart device’s memory by
sending malicious attacks such as DoS or DDoS attacks. In particular, memory
usage attack targets a specific type of vulnerable IoE and embedded devices
because these devices have very little build-in-security protection and suffer from
resource-constraints problems.

4.1 Threat Scenario

The smart devices of IoE suffer from low computation problems such as low
energy and memory. The resource-constraints problems encourage attackers to
attack these devices by flooding the smart devices with malicious attacks. In this
paper, we assume that the attacker has gained access to the control network and
can communicate with the smart devices as an insider threat (e.g., a consumer
who uses current or past authorized access to the smart devices to exceed or
misuse) or an external hacker. A wide range of attacks, such as malicious attacks,
will be available for the attacker when he/she gains access to a control network.
In this paper, we study memory usage attacks on the smart devices of IoE
systems (Fig. 2).

The threat scenario used in our experiment was first to scan the network
and get different information about the port and devices’ status. For scanning
the network, we install Nmap on Kali-Linux. In this scenario, the attacker can
send a malicious attack to the smart device to affect its resources in terms of
2 https://nmap.org/.
3 https://www.kali.org/tools/hping3/.
4 https://www.wireshark.org/.

https://nmap.org/
https://www.kali.org/tools/hping3/
https://www.wireshark.org/
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Fig. 2. Testbed scenario showing the devices used in our experiment.

memory. The IP address, port, and device status are stored in the DB for further
calculation. After scanning the network, we start the monitoring mode of the
smart device’s memory usage; once the device is Idle and active, and when we
send a malicious attack using hping3 tools to the smart device. In this case, we
study the memory behavior before and after attacking the smart devices. We
also store all information about the memory, such as memory in total, memory
usage, and CPU usage before and after attacking the smart devices.

In particular, the source code consists of three different parts:

– Memory usage attack: This module commences with the DoS and DDoS
attack to send malicious attacks to the smart devices and affect their memory.

– Scanner: This module scans the network and gets different information about
the smart devices. Also, it sends the IP address of the attacked smart devices
for further calculation

– Memory-monitoring-mode: This module monitors the memory usage of the
smart devices when it is Idle, active, and under attack. The monitoring mode
helps to register different memory behaviors for detecting such attacks.
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Fig. 3. Testing Environment.

4.2 Threat Model

We present a model of attacks on the memory usage of the smart devices of IoE
systems, which can be used to understand the possible attack vectors intuitively
and concisely. Also, to build lightweight algorithm5 for detecting smart devices
from these attacks. Let us assume ATK denotes the attacker while d denotes the
smart devices, and MEM denotes the smart devices’ memory usage. According
to our model, every attack originates from an attacker ATK where atk ∈ ATK
by a means towards a target d. We can model this relationship as follows:

ATK �→ mem → D (1)

where atk ∈ ATK, d ⊂ D, mem ∈ MEM . The notation �→ maps the attacker
(ATK) to the victim’s (D) memory (mem). For calculating the memory usage
and CPU usage of the smart devices before and after attacking the memory, the
following equation math represents this calculation. Let us describe the memory
usage measurement (MEM) footprints considering the set of different device
statuses in the attack’s absence or presence.

MEM(d) = f(mem(d), ATK, n) and n ∈ [0, 1] (2)

where (memd) the memory usage measurement (mem) of the smart device (d)
at a point in time in the absence or presence of cyberattacks for a specific

5 https://github.com/developerZA/MitigationMemoryAttack.git.

https://github.com/developerZA/MitigationMemoryAttack.git
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attack (ATK), and n is the number of memory usage measurements in a time
interval, f(mem(d), ATK, n) ∈ [0, 1] where 0 is the minimum memory usage
measurement, and 1 presents the maximum memory usage measurement in the
absence or presence of the attack. The CPU (CPU) usage measurement is also
calculated for the Raspberry Pi device as follows:

CPU(d) = f(cpu(d), ATK, n) and n ∈ [0, 1] (3)

where (cpud) is the CPU usage measurement (cpu) of the smart device (d) at
a point in time in the absence or presence of cyberattacks for a specific attack
(ATK), and n is the number of CPU usage measurements in a time interval,
f(cpu(d), ATK, n) ∈ [0, 1] where 0 is the minimum CPU usage measurement, and
1 presents the maximum CPU usage measurement in the absence or presence of
the attack (Fig. 4).

We do not calculate the CPU usage for the Arduino, as it is a microcontroller.
We focus only on the maximum memory usage through or without the attack
using a particular library called MemoryFree and pgmStrToRAM. And we also
calculate micros() or millis() before and after sending the malicious attack. We
also calculate the thread time for different statuses of the smart device, e.g., Idle,
Active, and under attack.
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5 Static Analysis of Resource Usage Attack

The smart devices used in this experiment were infected with malicious software
used to carry out different malicious attacks on a target on an isolated network.
During the experiments, the memory usage footprints of the smart devices were
obtained under normal operating conditions, as well as when these smart devices
carry out cyberattacks. Each memory usage footprint was obtained by taking
measurements after 5 s within 1 minute when the smart device performs an
attack and normal operation. A total of 10 minutes of calculation measurement
of memory usage footprints of both in the presence of attacks and normal func-
tioning smart devices were built.

Fig. 5. Raspberry Pi (Memory Usage Before and After the attack).

During packet collection, the attacks are sent using the same Transmission
Control Protocol (TCP) and User Datagram Protocol (UDP) flood commands.
Using the topology as depicted by Fig. 3, the malicious TCP and UDP traffic are
separately sent to the victim device, while all usage statistics are recorded on
the victim device. Each attack is simulated for a duration of 1 minute, and all
usage statistics are recorded for the same duration. No attacks are sent during
the first period (10 minutes), and all usage statistics are recorded and saved in
the DB. And also, the same things applied once the second period started after
sending malicious attacks.
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The result of this experiment shows the memory usage footprint when the
device is Idle, Active, and under attack. Therefore, the normal usage of the mem-
ory of the Raspberry Pi device in the absence of the attack fluctuates between
10% to 36%. This percentage is divided between two different states of the smart
device when it is Idle, the percentage is between 10 and 20%, and when it is
Active, the percentage is more than 25% but less than 37% as shown in Fig. 5.
Moreover, the percentage of memory usage changed after sending the malicious
attack, and the percentage changed to be more than 66% per minute. We also
calculate the CPU usage of the smart devices to check the CPU status before
and after attacking the memory of the smart devices. Figure 6 shows the normal
CPU usage for Idle and Active statuses of the Raspberry Pi device. The normal
CPU usage for Idle devices is between 0.55% to 0.88%. The memory usage of
the Active smart devices is between 0.88% to 1.50%. At the same time, the CPU
usage is more than 1.5% once we send the malicious attack to the smart devices.
We also calculate the memory usage of another smart device (Arduino). The
main purpose of using two different devices is to show how the algorithm works
for different devices which implement different architectures. For printing the
memory usage of the Arduino device, we used a specific library to get the free
usage memory for different statuses of the smart device, e.g., Idle, Active, under
attack. Therefore, the memory usage for the first status, as shown in Fig. 7, fluc-
tuates between 8.1% to 11%, and for the Active status, it is between 11% to less
than 16%. The memory usage percentage changes to more than 17% and less
than 50% once we send a malicious attack to the smart device.

The results and analyzes of this experiment assisted us in understanding the
impact of the memory usage attack on smart devices and building a lightweight
algorithm to protect these devices from such an attack. The following section
describes the detection algorithm and presents some results.

6 Threat Mitigation

This paper introduces a detection mechanism and response to cyber-attacks on
smart devices’ memory usage. We also propose a lightweight algorithm to detect
such memory changes inside smart devices by monitoring memory usage. Once
the attack is detected, the algorithm will force the memory to stop listening to
such an attack (e.g., stop reading and writing to memory). We also disconnect
the victim devices from the Internet automatically. We implement this algorithm
in the smart devices themselves. The presented mechanism records the response
of the attack, and memory usage, for different states such as Idle, Active, under
attack. The detection algorithm detects any breach in the memory usage of smart
devices.
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Fig. 6. Raspberry Pi (CPU Usage Before and After the attack).

6.1 Proposed Algorithm

The attacker aims to consume more memory usage of the smart device, and the
monitoring mode of the presented algorithm updates and registers all different
cases of memory behaviors before and after the attack. We record the change on
memory for every 3 second for 1 minute. According to the data obtained from
the testbed, the attacker can change the memory usage within 67% of wrong
values during 10 minutes in total.

This Algorithm 6.1 takes the recorded readings from the DB for each smart
device in the IoE system. The variable Diff stores the subtraction of previous
(before sending such attack) and current (after sending malicious attack) smart
devices reading. For instance, the maximum memory usage of the smart devices
for Idle and Active smart devices are given in Fig. 5. The variable Diff stores the
subtraction of the previous and current memory usage readings. For instance, the
maximum sudden memory usage change expected in the memory of the smart
device is given by subtracting the value of the maximum memory usage when
the device is under attack minus the minimum memory usage when the device
is Active and Idle before sending any attack.

ReadingThreshold = Maxusage(MEM) − Minusage(MEM) (4)

When the variable Diff exceeds the expected value, the variable T1 “Timer”
is reset, and we verify whether the alert message has been sent to the adminis-
tration. If not, we increase the counter1 variable, which records the number of
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Algorithm 1 A Technique to detect Memory Usage Attack
1: Input: d,Diff, C1, T1, Alert
2: Output1: Normal(M1)
3: Output2: Abnormal (M2)
4: Final Result: Output1 or Output2
5: M1 : Readingmemory−usage

6: MEM(d) = f(mem(d), ATK, n)
7: M2 : Readingmemory−usage

8: ReadingThreshold = Maxusage(MEM) − Minusage(MEM)

9: Diff = M1 − M2
10: if M2 = M1 then
11: if Diff > ReadingThreshold then
12: ResetT1
13: if Alert ==′ On′ then
14: monitor memory
15: else
16: C1 = C1 + 1
17: if C1 > Max(memory−usage) then
18: Alert ==′ On′

19: Attack detected
20: Detect the main source (X)
21: Stopped Reading/Writing on Memory from (X)
22: Disconnect the smart device (d) from the Internet
23: else
24: Return back to monitor memory

25: else
26: if C1 > 0 then
27: T1 = T1 + 1
28: if T1 > ThresholdT then
29: Reset Alert
30: Reset C1
31: Reset C1
32: Attack stopped
33: else
34: return back to monitor memory

times the difference between previous and current memory usage reading exceeds
the maximum allowed value. When the counter1 variable is greater than the
maximum allowed value, it sends the alert message indicating that the space of
memory usage addressed to that smart device is under memory usage attack. At
this stage, we stop any reading/writing operations to and from memory and dis-
connect the smart device from the Internet, as all victim device’s IPs are stored
in the black-list of our DB.

Through experimentation, we consider the scenario when the attacker stops
the attack. When the Diff value is less than Readingthreshold value, we compare
whether the variable counter is greater than zero, then we increase T1. We can
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Fig. 7. Arduino (Memory Usage Before and After the attack).

assume the attack stops if the variable is greater than the TimeThreshold variable.
Finally, we reset the alert: counter1 and T1 variables.

After detecting the memory usage attack of such a device (d), we put all the
victim devices on a black-list. Then, once the attack is detected on such a device,
we first stop any operation on the memory, e.g., read and write on memory. We
disconnect the Internet connection of the smart device (d) to prevent any further
attack on the smart device’s memory usage. The next section presents different
results regarding detecting memory usage attacks.

Therefore, the mitigation is summarized in the following steps:

1. add the victim smart devices’ IP to a black-list;
2. stop any reading/writing to the smart device;
3. disconnect the smart device from the Internet.

7 Experimentation and Discussion

7.1 Results

We ran malicious attacks on the smart device to check the memory usage before
and after the attack. Figure 8 shows the mechanisms of our algorithm to fetch
the attack once it is started. The monitoring mode of the memory usage sends
memory usage readings to the algorithm, and inside the algorithm, there is
a statistics comparison between normal and abnormal cases. As described in
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Sect. 4, we first check the behavior of the smart devices once there is an attack,
and we register all different cases for memory usage, e.g., Idle, Active, under
attack. The main purpose of this analysis is to study the attack first and then
to build a mitigation mechanism to detect memory attacks.

Fig. 8. Raspberry Pi (Detecting the memory usage Attack.).

Figures 8 and 9 shows the presented results of detecting the attack once it
starts; we can notice that the attack starts when the memory usage is greater
than 37%, and the Diff variable is greater than the expected memory usage
value. At this stage, the smart device d is passed through different operations,
e.g., stop reading/writing on d, disconnect d from the Internet to stop any further
attack, and send an alert to the administration about the status of the smart
device.

The detection algorithm also notified the administration once the attack
stopped. This stage will help with further operations. Through this experiment,
we also studied the behavior of the CPU usage of the Raspberry Pi device under
the same attack. Figure 10 shows the behavior of the CPU usage before and after
attacking the memory of the smart devices. We also applied the same detection
algorithm to study the behavior of the mitigation algorithm on the CPU and
whether this algorithm detects the attack or not.

The same calculation is applied to the Arduino, and the detection algo-
rithm records different variables about the attack once it is started and stopped.
Figure 11 shows the recorded results of detecting the attack. We can notice that
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Fig. 9. Raspberry Pi (Detecting the memory usage once the attack starts and when it
stops).

Fig. 10. CPU Usage during the attack when it started and stopped (Raspberry Pi).



312 Z. Alwaisi et al.

the attack started when the memory usage percentage increased to be more than
16%, and for detecting the attack when it is stopped, once the memory usage
percentage decreased to be less than 20%. Once the system detects that the
attack is stopped on the smart device d, the system might disconnect the smart
device from the Internet, or the actual attack is stopped from the main source.

Fig. 11. Arduino (Detecting the memory usage once the attack starts and when it
stops).

The algorithm also stores all victim devices’ IPs in the black-list, so when
there is an attack on the smart device, we disconnect the smart device to prevent
any further attack. We also prevent further access to the database until the
administration team solves the issue.

8 Conclusion and Future Work

The Internet of Everything is the beginning of a new era of technology in
Internet-based smart communication and connecting smart devices. The security
of IoE pillars is important as some suffer from resource-constraints problems.
This paper proposed an approach that can detect and classify memory usage
attacks using memory-based features extracted from the memory usage of the
smart device. The approach represents a mitigation method to detect the attack
once it appears in the memory usage of the smart devices. First, we monitor
memory usage by using a specific tool in Python script and C language to fetch
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different data about memory usage. Then, all the fetched data is stored in the
DB for further calculation. Second, we studied the attack behavior and regis-
tered the memory usage readings before and after the attack. In this work, we
conduct static and dynamic analysis of the memory usage attack. In particular,
we have conducted all the experiments in an isolated and cost-efficient experi-
mental setup. It is observed that malicious attacks, e.g., flooding attacks have a
significant impact on the resources of the IoE smart devices. When an IoE edge
device is flooded with malicious attacks, there are significant increases in CPU
and memory usage. This analysis helps in building the detection algorithm. The
detection method relies on monitoring the memory usage to compare different
variables of the memory reading. It is also able to detect the attack on time once
it happens. Moreover, it can detect if the intruder stops the attack or not. We
also build an alert message inside the algorithm to send different notifications
to the administration once the attack is detected. Moreover, all victim devices
are disconnected from the Internet, and all read/write operations to and from
memory are also stopped. In the future, we will focus on detecting the main
sources of memory usage attacks in the IoE environment.

References

1. Aghaeikheirabady, M., Farshchi, S.M.R., Shirazi, H.: A new approach to malware
detection by comparative analysis of data structures in a memory image. In: 2014
International Congress on Technology, Communication and Knowledge (ICTCK),
pp. 1–4. IEEE (2014)

2. Attack, D.: DDoS attack that disrupted internet was largest of its kind in history,
experts say (2016). https://www.theguardian.com/technology/2016/oct/26/ddos-
attack-dyn-mirai-botnet

3. Dai, Y., Li, H., Qian, Y., Lu, X.: A malware classification method based on memory
dump grayscale image. Digit. Investig. 27, 30–37 (2018)

4. Duan, Y., Fu, X., Luo, B., Wang, Z., Shi, J., Du, X.: Detective: automatically
identify and analyze malware processes in forensic scenarios via DLLs. In: 2015
IEEE International Conference on Communications (ICC), pp. 5691–5696. IEEE
(2015)

5. Jamil, B., Ijaz, H., Shojafar, M., Munir, K., Buyya, R.: Resource allocation and task
scheduling in fog computing and internet of everything environments: a taxonomy,
review, and future directions. ACM Comput. Surv. 54, 1–38 (2022)

6. Jara, A.J., Ladid, L., Skarmeta, A.: The internet of everything through IPv6:
an analysis of challenges, solutions and opportunities. J. Wirel. Mob. Networks
Ubiquitous Comput. Dependable Appl. 4, 97–118 (2013)

7. Kathole, A.B., et al.: Energy-aware UAV based on blockchain model using IoE
application in 6g network-driven Cybertwin. Energies 15(21), 8304 (2022)

8. Mosli, R., Li, R., Yuan, B., Pan, Y.: Automated malware detection using artifacts in
forensic memory images. In: 2016 IEEE Symposium on Technologies for Homeland
Security (HST), pp. 1–6. IEEE (2016)

9. Mosli, R., Li, R., Yuan, B., Pan, Y.: A behavior-based approach for malware
detection. In: DigitalForensics 2017. IAICT, vol. 511, pp. 187–201. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-67208-3 11

https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
https://doi.org/10.1007/978-3-319-67208-3_11


314 Z. Alwaisi et al.

10. Murtuza, S.: Internet of everything: Application and various challenges analysis
a survey. In: 2022 1st International Conference on Informatics (ICI), pp. 250–252
(2022). https://doi.org/10.1109/ICI53355.2022.9786891

11. Rani, R., et al.: Towards green computing oriented security: a lightweight postquan-
tum signature for IoE. Sensors 21(5), 1883 (2021)

12. Rathnayaka, C., Jamdagni, A.: An efficient approach for advanced malware analy-
sis using memory forensic technique. In: 2017 IEEE Trustcom/BigDataSE/ICESS,
pp. 1145–1150. IEEE (2017)

13. Ryoo, J., Kim, S., Cho, J., Kim, H., Tjoa, S., Derobertis, C.: IoE security threats
and you. In: 2017 International Conference on Software Security and Assurance
(ICSSA), pp. 13–19 (2017). https://doi.org/10.1109/ICSSA.2017.28

14. Shi, W., Xu, W., You, X., Zhao, C., Wei, K.: Intelligent reflection enabling tech-
nologies for integrated and green internet-of-everything beyond 5G: communica-
tion, sensing, and security. IEEE Wirel. Commun. 30, 147–154 (2022)

15. Sihwail, R., Omar, K., Zainol Ariffin, K.A., Al Afghani, S.: Malware detection
approach based on artifacts in memory image and dynamic analysis. Appl. Sci.
9(18), 3680 (2019)

16. Vomel, S., Freiling, F.C.: A survey of main memory acquisition and analysis tech-
niques for the windows operating system. Digit. Investig. 8(1), 3–22 (2011)

17. Wei, L., Wu, J., Long, C., Lin, Y.B.: The convergence of IoE and blockchain:
security challenges. IT Prof. 21(5), 26–32 (2019)

18. Zaki, A., Humphrey, B.: Unveiling the kernel: rootkit discovery using selective
automated kernel memory differencing. Virus Bull. 239–256 (2014)

19. Zhan, J., Dong, S., Hu, W.: IoE-supported smart logistics network communication
with optimization and security. Sustain. Energy Technol. Assess. 52, 102052 (2022)

20. Zhang, H., Shlezinger, N., Guidi, F., Dardari, D., Imani, M.F., Eldar, Y.C.: Near-
field wireless power transfer for 6G internet of everything mobile networks: oppor-
tunities and challenges. IEEE Commun. Mag. 60(3), 12–18 (2022)

https://doi.org/10.1109/ICI53355.2022.9786891
https://doi.org/10.1109/ICSSA.2017.28


Physical Layer Security of Heterogenous
Networks with Unreliable Wireless Backhaul

and Small Cell Selections

Eoin O’Boyle1(B), Xinkai Cheng2, and Cheng Yin3

1 Queen’s University, Belfast, UK
eoboyle11@qub.ac.uk

2 Wuhan University of Science and Technology, Wuhan, China
3 University of Surrey, Guildford, UK

c.yin@surrey.ac.uk

Abstract. In this study, we propose a novel secure heterogeneous network sys-
tem model that incorporates an unreliable wireless backhaul and perfect channel
estimation across identical Rayleigh fading channels. Our approach employs three
transmission schemes: Sub-Optimum Selection (SS), Optimum Selection (OS),
and Minimum-Eavesdropping Selection (MES), with the goal of improving the
secrecy performance of the system. We derive advanced closed-form expressions
for the Secrecy Outage Probability (SOP) for these three selection schemes in both
practical and ideal scenarios. We investigate the influence of uncertainties in wire-
less backhaul and perfect Channel State Information (CSI) on the system’s secrecy
performance. Furthermore, we examine how the number of small-cell transmitters
impacts the system’s secrecy performance. By conducting Monte-Carlo simula-
tions, we validate the accuracy of our analytical results. This verification ensures
the correctness of our expressions and strengthens the reliability of our findings.

Keywords: Physical layer security · Rayleigh fading · Secrecy outage
probability · Wireless backhaul

1 Introduction

Physical layer security has been considered as a promising technology to build the
security of wireless networks [1]. The fundamental concept behind physical layer secu-
rity involves leveraging the inherent properties of wireless channels to ensure message
security from an information-theoretical perspective. A seminal study byWyner demon-
strated that when the primary channel between the source and destination surpasses the
eavesdropping channel, it is possible to achieve flawless message security at a nonzero
transmission rate. In this context, employing small cell transmitter selection schemes
proves to be an efficient approach [2–6].

The rising wireless data traffic demand leads networks being more dense and hetero-
geneous. Heterogeneous networks supply effective methods of accommodating current
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data traffic growth by building macro base stations with small-cells and access points
[6]. Macro base stations are typically erected on towers to facilitate extensive trans-
mission coverage using low-frequency bands. On the other hand, small cells operate
on higher frequency bands and offer radio coverage within a shorter range compared
to macro cells. Despite their smaller coverage area, small cells provide highly reliable
connections characterized by low latency and high speed. In order to meet the increasing
data traffic demands, both macro base stations and small cells are integrated to create
heterogeneous networks. These networks are designed to address future communication
requirements. The backhaul plays a crucial role by establishing connections between the
macro base station and the small cells. Wireless backhaul has emerged as a solution for
establishing communication connections between small cells and access points in out-
door where wired connections are not avaliable. Although wireless backhaul encounters
occasional unreliability, it has proven to be a viable method for ensuring seamless com-
munication in such scenarios [11]. The deployment of a two-tier network configuration
was explored, involving amacro base station that establishes a connectionwith the cloud.
In this setup, small cells have the capability to connect wirelessly to either themacro base
station or the core network by utilizing backhaul links [11–13]. The demand for high
connectivity in heterogeneous networks has led to a proliferation of devices, thereby pos-
ing significant challenges to wireless security. Furthermore, the inherent uncertainties in
wireless communication make these networks even more susceptible to various attacks.
Consequently, the research focus has shifted towards exploring secure heterogeneous
networks that can effectively address the issue of wireless backhaul unreliability.

In this paper, we assume that transmission links follow Rayleigh fading channel,
which is a special case of Nakagami-m fading [14]. Additionally, we propose different
transmitter selection schemes to enhance the secrecy performance under perfect chan-
nel estimation and wireless backhaul uncertainties. This study proposes an advanced
design for a secure heterogeneous system based on Physical Layer Security (PLS). The
investigation focuses on the impact of unreliable wireless backhaul and perfect channel
estimation in the presence of Rayleigh fading. To enhance the secrecy performance of
the system, three small-cell transmitter selection schemes are introduced: SS, OS and
MES. These selection schemes are implemented to improve the overall security of the
system.

2 System Model

The considered systemmodel is in Fig. 1. It consists ofK small-cells transmitters, {T1,…,
Tk,…, TK}, connecting to a macro-base station, BS, through unreliable backhaul links,
bk, a secondary destination, D, and an eavesdropper, E. We assume T − D and undergo
independent and identically distributed Rayleigh fading [2].

The best transmitter is chosen among K small-cell transmitters in the considered sys-
tem.When the information is sent to small-cell transmitters, there is a certain probability
that the backhaul fails to convey the transmission. We model the backhaul reliability as
a Bernoulli process, Ik. The success probability of Bernoulli process is defined as s, and
failure probability is defined as 1 – s [6].
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Fig. 1. Secure heterogenous network.

The CDF and PDF of the random variable X is

FX (x) = 1 − exp

(
− x2

2σ 2

)
, for x ∈ [0,∞]

fX (x) = x

σ 2 exp

(
− x2

2σ 2

)
, for x ≥ 0 (1)

The connection between the small-cell transmitters and the macro BS is established
through backhaul. The received signals at D and E can be expressed as follows:

FyD = √
PThTkDIkx + z,

yE = √
PThTkEx + z,

F (2)

where hTkD and hTkE are channel coefficients from Tk to D and from Tk to E. In addition,
x is the power transmitted symbol and PT is the transmitted power of Tk . It is assumed
that D and E encounter the complex additive white Gaussian Noise, i.e., z ∼ CN

(
0, σ 2

)
.

The relationship between the estimated channel coefficients h
∧

TkD, h
∧

TkE and real channel
coefficients hTkD, hTkE are given as

h
∧

TkD = hTkD,

h
∧

TkE = hTkE . (3)
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Then, the received signals are rewritten as

yD = √
PTh

∧

TkDIkx + z,

yE = √
PTh

∧

TkEx + z. (4)

In consonance with (4), the SNRs at D and E are,

SNRTD = PT |hTD|2Ik
σ 2 = γm|hTD|2Ik ,

SNRTE = PT |hTE |2
σ 2 = γm|hTE |2, (5)

where γm = PT
σ 2 . To improve the system secrecy performance, the best transmitter Tk∗

is chosen from the K transmitters. The SNRs at D and E with the selected Tk∗ are

SNRTk∗D = PT
∣∣hTk∗D∣∣2Ik∗

σ 2 = γm
∣∣hTk∗D∣∣2Ik∗ ,

SNRTk∗E = PT
∣∣hTk∗E∣∣2
σ 2 = γm

∣∣hTk∗E∣∣2, (6)

where
∣∣hTk∗D∣∣2 and

∣∣hTk∗E∣∣2 are the channel coefficients of the chosen transmitter Tk∗
to D and E. Ik∗ represents the backhaul reliability from the macro-BS to Tk∗ .

3 Small Cell Transmitter Selection Schemes

This section presents the three small-cell selection schemes, which are expressed as
follows.

A. Sub-optimum Selection (SS)
By using Tk -D links, the SS scheme chooses the transmitter by calculating the

maximum power gain as

k∗ = arg max
1≤k≤K

γm
∣∣hTkD∣∣2Ik , (7)

where k∗ indicates the index of the chosen transmitter.
B. Optimum Selection (OS)

The OS requires global CSI of the considered system and the system secrecy
capacity is given as

Cs = [
log2(1 + SNRTD) − log2(1 + SNRTE)

]+
, (8)

where [x]+=max (x, 0) and the definitions of SNRTD and SNRTE are illustrated
in (5).

k∗ = argmaxCk
s , (9)

where Ck
s = [

log2
(
1 + SNRTk∗D

) − log2
(
1 + SNRTk∗E

)]+ and the definitions of
SNRTk∗D and SNRTk∗E can be found in (6).
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C. Minimum-Eavesdropping Selection (MES)
The MES scheme is considered to select the smallest channel gain from Tk to E.

The transmitter Tk∗ is chosen by searching the worst Tk − E link. This scheme can
be written mathematically as

k∗ = arg min
1≤k≤K

∣∣hTkE∣∣2. (10)

4 Performance Analysis

The systemperformance is analysed byderivingSOPexpressions including uncertainties
from wireless backhaul unreliability. The definition of SOP is mathematically written
as [8]

Pout(θ) = Pout(Cs < θ)

=
∞∫
0

FTk∗D(ρ(1 + x) − 1)fE(x)dx. (11)

where FTk∗D(ρ(1 + x) − 1) is the CDF, fE(x) is the PDF and ρ = 2θ .
The CDF and PDF of random variable IkX for the T − D link is given as

F|hTD|2IkX (x) =
t∫
0

(1 − s)δ(x) + sλTDexp(−λTDx)dt. = 1 − sexp

(
−λTD

x

γm

)

f|hTD|2IkX (x) = (1 − s)δ(x) + sλTDexp(−λTDx) (12)

The PDF expression of random variable IkX for the T-E link is

fE(x) = λTE

γm
exp

(
−λTE

x

γm

)
(13)

where γm = PT
/
σ 2 .

1) Sub-optimum Selection:
Firstly, we derive the SOP of the SS scheme. Conforming to the selection rules

in (7), the SOP expression of the SS scheme is,

Pout(θ) = Pout(Cs < θ)

=
∞∫
0

FTk∗D(ρ(1 + x) − 1)fE(x)dx. (14)

The CDF and PDF are,

FT∗
k D

= Fk
TD =

[
1 − sexp

(
−λTD

x

γm

)]k
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= 1 +
K∑

k=1

(−1)k
(
K
k

)
skexp

(
−λTDkx

γm

)
(15)

Substituting this equation into Pout(θ) leads to the corresponding CDF,

FTk∗D(ρ(1 + x) − 1) = 1 +
K∑

k=1

(−1)k
(
K
k

)
skexp

(
−λTDk(ρ(1 + x) − 1)

γm

)

The PDF part is written mathematically as,

fE(x) = λTE

γm
exp

(
−λTE

x

γm

)

Therefore, the final SOP of the SS scheme is given as,

Pr(Cs < θ) = ∞∫
0
1 +

K∑
k=0

(
K
k

)
(−1)kskexp

(
−λTDk(ρ(1 + x) − 1)

γm

)
λTE

γm
exp

(
−λTE

x

γm

)

= 1 +
K∑

k=0

(
K
k

)
(−1)ksk λTE

γm
∫∞
0 exp

(
−λTDk(ρ(1+x)−1)

γm

)
exp

(
−λTE

x
γm

)

= 1 +
K∑

k=0

(
K
k

)
(−1)ksk λTE

γm
∫∞
0 exp

(
−λTDk(ρ(1+x)−1)−λTEx

γm

)

= 1 +
K∑

k=0

(
K
k

)
(−1)ksk λTE

γm

γm
λTDρk+λTE

exp
(
−λTDk(ρ(1+0)−1)−λTE(0)

γm

)

= 1 +
K∑

k=0

(
K
k

)
(−1)ksk λTE

γm

γm
λTDρk+λTE

exp
(
−λTDρk−λTDk

γm

)

Thus, the SOP for SS is written mathematically as,

P
SS
out = 1 +

K∑
k=0

(
K
k

)
(−1)ksk

(
λTE

λTDρk + λTE

)
exp

(
−λTDkρ−λTDk

γm

)
(16)

2) Optimum Selection:
Firstly, the CDF and PDF of the OS scheme are,

FTD = 1 − sexp

(
−λTD

x

γm

)

fE(x) = λTE

γm
exp

(
−λTEx

γm

)
(17)

Then, substituting the above equations into (11) and we can obtain the following
integral,

Pr(Cs < θ) =
∞∫
0

FTD(ρ(1 + x) − 1)fE(x)dx.
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=
∞∫
0

[
1 − sexp

(
−λTD

(ρ(1 + x) − 1)

γm

)]
λTE

γm
exp

(
−λTD

λTEx

γm

)
dx.

= 1 − s
λE

γm
exp

(−λTD

γm
ρ + λTD

γm

)∞∫
0

exp

(
−λTD

γm
ρx − λE

γm

)
dx.

Recall the selection rules in (9), we obtain

Pr(Cs < θ) =
∞∫
0

FTD(ρ(1 + x) − 1)fE(x)dx.

=
[
1 − sλE

λTDρ + λTE
exp

(
−λTDρ + λTD

γm

)]k

The SOP of the OS scheme is expressed as

P
OS
out =

K∑
k=0

(
K
k

)
(−1)ksk

(
λTE

λTDρ + λTE

)k

exp
(

−λTDkρ+λTDk
γm

)
(18)

3) Minimum Eavesdropping Selection:
The CDF and PDF of the MES scheme are:

FTD = 1 − sexp

(
−λTD

x

γm

)

fE(x) = λTE

γm
kexp

(
−λTE

γm
kx

)
(19)

Based on the selection rule of the MES scheme in (10) we could obtain

Pr(Cs < θ) =
∫ ∞

0
(1 − sexp(−λTD

(ρ(1 + x) − 1)

γm
)
λTEk

γm
exp

(
−λTE

γm
kx

)
dx.

= 1 − s
λTEk

γm

∫ ∞

0
exp(−λTD

(ρ(1 + x) − 1)

γm
)exp

(
−λTE

γm
kx

)
dx.

= 1 − s
λTEk

γm

∫ ∞

0
exp(−λTD

(ρ(1 + x) − 1) − λTEkx

γm
)dx.

= 1 − s
λTEk

γm

γm

λTDρ + λTEk
exp

(
−λTD(ρ(1 + 0) − 1) − λTEk(0)

γm

)

= 1 −
(

sλTEk

λTDp + λTEk

)
exp

(
−λTDp + λTD

γm

)

The closed-form expression of the MES scheme is obtained as

P
MES
out = 1 −

(
sλTEk

λTDρ + λTEk

)
exp

(
−λTDρ+λTD

γm

)
(20)
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5 Numerical and Simulation Results

WeemployMonteCarlo simulations to illustrate the numerical and simulation outcomes,
showcasing the system’s secrecy performance in the presence ofwireless backhaul uncer-
tainties and perfect channel estimation. Additionally, we conduct a comparative analysis
of the system’s secrecy performance across different selection schemes in both practi-
cal and ideal scenarios. By comparing the simulation curves and the analysis results,
we observe a close correspondence, thereby validating the accuracy and reliability of
our theoretical analysis. Threshold, θ , is set at 1bits/s/Hz. We assume that transmitters,
receiver and eavesdropper are located at Tk = (0,0),D= (1,0) and E = (4,1) in Cartesian
coordinate system. The path loss pl is assumed as 4 [10].

Figure 2 below presents SOP against SNR (γm). Parameter s is set at 0.99. Among
the selection schemes considered, the OS outperforms the others due to its utilization of
global CSI and wireless backhaul information. This comprehensive approach results in
superior secrecy performance. On the other hand, the SS scheme, which only relies on
partial CSI combined with backhaul information, exhibits lower secrecy performance
compared to the OS scheme. The MES scheme performs poorly as it solely relies on the
CSI of the wiretap channel. Generally, system performance is hindered by K, s, and the
other parameters, reaching the asymptotic limits eventually. The secrecy performance
for all schemes improves with an increase in the parameter K, as it enhances the achieved
diversity by increasing the number of small cell transmitters. Both theSS andOS schemes
exhibit remarkable enhancements in secrecy performance due to a higher likelihood of
selecting a small-cell transmitter with superior channel conditions. However, the MES
scheme shows only marginal improvement with an increase in the number of small-
cell transmitters. The SOP relies on the probability that the legitimate channel possesses
better quality than the wiretap channel.While increasing K results in a higher probability
of selecting aweaker channel for the eavesdropper in theMES scheme, it does not lead to
an improvement in the main channel from the small-cell transmitter to the destination,
unlike the other two schemes. As a result, the MES scheme does not exhibit a clear
overall enhancement in secrecy performance.

Figure 3 shows SOP versus γm for different backhaul reliability values. Similar to
Fig. 2, theMES scheme demonstrates the poorest performance among the three schemes.
It is evident that the SOP experiences a sudden decrease for the SS and OS schemes,
while it decreases gradually for the MES scheme and eventually converges to a constant
value at approximately 30dB for all schemes.

Figure 4 shows the impact of the distance between the E and Tk , dTkE , on SOP with
parameters, K= 3 and s= 0.90.We assume that, dTkD, is unity as dTkD=1.0. We consider
the following four cases: 1. dTkE= 1.0; 2. dTkE = 2.0; 3. dTkE = 10.0; 4. dTkE = 0.5.
In these sets of parameters, we observe from Fig. 4 that the SOP decreases when the
eavesdropper locates further from the transmitter.

Moreover, SOP exhibits significantly high values when the distance between Tk and
E is equal to or smaller than that between Tk and D, at distances of 0.5 and 1.0. This
implies that the wiretap channel quality surpasses that of the legitimate channel. On the
contrary, PLS can be achieved when E is positioned further to Tk than D. As outlined in
Fig. 4, it is evident that the OS scheme outperforms the SS scheme due to the additional
channel knowledge utilized in the proposed system. Notably, when the distance between
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Fig. 2. Impact of number of K on SOP for K = 1, 2, 3.

Fig. 3. Impact of backhaul reliability on SOP for s = 0.95, s = 0.99 and s = 1.00.

E and Tk becomes extremely large (dTkE = 10.0), the SOP curves of SS and OS nearly
coincide. This indicates that considering the wiretap CSI in the transmitter selection has
minimal impact on enhancing the secrecy performance when the wiretap channel quality
is severely inadequate, such as when E is located far away from Tk .

The SOP versus s is provided with various values of Po, i.e., Po=5 dB and Po=30 dB
in Fig. 5. As the reliability of the backhaul increases, the SOP decreases for all three
schemes, reaching its minimum when the backhaul is perfect. This observation under-
scores the significant impact of wireless backhaul reliability on system performance.
Consequently, it becomes crucial to account for this imperfection when designing future
heterogeneous system models.
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Fig. 4. Impact of different distances between T and E on SOP: dTE=0.5, 1, 2 and 1.

Fig. 5. Impact of backhaul reliability on SOP with Po = 5 dB and Po = 30 dB.

6 Conclusion

We evaluated the effectiveness of a heterogeneous network incorporating an unreli-
able backhaul in maintaining secrecy by proposing three transmitter selection schemes
for small-cell networks. We derived closed-form expressions for the SOP and investi-
gated the impact of uncertain backhaul connections on the network’s ability to maintain
secrecy. Our innovative theoretical analysis and simulations demonstrated that the OS
scheme outperformed the SS scheme in scenarios where additional CSI knowledge was
available. However, this advantage diminished significantly when the quality of the
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wiretap channel was extremely poor. Conversely, the MES scheme exhibited the weak-
est performance as it relied solely on the channel knowledge of the eavesdropper’s link.
Furthermore, increasing the number of small-cell transmitters had a positive impact on
the system’s secrecy performance with the OS and SS schemes. However, the MES
scheme showed minimal sensitivity to changes in the number of small-cell transmitters.
Additionally, the influence of wireless backhauls impairments on the system’s secrecy
performance varied depending on the number of small-cell transmitters in the SS and OS
schemes. In contrast, the MES scheme demonstrated less susceptibility to the number
of small-cell transmitters.
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