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CHAPTER 1

INTRODUCTION

1.1 Rationale

Anomaly detection is an essential undertaking in the fields of data mining and machine

learning, particularly within the domain of cybersecurity. This process entails the identi-

fication of data points that exhibit substantial departures from the established norm [9].

These deviations, referred to as anomalies, can indicate possible dangers such as network

intrusions , cyberattacks, or fraudulent operations . Anomalous data holds particular im-

portance in domains such as network intrusion detection[19], financial fraud detection [28],

healthcare monitoring [22], and industrial problem diagnostics [11]. The early detection

of these anomalies can effectively avert expensive incidents, data breaches, or operational

breakdowns.

Recent years have seen anomaly detection demonstrate significant potential in im-

proving security and decision-making in various sectors. The case studies on anomaly

detection emphasize the need of tackling shallow semantic processing [6], promptly de-

tecting anomalies [32], and improving industrial systems [8]. Anomalies in discussions are

commonly disregarded by individuals because they assume consistency, as shown by the

”burying survivors” question, where a cursory analysis of important sentences results in

low detection rates. In Whirlpool’s microwave oven fan production, the use of big data

technology allowed for the immediate detection of flaws in the process, therefore greatly

enhancing quality control by adopting a flexible and data-oriented methodology. Canizo

et al. [8] work highlights the significance of anomaly detection in industrial systems. Their

suggested multi-head CNN-RNN architecture improves system availability and lowers op-

erational expenses by identifying unusual patterns. Having this capability is crucial for

avoiding undetected faults that may result in significant damage, thereby guaranteeing the

efficient functioning of machinery that is equipped with multi-sensor systems.

Recent study has demonstrated encouraging outcomes in the utilization of ensemble

models, which integrate different outlier detection methods, to improve accuracy and re-

silience [43]. A prominent investigation in this domain, titled ”Outlier Detection using

Isolation Forest and Local Outlier Factor,” [13] examined the efficacy of amalgamating

iForest [24] and LOF [7] in an ensemble model. Although this approach showed better

performance than using individual algorithms, the study found a possible area for im-

provement in the pruning process. Pruning is a critical step in eliminating redundant or

low-quality anomalies scores.

The misidentification of anomalies can lead to significant repercussions, such as the

failure to detect crucial security risks in network settings or the delay in addressing cyber-
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attacks. Hence, accurate anomaly detection is crucial not just for detecting deviations but

also for comprehending the fundamental mechanisms and trends. Acquiring this profound

understanding can assist organizations in making well-informed decisions, reducing risks,

and improving security.

Integration of DBSCAN into the Pruning Process (Research Question 1):

The integration of Isolation Forest (iForest) and Local Outlier Factor (LOF) in an en-

semble approach has demonstrated enhanced anomaly detection capabilities in intricate

datasets. Nevertheless, the pruning procedure, which involves eliminating irrelevant or

redundant anomaly estimates, poses difficulties in datasets that are noisy or high-density.

Conventional pruning techniques face difficulties in precisely establishing thresholds, which

frequently leads to an accumulation of false positives or the failure to detect abnormalities.

Achieving a balance between precision (accurately recognizing genuine abnormalities)

and recall (detecting all genuine anomalies) is a major obstacle in the field of cybersecurity

intelligence. Accumulated false positives can inundate security analysts, whereas false

negatives expose systems to potential attacks. Cyberattack patterns frequently exhibit

high-dimensionality and noise, therefore rendering conventional approaches susceptible to

inaccuracies.

Impact on Precision, Recall, and Efficiency (Research Question 2):

Maintaining a balance between precision and recall is essential for an efficient anomaly

detection system in the field of cybersecurity. Precision is the capacity of a system to

correctly detect genuine cyberattacks, indicating that the detected abnormalities are not

false alarms but rather malevolent. Achieving high precision is crucial for minimizing false

positives, which arise when normal data is erroneously identified as an anomaly. Too many

false positives result in unwarranted actions, squandering resources and possibly reducing

the sensitivity of security professionals towards genuine dangers.

Conversely, recall quantifies the system’s capacity to identify and detect as many gen-

uine abnormalities as feasible. An optimal recall rate guarantees that the system suc-

cessfully identifies the bulk of cyberattacks. Nevertheless, whenever recall is given priority

without taking precision into account, it could result in a rise in false positives, therefore in-

undating the system with irrelevant alerts. Conversely, low recall can lead to false negatives,

when genuine cyberattacks remain unnoticed, which can have catastrophic repercussions

in vital infrastructure systems.

The task of attaining an ideal equilibrium between precision and recall is further ren-

dered complex by the existence of noise and data with varying densities in network traffic.

Traditional anomaly detection algorithms generally face challenges in dealing with noisy

environments and data that has uneven distribution. This results in inefficiencies in effec-

tively detecting abnormalities, as the system may either overlook legitimate threats (poor

recall) or generate an excessive number of false alerts (low precision).

2



Telkom University 2024 School of Computing

The proposed approach seeks to overcome these difficulties by enhancing the system’s

capacity to differentiate between regular behavior and genuine anomalies by integrating

DBSCAN into the pruning process. DBSCAN is highly effective at handling noisy data and

detecting anomalies in low-density sites where conventional threshold-based approaches are

ineffective. Through its clustering technique, the system is able to:

1. Reduce False Positives : DBSCAN is designed to efficiently segregate concen-

trated groups of regular network traffic from scattered, perhaps harmful behavior.

As a consequence, there is a reduction in false positives, since valid data values that

would have otherwise been identified as abnormal are now accurately categorized as

harmless.

2. Improve Recall : The capacity of DBSCAN to identify irregularities in sparsely

inhabited areas facilitates the detection of subtle or covert attacks that may deviate

from conventional cyberattack patterns. Consequently, this results in an increased

recall rate, so reducing the likelihood of serious dangers being overlooked.

3. Increase Efficiency : The clustering algorithms of DBSCAN enable the system to

efficiently eliminate unnecessary data, therefore minimizing the presence of noise that

may otherwise disrupt the detection process. Enhanced pruning results in improved

efficiency in the detection process by allowing the system to concentrate on analysing

a reduced number of more pertinent data points, rather than being inundated by

noisy or duplicated information.

The integration of DBSCAN with current ensemble approaches in the pruning process

of anomaly detection has the potential to greatly transform the identification of anomalies

in complicated datasets. In order to enhance the effectiveness and precision of anomaly

detection, especially in situations with varying densities and noise, this study intends to

utilise the density-based clustering capabilities of DBSCAN. The findings of this study

have the potential to enhance the reliability of detection systems that can be efficiently

implemented in many fields, therefore making significant contributions to the domains of

data mining, cybersecurity and machine learning.

1.2 Theoretical Framework

Anomaly detection [9], especially in the context of cybersecurity, is an essential field of

study within data mining and machine learning. Anomalies refer to departures from antic-

ipated patterns in data [22], which frequently suggest the presence of hostile actions such

as network intrusions or attacks. Outliers are data points that depart from the statistical

norm, whereas anomalies, as described in this study, primarily pertain to deviations that

have a substantial consequence, such as security breaches or system failures. Timely iden-
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tification of such anomalies is crucial for preserving the reliability of computer networks

and thwarting cyber threats.

Conventional anomaly detection techniques often face difficulties in handling the intri-

cacies of contemporary datasets, which are progressively characterized by rising dimensions

and noise [15]. These complexities are magnified in cybersecurity applications, where the

volume of network traffic data is extensive and encompasses both regular and possibly

harmful actions. Under such conditions, it is imperative to possess detection systems that

can effectively detect genuine security risks without being inundated by extraneous or

inconsequential data.

An ensemble method is a strategic way to boost anomaly detection by combining several

detection algorithms to improve the overall accuracy and robustness of the system. ”Outlier

Detection using Isolation Forest and Local Outlier Factor” [13] is a significant study in

this area that showcases the efficacy of combining Isolation Forest [24] (iForest) and Local

Outlier Factor [7] (LOF) inside an ensemble framework. In order to detect anomalies in

high-dimensional datasets, these algorithms collaborate: iForest isolates anomalous points

by recursively dividing the data, while LOF evaluates the local density of each point to

identify anomalies.

Nevertheless, the pruning procedure, which involves eliminating irrelevant or redundant

anomaly scores [21], was recognized as a crucial aspect that demands enhancement in this

method. Conventional pruning techniques may not be able to adequately manage the

intricacies of noisy or high-density data, resulting in either an over abundance of false

positives or incomplete detection of anomalies.

The primary challenge in the pruning procedure outlined by Cheng et al. [13] is in

precisely establishing a threshold to decide if a network event should be part of the anomaly

candidate list. This is a particular challenge in the domain of cyberattack detection, as

the percentage of attacks in the dataset is uncertain and can fluctuate considerably.

The study incorporates DBSCAN [18] into the pruning procedure in order to tackle

this problem. The density-based clustering approach of DBSCAN offers several significant

benefits for the detection of cyberattacks:

1. Anomalies are automatically differentiated by DBSCAN from clusters of normal net-

work traffic, therefore obviating the necessity for a predetermined threshold that

relies on the unknown quantity of attacks.

2. DBSCAN efficiently manages different densities, a crucial aspect in cybersecurity

because attack patterns may exhibit infrequency or concealment within dense normal

traffic.
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3. Its capacity to categorize areas with low population density as abnormal network

activity, without requiring manually set criteria, making it very efficient in detecting

covert or sparse cyberattacks, therefore guaranteeing the accurate detection of real

threats.

By including DBSCAN into the pruning procedure, the system enhances its ability

to detect cyberattacks, resulting in remarkable improvements in both accuracy and recall,

particularly in settings characterized by high levels of noise and intricate data distributions.

In order to enhance anomaly identification in complicated datasets, this study is based

on the theoretical integration of ensemble approaches with density-based clustering. This

method harnesses the individual strengths of each algorithm :

1. The iForest algorithm is distinguished by its efficient isolation of anomalies in datasets

with high dimensions.

2. LOF for identifying local anomalies by density comparison.

3. DBSCAN is valued for its capacity to handle noisy and variable-density data, which

is essential in cybersecurity applications.

The enhanced system seeks to provide higher recall (the capacity to identify a greater

number of genuine abnormalities) while maintaining precision. This is especially crucial

in the field of cybersecurity, since incorrect identifications might result in unwarranted at-

tempts to intervene and overlooked detections can have serious repercussions. In the field

of cybersecurity, this is especially crucial because false positives can result in unwarranted

actions and overlooked detections might have serious repercussions. For example, a false

negative in a network intrusion detection system could lead to a successful hack, result-

ing in the compromise of security, financial losses, and compromised confidential data. In

areas of critical infrastructure, such as healthcare or energy, a failure to detect a security

breach could cause disruptions to vital services, compromise patient data, or even result in

operational failures, therefore posing substantial damage or even fatalities. The proposed

approach improves the total attack detection capabilities by improving the pruning pro-

cess with DBSCAN, providing a more dependable and efficient solution for contemporary

cybersecurity concerns.

1.3 Conceptual Framework/Paradigm

The basic underpinning of this study is based on an improved anomaly detection system

that combines DBSCAN with Isolation Forest (iForest) and Local Outlier Factor (LOF) in

an ensemble mechanism. The objective is to enhance the detection of anomalies in network

traffic data that may indicate cyber threat or assault.
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Figure 1.1: Block Diagram of Proposed Method

Figure 1.1: Block Diagram of Proposed Method

1. Data Preprocessing : Prior to analysis, the dataset, which comprises network

traffic data, is subjected to many preparation procedures. The essential tasks in

preparing complicated, high-dimensional data for anomaly detection are data cleans-

ing, normalization, and feature selection.

2. Initial Detection with Isolation Forest (iForest) : Following the preprocessing

of the data, the initial stage of the anomaly identification procedure involves the uti-

lization of the iForest algorithm. iForest performs anomaly detection by selectively

extracting data points that can be easily distinguished from the rest of the dataset.

Anomalous data points, which indicate possible attacks, are more prone to early iso-

lation in the process because of their distinct features in comparison to conventional

data objects. At this level, every data point is assigned an anomaly score.

3. Enhanced Pruning with DBSCAN : Following the first identification facilitated

by iForest, the DBSCAN algorithm is implemented to improve the pruning procedure.

By clustering the data according to density, DBSCAN accurately detects normal

data points situated in densely populated areas. Following the removal of these

points, only the most dubious data remains for subsequent examination. The pruning

procedure is crucial for enhancing the precision of anomaly detection, particularly in

cybersecurity datasets, which frequently contain data that is noisy and characterised

by changing density.

4. Final Detection with Local Outlier Factor (LOF) : After undergoing DBSCAN-

enhanced pruning, the raw data points are next processed using the LOF method.
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Local Optimisation Function (LOF) computes the local density deviation of each

point in relation to its neighbouring points, making it highly suitable for identifying

local anomalies, which are data points that are anomalies in their close proximity.

Within the realm of attack detection, this aids in the identification of irregulari-

ties that could indicate complex or nuanced attacks that may elude other analysis

techniques.

5. Ensemble Score and Classification : A last step is aggregating the results of

the iForest and LOF algorithms to get a composite score for each individual data

point. This score is utilized for the classification of data points as either normal or

abnormal. The greater the ensemble score, the higher the probability that the point

is an anomaly, and hence a possible assault.

The conceptual framework highlights the incorporation of DBSCAN as a fundamental

innovation in this procedure. By optimizing the removal of normal data points, the study

improves the efficiency of the ensemble approach, resulting in more successful identification

of cybersecurity risks. This method is especially well-suited for network intrusion detection,

where the capacity to accurately process noisy and high-dimensional data is of utmost

importance.

1.4 Statement of the Problem

The main objective of this effort is to tackle the precise and effective identification of

cyberattacks in intricate, high-dimensional datasets, such as network traffic data. The

increasing size and complexity of network environments provide challenges for conventional

anomaly detection approaches in achieving the required precision and recall to detect

assaults without inundating analysts with false positives or overlooking crucial threats.

Within the field of cybersecurity, false positives, which refer to the erroneous identifica-

tion of ordinary activities as threats, can result in unwarranted interventions, squandered

resources, and service disruptions. Nevertheless, false negatives, which refer to the failure

to detect legitimate attacks, pose a greater threat as they enable the continuation of hostile

actions, resulting in data breaches, system compromises, or even operational breakdowns

in vital infrastructures.

While conventional anomaly detection techniques may be effective in certain situations,

they are not particularly suitable for managing the intricacies of cybersecurity datasets.

Frequently, these datasets exhibit noise, varying densities, and high-dimensional data,

which provide challenges in distinguishing between harmless abnormalities and genuine

threats. Furthermore, the pruning procedure, which involves removing normal data and

identifying any abnormalities, typically proves ineffective in eliminating unnecessary data,

therefore increasing the likelihood of both false positives and false negatives.

The objective of this study is to optimise anomaly detection techniques in order to:
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1. Enhance the precision and recall of identifying cyberattacks in datasets that are noisy

and higher in dimensionality.

2. Maximise the reduction of false positives by efficiently removing normal data from

the analysis.

3. Ensure that genuine anomalies (indicating possible assaults) are not disregarded,

therefore minimising the possibility of missing correct detections.

This study introduces an improved pruning technique that incorporates DBSCAN

(Density-Based Spatial Clustering of Applications with Noise) into an ensemble method-

ology that combines Isolation Forest (iForest) and Local Outlier Factor (LOF). Using

DBSCAN to effectively manage noisy and variable-density data, this study aims to greatly

enhance the identification of abnormalities that suggest cyberattacks, providing a more

dependable and efficient solution for network security.

1. How can integrating DBSCAN into the pruning process improve the accuracy and

recall of an ensemble method (iForest and LOF) in detecting cyberattacks?

2. What is the impact of incorporating DBSCAN on the precision, recall, and efficiency

of anomaly detection in datasets with varying densities and noise levels?

1.5 Objective and Hypotheses

The primary aim of this study is to improve anomaly detection approaches by developing a

more advanced ensemble approach. This study primary objective is to incorporate Density-

Based Spatial Clustering of Applications with Noise (DBSCAN) into the pruning procedure

of an established ensemble technique that combines Isolation Forest (iForest) and Local

Outlier Factor (LOF). The objective of this integration is to enhance the accuracy, recall,

and overall efficiency of identifying cyberattacks in datasets that are both high-dimensional

and noisy. The study has the following precise objectives:

1. The objective is to enhance the precision and recall of the ensemble approach by

including DBSCAN into the pruning procedure, therefore enabling more effective

detection of anomalies and minimizing mistaken positive results.

2. The objective is to assess the influence of DBSCAN on the accuracy, recall, and effi-

ciency of anomaly detection in datasets with different densities and noise levels. This

will confirm its effectiveness in minimizing false negatives and enhancing detection

rates.
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This study proposes the subsequent hypotheses:

1. Hypothesis 1 : Incorporating DBSCAN into the pruning procedure of the ensem-

ble technique (iForest + LOF) can greatly enhance the precision and reliability of

cyberattack detection in datasets that are both noisy and high-dimensional. This

enhancement will result from DBSCAN’s capacity to efficiently manage noise and

detect irregularities in areas with low spectral density.

2. Hypothesis 2 : Integration of DBSCAN will result in enhanced accuracy, recall, and

efficiency in anomaly detection as compared to conventional approaches, particularly

in datasets with fluctuating density. This enhancement will be a consequence of

DBSCAN’s capacity to handle noisy and dense data without any predetermined

thresholds.

1.6 Scope and Delimitation

The primary objective of this study is to enhance anomaly detection systems, namely in

the domain of cyberattack detection, by integration of Isolation Forest (iForest), DBSCAN,

and Local Outlier Factor (LOF). The objective of this study is to evaluate the efficacy of

DBSCAN-enhanced pruning in the detection of cyberattacks in datasets composed of high-

dimensional and noisy information commonly seen in network traffic data. Although the

study primarily aims to enhance precision, recall, and efficiency, it does not cover all po-

tential modifications of ensemble methods or investigate alternative anomaly identification

algorithms apart from iForest and LOF methodologies.

The study is restricted to offline analysis of datasets such as NSL-KDD and HIKARI2021,

which are extensively utilized in cybersecurity research to assess the efficacy of anomaly

detection techniques. The evaluated performance parameters comprise accuracy, precision,

recall, and F1-score. Nevertheless, the study does not concern the practical implementation

in real-time or investigate the wider use of the approach in other fields such as healthcare

or finance.

1.7 Significance of the Study

Integration of DBSCAN into the pruning process of an ensemble technique combining

iForest and LOF provides substantial improvements to cybersecurity, namely in enhancing

the identification of anomalies that indicate possible cyberattacks. In order to overcome

the constraints of conventional anomaly identification methods, particularly in relation to

noisy data and high-dimensional datasets, this study presents a strategy that improves

both precision and recall.

The importance of this study resides in its capacity to minimize false positives, which

can result in unwarranted security measures, and false negatives, which may enable mali-
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cious cyberattacks to remain unnoticed. The approach proposed in this study is anticipated

to have tangible uses in enhancing network intrusion detection systems (NIDS) and security

monitoring tools, especially for enterprises operating in extensive network ecosystems.

The this study adds to the expanding knowledge in the fields of data mining and

machine learning by presenting a new methodology for enhancing anomaly detection algo-

rithms. Furthermore, it offers valuable information on the incorporation of density-based

clustering algorithms, such as DBSCAN, into current ensemble approaches, therefore pre-

senting a more resilient, effective, and expandable approach for digital assault detection.
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