
Telkom University 2024 School of Computing

BIBLIOGRAPHY

[1] Dewi Nasien, Veren Enjeslina, M Hasmil Adiya, and Zirawani Baharum. Breast cancer

prediction using artificial neural networks back propagation method. In Journal of

Physics: Conference Series, volume 2319, page 012025. IOP Publishing, 2022.

[2] WHO. Breast cancer, 2021. URL https://www.who.int/news-room/fact-sheets/

detail/breast-cancer.

[3] Elizabeth Kagan Arleo, R Edward Hendrick, Mark A Helvie, and Edward A Sickles.

Comparison of recommendations for screening mammography using cisnet models.

Cancer, 123(19):3673–3680, 2017.

[4] Azurah A Samah, Dewi Nasien, Haslina Hashim, Julia Sahar, Hairudin Abdul Majid,

Yusliza Yuso↵, and Zuraini Ali Shah. Application of deep learning method in facilitating

the detection of breast cancer. In IOP Conference Series: Materials Science and

Engineering, volume 864, page 012079. IOP Publishing, 2020.

[5] Berkman Sahiner, Heang-Ping Chan, Marilyn A Roubidoux, Lubomir M Hadjiiski,

Mark A Helvie, Chintana Paramagul, Janet Bailey, Alexis V Nees, and Caroline

Blane. Malignant and benign breast masses on 3d us volumetric images: e↵ect of

computer-aided diagnosis on radiologist accuracy. Radiology, 242(3):716–724, 2007.

[6] Emine Devolli-Disha, Suzana Manxhuka-Kërliu, Halit Ymeri, and Arben Kutllovci.
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