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In Social Network Analysis (SNA), community structure is an important feature of complex network. There are many 
researches on detecting community or cluster in graph with the objective to understand functional properties and community 
structures. Community detection early researches require global knowledge of network, which is not realistic to most real 
world network. Due to the increase of online social network, the new challenges are to develop methods to support 
community detection based on local information-only and network modularity. This paper present state of the art of methods 
in community detection research and propose the direction of future community detection research. 

Keywords: Community Detection, Social Network Analysis, Complex Networks 
 

1. INTRODUCTION 

Social Network Analysis (SNA) represents actor as 
a node and relation as an edge in graph representation. 
The real world network, such as online social network 
exhibit the features of power law distribution, in which 
the network dominated by sparse connection. Dense 
connection inside the network can be viewed as 
community. A community in social network fulfills the 
criteria that there exist densely connected group of nodes, 
with only sparser connections between groups, as we can 
see in illustration in Figure 1. Analysis focus on whole 
network and ignore community structure may miss many 
interesting feature. Many paper in community detection 
research use different term for different context to 
describe community, such as groups, subgroups, sub-
network, clusters, cohesive groups and modules. 
Detecting community remains a core problem in SNA. 
Finding out the groups inside a network also helps for 
other related social computing tasks. 

Identifying communities in graph technically is 
finding node cluster in graph. Clustering in a network can 
be viewed as the strength-tie inside the community. We 
could say that research in community detection is to 

formalize the strong social groups based on social 
network properties. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Illustration of community structure inside a 

network taken from Newman [4] 
 

Definition of community detection is subjective. 
Each method has different idea how to approach the 
problem of detecting community. Thus the result could be 
different for the same network.  

The researches on community detection are 
extremely varied. They are based on a range different 
idea. The problems in community detection 
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research are finding the best approach from which have 
closest properties to real world network and the best 
methods that can handle scalability issue. This paper 
present issues, particularly, comparison between the basic 
community detection ideas and more advanced research 
based on real-world network. The issues that we discuss 
in this paper are local vs. global information, modularity 
network and overlapping communities. One issue that we 
have not discussed here is scalability or computational 
complexity. This issue will be presented on our next 
research based on comparative analysis community 
detection algorithm. However, some researchers has 
already extensively mapping state-of-the-art on scalability 
issue, one of them is Danon et. al [9].  
 
 
2. COMMUNITY DETECTION METHODS 

Classic approaches of finding communities in 
network borrow the idea of graph partitioning and 
hierarchical clustering.  Graph partitioning approaches 
needs to know information about the global structure of 
network and determine in advance the number and size of 
subgroup that they want to get. Hierarchical partitioning 
is cluster analysis method in which the network of interest 
divided into several subgroups. The division is somewhat 
natural because it depends on node relationship inside the 
network than node properties itself. Node relationship is 
measured by similarity metric, such as vertex similarity 
[1] and edge betweeness [10]. Both metrics are using 
corresponding matrix, thus it has the drawbacks on 
computation complexity, when it come to large-scale 
network.    

Community detection methods and algorithms are 
discussed in [1][2]. From many different ideas and 
perspective, the community detection based research 
roughly categorized into four approaches. 1. Node-
Centric 2. Group-Centric 3. Network-Centric 4. 
Hierarchical-Centric.  

Node-Centric criteria require each node in a group 
to satisfy properties such as complete mutuality and 
reachability. Clique, a fully connected subgroup, 
indicates complete mutuality. In many common 
situations, clique is hard to find, because the definition is 
very strict. Steps in complete mutuality including finding 
clique of size k, and then prune those nodes with k-1 
degree. Complete mutuality is a good measure of tie-
strength inside the subgroup, but it is a NP-Hard problem, 
therefore it is practically have little use.    Reachability 
among nodes happened if there exist path between those 
nodes. Large component can be easily formed in a social 
network, while others are minor communities or even 
singletons. More effort is needed to find communities 
inside large component. The most useful metrics for 
reachability are k-clique and k-club. K-Clique is maximal 
subgroups in which the largest geodesic distance between 
any of two nodes is no greater than k. K-Club restricts the 

geodesic distance within the group to be no greater than 
k. It is often requires combinatorial optimization and it 
remains a challenge to generalize them in large-scale 
network. In Figure 2 we illustrate: clique is {A, B, C}, 2-
cliques are {A, B, C, D, E} and {B, C, D, E, F}, 2-clubs 
are {A, B, C, D}, {A, B, C, E}, and {B, C, D, E, F}.  

 

 
Fig. 2.  Illustration about clique, k-cliques and k-

clubs 
 
Group-Centric considers the connection within 

the group as a whole. The group is required to satisfy 
density-based group requirement, while some nodes 
inside the group may have low connectivity. A measure 
for density-based group is quasi-clique 𝛾  [12]. A 
subgroup 𝐺!(𝑉!,𝐸!) is 𝛾-dense if 

 
𝐸!

𝑉!(𝑉! − 1)/2
  ≥   𝛾 

 
Group-centric approach does not guarantee reachability 
for each node. It allows the degree of node vary, hence it 
is suitable for complex networks and large-scale 
networks. The objective of density-based group is to 
found the maximal quasi-clique easily. The steps for 
discovering communities applied as follows: 1. Search 
randomly a maximal quasi-clique in a sub-network, Apply 
greedy approach to expand quasi-clique by encompassing 
those high-degree neighboring nodes until the density 
drop below 𝛾. 2. Prune nodes and edges that have degree 
less than k𝛾, because it is unlikely contribute to larger 
quasi-clique by including such a node. This process is 
iterated until network reduced in a reasonable size so that 
a maximal quasi-clique can be found directly.  
 Network-Centric objective is to create numbers 
of disjoint sets from the network. Using several criterions, 
network-centric considers the connection of nodes 
globally. There are 5 known methods for this approach.  
They are node similarity, latent space model, block model 
approximation, cut minimization / spectral clustering, 
modularity maximization.  

Node similarity is defined by how similar their 
interactions are. Two nodes are structurally equivalent if 
they connect to the same set of nodes. This measure is too 
restrictive and rarely occurs in large-scale network. 
Alternative relaxed approaches for two nodes vi and vj are 
jaccard similarity 𝐽 𝑣! , 𝑣!  and cosine similarity 
𝐶 𝑣! , 𝑣! , which can be written as: 
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𝐽 𝑣! , 𝑣! =    !!∩!!
!!∪!!

   and 𝐶 𝑣! , 𝑣! =    |!!∩!!|
!! |!!|

 

 
Where Ni and Nj denotes the set of nodes of direct 
neighbors of node vi and vj. Both similarities have value 
between 0 and 1. Once similarity is determined, we apply 
k-means clustering [2] to every node in the network, until 
all nodes joined to the closest groups/centroid. The 
process of computing nodes similarity totaling O(n2). It is 
time consuming when network is very large. 

Latent space models ideas is to transform nodes 
in the network into low-dimensional Euclidian space such 
that similarity and distance are kept in the new space. 
Once the transformation done, we begin clustering 
network in the low-dimensional space using methods like 
k-means. The transformation process is using multi 
dimensional scaling (MDS). Typical processed in MDS 
are: 1. Construct proximity matrix between each node in 
the higher n-dimension 𝐷 ∈ 𝑅!"! . 2. Find 𝑆   ∈   𝑅!"#  in 
lower l-dimension using formula from [x]: 
 

𝑆𝑆! ≈ −
1
2
   𝐼 −   

1
𝑛
  11! 𝐷 𝐼 −   

1
𝑛
  11! =   ∆𝐷 

 
The objective of MDS is to minimize 𝑆𝑆! −   ∆𝐷 . 
Suppose V contains the top l eigenvectors ∆𝐷 with largest 
eigenvalues, Λ is diagonal matrix of top l eigenvalues Λ = 
diag   (𝜆!, 𝜆!,… , 𝜆!) . The optimal S is 𝑆 = 𝑉Λ!/! . The 
cluster number is defined by number of top eigenvector. 
 Block model approximation approximates a given 
network by a block structure. The steps are including: 1. 
Create a block structure from an interaction matrix 
(adjacency matrix) A. 2. The block structure contains S, a 
block indicator matrix which corresponds to top k 
eigenvectors of A. 3. Apply k-means clustering to S to 
discover the community partition. The key objective of 
this method is to minimize the difference between an 
interaction matrix (adjacency matrix) and a block 
structure or we can write as min 𝐴 − 𝑆Σ𝑆! , where S is 
community indicator matrix that we set in advanced. Each 
block represents one community. In Figure 3, we see the 
illustration of a given network with an adjacency matrix A 
and its block structure 𝑆Σ𝑆!. 
 

- 1 1 1 0 0 0 0 0 

1 - 1 0 0 0 0 0 0 

1 1 - 1 0 0 0 0 0 

1 0 1 - 1 1 0 0 0 

0 0 0 1 - 1 1 1 0 

0 0 0 1 1 - 1 1 0 

0 0 0 0 1 1 - 1 1 

0 0 0 0 1 1 1 - 0 

0 0 0 0 0 0 1 0 - 

(a) 
 

 
1 1 1 1 0 0 0 0 0 

1 1 1 1 0 0 0 0 0 

1 1 1 1 0 0 0 0 0 

1 1 1 1 0 0 0 0 0 

0 0 0 0 1 1 1 1 1 

0 0 0 0 1 1 1 1 1 

0 0 0 0 1 1 1 1 1 

0 0 0 0 1 1 1 1 1 

0 0 0 0 1 1 1 1 1 

(b) 
 

Fig. 3. (a) Sample of adjacency matrix A and (b) the block 
structures of matrix A 

 
Cut minimization is derived from the problem in 

graph partition. Cut is the total number of edges between 
two disjoint sets of nodes. Graph partition objective is to 
discover partition such that the cut is minimized.  Two 
common variant used are ratio cut and normalized cut. 
Ratio cut represents number of nodes in a community. 
Normalized cut represents number of interactions inside 
group. Let 𝜋 = (𝐶!,𝐶!,… ,𝐶!)    be a graph partition such 
that 𝐶! ∩ 𝐶! =   ∅ and ∪!!!! 𝐶! = 𝑉. The ratio cut 𝑅 𝜋  and 
normalized cut 𝑁 𝜋 are defined as: 
 

𝑅 𝜋 =   
1
𝑘

𝑐𝑢𝑡(𝐶! ,𝐶!)
𝐶!

!

!!!

 

𝑁 𝜋 =   
1
𝑘

𝑐𝑢𝑡(𝐶! ,𝐶!)
𝑣𝑜𝑙  (𝐶!)

!

!!!

 

 
Where 𝐶!  is the complement of 𝐶! , and 𝑣𝑜𝑙   𝐶! =

𝑑!!"!! . Both objectives attempt to minimize the number 
of edges between communities, yet avoid the bias of 
trivial-size communities like singletons. Cut minimization 
can be relaxed into minimum trace problem using Graph 
Laplacian. The same from previous network-centric 
method, we apply k-means clustering algorithm. The last 
process we call as Spectral Clustering. 
 Modularity maximization measures the group 
interactions compared with the expected random 
connections in the group. In a network with m edges, for 
two nodes with degree di and dj, expected random 
connections between them are 𝑑!𝑑! 𝑚. The interaction 
utility in a group is 𝐴!" − 𝑑!𝑑! 𝑚!"#,!"# . This utility 
also measures how far the true network interactions 
between nodes i and j deviates from expected random 
connections. At last to partition network into several 
groups, we maximize modularity, which is defined as:  
 

𝑄 =   
1
2𝑚

(𝐴!" − 𝑑!𝑑! 2𝑚)
!"!!,!"!!

!

!!!
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The coefficient 1 2𝑚  normalize modularity value 
between -1 and 1. Modularity = 0, if all nodes are all 
clustered into one groups. It can automatically determine 
the optimal number of clusters. At the final steps, we find 
the k-top eigenvectors of the modularity matrix B, which 
is built based on: 
 

𝑄 =   
1
2𝑚

   𝑠!𝐵𝑠!

!

!!!

 

 
 Hierarchy-Centric objective is to build a 
hierarchical structure of communities based on network 
topology. The methods facilitate detection of communities 
at different level from top-bottom and bottom-up 
approach. There are two types of hierarchical clustering: 
divisive and agglomerative. The steps in divisive 
hierarchical clustering are 1. Partition the nodes into 
several smaller sets. 2. Each set is further partitioned into 
smaller sets. One particular metric to use is edge-
betweenness, which defined as the number of shortest 
paths that pass along one edge. At each iteration, it 
recursively remove the edges that have low edge-
betweenness or the weakest tie. Agglomerative 
hierarchical clustering is the opposite of divisive methods. 
They initiate each node as community, and then choose 
two communities satisfying certain criteria such as 
modularity or node similarity; in the end we merge both 
communities. This process is iterated until there are no 
more nodes to merge. Agglomerative can be very 
sensitive to the node processing order and merging 
criteria adopted. Divisive clustering are more stable but                                                           
computationally expensive. 
 The methods presented in this chapter are the 
base to intensify community detection research. Some of 
the methods will be developed to accommodate properties 
of real-world network, which some examples will be 
discussed in next chapter. 
 
 
3. COMMUNITY DETECTION WITH LOCAL 
INFORMATION-ONLY, MODULARITY AND 
OVERLAPPING COMMUNITIES 

The global knowledge of the network structure 
sometimes is impossible to find. In the case of online 
social network, they contain millions nodes and edges. 
For example, users in Youtube can be categorized based 
on the number of video they post, comment they make, 
their friendship, favorites list and some others categories. 
In short, in one social network we can cluster interactions 
into several groups based on type of interactions we want. 
This description adds up the complexity of having global 
knowledge about the network.  

Chen et al. [3] propose methods based on Iterative 
Local Expansion. This method only need local 
information about the node, hence it is particularly useful 
for large-scale networks. The process called as one-node-

at-one step discovery process to find node 𝑠!   𝜖  𝑆, where 
cluster S adjacent to cluster D. In order to get global 
information of network G, the process visit some 
neighbor node 𝑠!   of D (where 𝑠!   𝜖  𝑆) and obtain a list of 
adjacency of 𝑠!. As a result of, 𝑠! is removed from S and 
becomes a member of D. This process similar to web 
crawling system explores the WWW. Local modularity is 
presented in this paper to make sharp boundary between 
the communities. Another modularity, which contain ratio 
of number internal edges and number external edges, is 
proposed for local community evaluation.  

De Meo et al. [5] propose methods exploits novel 
measure of k-path edge centrality [6]. This technique 
allows to efficiently computing edge ranking in large 
network. The discovery of community structure is 
adopting strategy inspired by well-known state-of-the-art 
Louvain Methods [6][13]. The k-path edge centrality 
𝐿! 𝑒  of edge e in graph G = (V, E) defined as the sum, 
over all possible sources nodes s, percentage of times that 
a message originated from s traverse e. Louvain methods 
strategy based on local information. It is based on two 
steps: 1. Each node is assigned to a community chosen in 
order to maximize the network modularity. 2. Makes new 
network consisting of nodes that are those communities 
previously found. Then the process iterates until a 
significant improvement of the network modularity 
found. 

 The number of research in overlapping 
communities is not as many as community detection. One 
of which is important is based on local oriented efficient 
detection [7]. This method significantly superior than the 
previous approach for detecting overlapping community 
detection using Clique Percolation Method (CPM) [8]. 
CPM algorithm detects communities by searching for 
adjacent k-cliques. CPM is suitable for network with 
dense connected parts but fails to terminate in many large 
social networks. An algorithm for overlapping community 
discovery known as local fitness metric (LFM) is based 
on local optimization of fitness function. The drawback of 
LFM is occurrence of the loop due to dysfunction of the 
fitness metric as well as random seed selection used. 
Local oriented fitness optimization (LOFO) is introduced 
to improve the detecting quality and computation 
efficiency of LFM. LOFO local oriented scheme based on 
clustering coefficient and several efficiency-enhancing 
schemes. The experiment result shows LOFO 
significantly outperforms LFM and CPM. State of the art 
of current development of overlapping communities 
research is discussed in [9], including comparison several 
algorithm and evaluation metric. 
 

4. CONCLUSION 

 The community detection research direction 
recently moves towards more realistic approach for real 
world network, which is complex and large-scale [1]. 
Node local information and its adjacency combine with 
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network modularity are often employed. The ability to 
detect nodes / group in overlapping communities is also 
important, since in real-world network, nodes 
membership is not limited to only one communities. One 
important aspect that we have not discussed here is the 
scalability or computational complexity, for the reason we 
mention in the introduction section. In the mean time, we 
can see in Danon et al. [9] paper that give a comparative 
complexity analysis several community detection 
algorithm. The four issues above (local, modularity, 
overlapping and scalability) will be the main direction of 
the future community detection research. However the 
nature of community detection, which sometimes 
qualitative and subjective has posed certain problems, one 
of them is behavior based on the network size [14]. 

There are also many others line of researches of 
community detection, some are still in early stages, some 
are less popular, but they are also promising in the future.  
Those methods [1] are based on random walks, spin 
models, statistical inference, label propagation and also 
power graph analysis [15]. 
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