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Preface

The eighth edition of the Ibero-American Workshop on Human-Computer Interaction
(HCI-COLLAB 2022) was held in Havana, Cuba, and organized by the Universidad
de las Ciencias Informaticas and the HCI-COLLAB network. This workshop has had
increasing support and participation of researchers from different parts of the world and
has been increasing its thematic lines. The eighth edition was held in person, with some
virtual presentations of papers, which allowed participation in the paper discussions,
attendance at the keynote lectures, workshops, and the various presentations that were
made.

This book gathers a set of papers that were presented at HCI-COLLAB 2022, with
topics related to human-computer interaction (HCI) in specialized areas such as emo-
tional interfaces, usability, video games and their use in education, computational think-
ing, collaborative systems, IoT, software engineering, ICT in education, augmented
and mixed virtual reality for education, gamification, adaptive instructional systems,
accessibility, artificial intelligence in HCI, and infotainment, among others.

Human-computer interaction (HCI) is a multidisciplinary field of study that focuses
on the design of information technology and the interaction between computers and
people, thus covering all forms of information technology design. As such, HCI is a field
where its researchers try to observe the way in which humans interact with computers
in order to design technologies that allow them to interact in a more human and novel
way.

The call for papers for the 8th Ibero-American Workshop on HCI (HCI-COLLAB
2022) resulted in 53 submissions, of which 15 were accepted for publication in this
book. Each submission was reviewed by at least three national or international Program
Committee members in a double blind process.

We thank the members of our Program Committee for their work and contribution
to the success of our workshop, the authors for their submissions, the organizers, and
Springer, which over the past years has allowed us to gather the best papers for publication
in the Communications in Computer and Information Science (CCIS) series.

November 2022 Vanessa Agredo-Delgado
Pablo H. Ruiz
Omar Correa-Madrigal
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An Approach to Model Haptic Awareness
in Groupware Systems

Andres Rodriguezl(g) , Luis Mariano Bibbo! ®, Cesar Collazos2®,
and Alejandro Fernandez'

1 LIFIA, Facultad de Informética, UNLP, Calle 50 y 120, La Plata, Argentina
{andres.rodriguez, lmbibbo,
alejandro.fernandez}@lifia.info.unlp.edu.ar
2 Universidad del Cauca, Popayan, Colombia
ccollazos@unicauca.edu.co
3 Comisién de Investigaciones Cientificas de la Provincia de Buenos Aires, La Plata, Argentina

Abstract. Awareness is of paramount importance to effective collaboration.
Groupware systems have traditionally implemented awareness in the form of
visual cues. With the advent of alternatives user interface strategies, such as hap-
tic feedback, new ways of implementing awareness are available. The lack of
documented experience on the design of effective, haptic awareness mechanisms
makes it important to count on flexible prototyping and evaluation tools that can
support and shorten an exploratory design process. We argue that design of aware-
ness features should consider modalities from the start. To support the discussion,
we present a modeling language and supporting tools to express haptic awareness
features, and we show how the language can be used in the context of model driven
development of groupware.

Keywords: Haptic interfaces - Awareness - Groupware - Model driven
development

1 Introduction

In groupware systems, users are informed regarding the actions that the other users per-
form and how these actions affect the work environment [1, 2]. This information provided
by the system is known as awareness. According to [3], awareness is the perception or
knowledge of the group and of the activities performed by others that provides context
for your own activities. Awareness information allows users to coordinate their work
based on knowledge of what others are doing or have done [4].

Most literature focused on the design of groupware systems assumes that users inter-
act with the system via traditional Ul presentation elements displayed on a screen, and
that they provide input via traditional devices such as keyboard and mouse (or other
equivalent pointing mechanisms). In recent years, there has been an important develop-
ment of alternative forms of interaction with computers, in particular haptic interfaces,
which actively stimulate the sense of touch [5]. In the CSCW and CSCL domains in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Agredo-Delgado et al. (Eds.): HCI-COLLAB 2022, CCIS 1707, pp. 1-14, 2022.
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particular, the literature reports case studies, prototypes, and experiments fundamentally
based on vibrotactile feedback, either through the creation of new wearable devices or
the exploitation of hardware and software available in mass consumer products such as
smartphones or smartwatches.

Considering haptic feedback as a means to communicate awareness information, one
realizes the existence of at least three complementing interaction modalities namely, the
visual modality (the GUI), the audio modality, and the Haptic modality. In practice, this
means that groupware designers should be able to express not only the awareness feature
they want to attach to an event but also the mode (or combination of modes) in which
that feature is to be implemented.

Hapticians (haptics designers) follow an observable process to design haptic inter-
action. A set of four basic design activities has been identified for the process: browsing,
sketching, refining, and sharing [6]. The possibility of establishing a conceptual infras-
tructure, like haptic design languages, has been mentioned among the main challenges
for haptic experience design [7]. Such languages, for example as a formal lexicon of
terms, are especially needed in multidisciplinary teams, where experts and novices in
haptic design are working together.

Over the last decade, multimodal-multisensory interfaces have become the dominant
computer interface worldwide. One of the main reasons is their flexibility as they allow
users to select a suitable input mode, or to switch between modalities as needed for
different physical contexts. Multimodal interfaces also contribute to improved cognition
and performance because they allow users to self-manage and minimize their own cog-
nitive load, based on Gestalt’s theory, working memory and activity theories support the
conception and design of multimodal interactions [8].

In this article, we argue that the design of awareness features should consider mul-
timodality from the start. To support the discussion, we present a language to express
haptic awareness features, and we show how the language can be used in the context of
model driven development of groupware.

The rest of the article is organized as follows: Sect. 2 discusses related works on
using haptic interfaces and Model Driven Development (MDD) in the development
of collaborative systems; Sects. 3 and 4 introduce our language for haptic awareness
features based on the haptices and haptemes concepts by Lahtinen [9], and its use in an
MDD approach for designing CSCL. Section 5 presents an Evaluation of our proposal
with a Demonstration approach, after [10]; finally, Sect. 6 presents Conclusions and
further works.

2 Related Work

Literature shows different approaches to the use of tactile mechanisms for awareness
in collaborative systems. People (presence, state, location) is the awareness information
source [4] most frequently reported.

Comado [11] is a device that aims to explore co-presence between remote users
during a video call. To achieve that, Comado adds a blur effect “outside of conversation”,
as well as a transmission of haptic feedback to the desk of the remote participant.

People emotional state has been explored by Ju et al. [12] and Frey et al. [13]. Ju
et al. present an experiment where 28 vibration sample sets for 4 different emotions were
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recorded and then replayed to test how well they could be recognized. The results sup-
port the hypothesis that people can use vibration feedback as a medium for expressing
specific subjective feelings. Frey et al. describe the effectiveness of conveying a physio-
logical signal often overlooked for communication: breathing. They present the design
and development of digital breathing patterns and their evaluation along three output
modalities: visual, audio, and haptic. They found that participants in experiments inten-
tionally modified their own breathing to match the biofeedback. In e-learning scenarios,
affective tactile stimulation can be applied to reinvigorate the learner’s interest when she
or he is bored, frustrated, or angry [14]. Gaffary et al. [15] address the expression of
spontaneous emotions. In the context of a game application that involves haptic inter-
action, a suitable scenario and context were designed to elicit a spontaneous stressed
affective state. This study investigated spontaneous haptic behaviors occurring during
stressed affective states. Chen et al. [16] used haptic technology for floor control in
a conversation. Subjects can express their emotions by changing the ball’s color and
radius, as well as its speed. With observational experiments, the authors verified the
effect that the haptic interaction brings about. Results implied that online negotiation
involving haptic interaction can increase the sense of presence and is also helpful for
expressing one’s emotions.

The paper by Stephanie Wong et al. [17] shows the use of haptics to improve com-
munication and situational awareness among the members of a flight crew. The paper
presents a prototype called “Smart Crew”; a smartwatch application that allows flight
attendants to maintain an awareness of each other and communicate through messaging
with haptic feedback. It is designed with an emphasis on real-time information access and
direct communication between flight attendants regardless of their location. Bailenson
et al. [18] proposed the concept of Virtual Interpersonal Touch (VIT), people touching
one another via force-feedback haptic devices. Participants used a Grounded Force Feed-
back joystick to express emotions and attempted to recognize the recordings of emotions
generated in the previous experiments. Results indicated that humans were above chance
when recognizing emotions via VIT but not as accurate as people expressing emotions
through non-mediated handshakes.

In the case of modeling collaborative systems, there are some works that propose
software engineering resources to model groupware systems [19, 20]. However, ini-
tiatives that combine models with transformation to code, as Model Driven Software
Development approaches (MDD) [21, 22], that propose to improve the quality and effi-
ciency of the software construction processes are more appropriate. In this paradigm
models assume a leading role in the software development process, going from being
contemplative entities to becoming productive entities from which implementations are
automatically derived. In this context, the inclusion of haptic technologies in the design
of awareness applied to collaborative systems must be addressed.

CSSL 2.0 (Collaborative Software System Language) [23] is an extension of UML to
support Model Driven Software Development of collaborative applications. Among other
design decisions, CSSL lets the designer model awareness features attached to activities,
tools, and workspaces. A CSSL model indicates which events trigger the Awareness
update. To provide more flexibility and readability to CSSL, different concrete syntaxes
are offered, each of them supported by a specific editor. The System Structure Editor
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allows the designer to create and connect the main components of the system (Activities,
Roles, Tools, and Spaces). The System Roles Editor allows the designer to configure
the roles involved in the system and which operations are assigned to them. The Process
Diagram editor is used to describe collaborative activities that make up each process
and in what order they are executed are displayed. Finally, the Activity Diagram Editor
allows the designer to specify the states through which a collaborative activity goes. All
editors allow the designer to attach awareness behavior. All these concepts can display
different types of awareness that are updated by events that occur in the system. The
models created with CSSL are then interpreted by transformation tools and as a result,
executable applications are obtained. The work described in the present article extends
CSSL and the supporting editors to model multimodality in awareness.

3 A Language for Haptic Awareness

Haptic rendering is the modeling and presentation of tactile stimuli to the user. Three
approaches are commonly used for rendering: a mathematical and physical model of a
real phenomenon [24], the extraction of patterns from a large data set [25] or the design
of effects perceptually meaningful for users [26]. The proposal presented in this work is
based on the later approach.

The process of providing haptic awareness to a collaborative work environment, such
as a hybrid classroom environment [27], involves digitized social and affective touch
[28]. In this scenario, it is important for the user to be able to recognize and discriminate
the stimulus received and to associate it in a meaningful way with the type of social com-
munication that is to be transmitted. To extend CSSL with haptic awareness, we took
inspiration from the notions of haptices and haptemes proposed by Lahtinen [9] for the
social touch. She describes how to convey and describe the transmission of messages on
the body of a third party by touch. The unique messages shared by touch on the body are
called haptices. Together with the other available information (verbal for example) they
relate to movements, perception of the environment, and orientation. A haptice consists
of touch variables, called hapteme. A hapteme is received through a body channel, it is
a grammatical variable related to touch, an element to construct and identify haptices
and to separate individual haptices from each other. For example, a vibration hapteme
can be recognized by its duration, frequency, amplitude, etc. Haptices include sharing a
personal body space, meaningful tactile contact, context, and the use of different commu-
nication channels. Social body space includes the areas of the body involved in sending
and receiving haptices. Haptices can be used to share multidimensional meanings. A
single haptice consists of many layers of messages at the same time (simultaneous mul-
tidimensionality). With the training in the use of haptices, the areas of the body used for
perception become larger and the perceivable movements become smaller. Haptices are
divided into categories, which include confirmation system, rapid social messages, body
drawing, contact with people and environment, guiding and sharing artistic experiences
through movements [9].

For all of the above, our language proposes the use of a haptices for each type of
awareness that the designer proposes through the tactile modality. To design each haptice
you have a set of predefined haptemes that you can customize both during design and
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during implementation. The haptemes are inspired by the proposals of tactons or tactile
icons [29]. That is, each one of them corresponds to a specific vibrotactile effect easily
differentiated by its envelope and that can be adjusted in one or more parameters. The
envelope of a signal is the imaginary curve that delimits it. This envelope contains
useful information for the hapticians, as it conveys affective meanings (an ascending
ramp is associated with greater urgency or increasing arousal, a peak with confirmation
of actions, etc.) [30].

Table 1. Haptemes included in this work

Hapteme Plateau DownwardSlope UpwardSlope | Hill
Envelope Square Downward slope Upward Slope | Symmetric
Parameters Duration, in- | Format (linear, | Format (line- | Period,  ampli-

tensity, repeti-
tions

logarithmic, sinus-
oidal, exponential),
period, amplitude,

ar, logarith-
mic, sinusoi-
dal, exponen-

tude, repetitions

repetitions tial), period,
amplitude,

repetitions

Icon @ Ny Y

()

In this initial version of the language for haptic awareness, our extension to CSSL
includes four simple haptemes that can be combined into different haptices to deliver
awareness of task, presence, and people (state or location). The haptemes available in this
version and their parameters are presented in Table 1: Plateau (constant intensity), Hill
(short stimulus with symmetric intensity), Downward/Upward Slope (slope envelope
with of decreasing or increasing intensity). For a particular haptic display being designed,
a haptice may be run entirely on one actuator or distributed in a manner chosen by the
designer among the available actuators. The haptice must also be parameterized to run
for a certain time and end or continue to run in a cyclic format until the user deactivates
1t.

4 Introducing Haptic Awareness in Groupware Models

Undoubtedly, developing groupware is a complex task. Traditional approaches, mostly
used in software development processes, which are mainly based on coding, do not
facilitate the modeling and development of this kind of system. On the one hand, there
is no clear documentation of design decisions taken during the coding phase, making
the evolution and maintenance of the systems difficult.

On the other hand, models and diagrams created in the early stages quickly lose
their value as coding progresses. To solve these problems, we use the CSSL language
that adheres to the MDD paradigm. In this way, graphical models of the system can be
created and then used as a source to obtain executable versions. In this case, the models
guide the development and future improvements to be made to the system.
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Figure 1 depicts a System Structure model in CSSL. Gray squares represent col-
laborative activities; there is only one activity in the model: Class. Green rhombuses
represent groupware collaboration tools. Blue circles represent Roles. Orange circles
represent spaces; there is one space in the model: HybridClassroom.

To specify awareness functionality, the designer connects the events of interest to
the collaborative element in which the occurrence of those events should be depicted.
This is done via the awareness functionality boxes in the model. A box representing an
awareness element has two areas. The top of the box provides a name for the awareness
functionality. The lower part of the box lists the events of interest. The arrow connecting
an awareness functionality box to a tool, space or activity indicates where such awareness
should be communicated.

& *Structure of HibriClassroom X = 8
avigvimvMN~ #” & v L} Ay % .o Palette [3
@, @ v ® -
< ReceivedYourRequest [— A =R LS \
4 VideoConf > Nodes

""ﬂegger)vldeoConf->requestToSpeak

< Workspace
4 RemoteStudent 4 CollaborafiveActivity

<4 Teacher (&> Associations

<4 HibridClassroom
Belongs
Student 4 UseToal .
(= Awareness

A Awareness

i 4 Chat \\ ShowAwagess

)
g & < HapticBracelet (& Haptic Decorators
Plateau
[T Properties X <> Interpreter (%! Problems ~EY @ 8 = o

4+ Tool HapticBracelet

Semantic Property Value
Style Tool HapticBracelet
Appearance Classifier Behavior
Description 2
: ‘= haptic W
Extension visual
Is Abstract vqgi |
Is Active &4 audio

Fig. 1. Structure of a hybrid classroom with a haptic tool

Awareness functionality boxes can be decorated to express additional conditions
for the provision of awareness. A satellite dish decorator, for example, indicates that
the awareness is online. A datastore decorator indicates that the given awareness func-
tionality should be made persistent. A cloud decorator indicates that the awareness is
volatile.

CSSL was extended to model haptic awareness, by following the language proposed
in Sect. 3. To introduce haptic awareness in a model, the designer must specify that the
target device has support for displaying haptic effects. In the bottom panel of Fig. 1
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shows how to configure the haptic display of the tool. The purple rhombus represents a
haptic feedback tool, the haptic bracelet, and it is an abstraction of a concrete hardware
device. The haptic bracelet in this model can later be implemented as an ad-hoc bracelet
or as a smartwatch with haptic feedback functionality.

Besides indicating which events should trigger haptic feedback in a haptic tool, the
designer can express the nature of the expected haptic stimuli. The designer can do so via
decorators and specific configurations. Currently, the available decorators correspond to
the four atomic haptices presented in Sect. 3. In addition, each haptic decorator offers
certain configuration possibilities (e.g., the plateau decorator can be configured with
duration, intensity, and repetition) which can be set via configuration forms.

) project.odesign & Structure of HibriClassroom X & Roles of HibriClassroom 4 Hibrid.cm SN E
v vy vMN~ ? &~ x® = % - 3% Palette 3
ReRQD-Xt-
Y 4 ReceivedYourRequest
S N (= Nodes
P (Teacher)VideoConf->requestToSpeak <4 VideoConf —
(= Associations
<4 HibridClassroom =
2 <4 RemoteStudent » =Y i Awareness

(&> Haptic Decorators

Plateau

calstuden(o Chat 4 Upwardslope
HapticPresenceEnter
i" % '{ \y DownwardSlope
© (RemoteStudent)Class->remoteEntry 4 HapticBrac
: Hill
| Tasks [T] Properties X s 8 = n
+ Awareness HapticPresenceEnt Undefined undefined
goesaway continuous
Page v Haptic Role Definition
Haptic Role postponable cyclic
Semantic Select Interaction Type undefined - Select Player Kind continuous - 1s Modal?
Style
Appearance
SelectEffecttype | o iorontary v SelectPriority | coonday v SelectOrder [ co\iovip v
Reinforcement Primary Initial
Complementary Secondary . FollowUp

Fig. 2. Adding haptic awareness to the model

Haptic decorators can be combined with other decorators to indicate whether the
awareness is synchronous or not and whether it is persistent or transient. Moreover, you
can define whether the awareness is modal or not. In addition, you can define the type of
interaction of the haptic awareness (undefined or goesaway or postponable) which means
describing how the recipient of the awareness notification should react. When awareness
is defined as “postponable” it means that the user can postpone the notification. In case
the awareness is defined as “goesaway”” it means that the user does not have to do anything
for the notification to go away. In addition, it is possible to describe characteristics of
the awareness reproduction (undefined or continuous or cyclic), if it is “cyclic” it means
that the awareness is repeated every certain period, while if it is defined as “continuous”
the awareness will be reproduced until the user decides to stop it. All haptic awareness
configurations are shown in Fig. 2.
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In multimodal interfaces, haptics can play different roles in relation to the other
modalities in the device [6]. There are three possible groups of roles for haptics to be
included in multimodal interactions: firstly, a haptic signal can work with other senses to
provide reinforcing information about the same concept or complementary information
about another (effect type); haptics can also be defined as the primary stimulus or sec-
ondary to another signal (priority); finally, a haptic signal can present an easy-to-process
initial notification with low information density, then the user can continue to refer to a
visual modality for more details at a better time, alternatively, the action can be followed
by a confirmation (order) (see Properties panel at Fig. 2).

5 Evaluation

Ledo et al. [10] surveyed the evaluation methods employed by researchers for design
toolkits in HCI and found that the most reported method is “Demonstrations”. A demon-
stration shows what the toolkit can support and how users can work with it. The goal
is to use examples and scenarios to clarify how the toolkit’s capabilities facilitate the
proposed applications. Demonstrations can use individual examples (new or replicated),
collections (case studies, design space explorations), or “how to” scenarios.

The goal of our work is to streamline the inclusion of the haptic modality in the
MDD toolbox for CSCL with awareness. Therefore, we approach the validation of our
proposal by demonstrating the design space it enables. For the demonstration, we struc-
ture the design space by two dimensions. One dimension is the taxonomy of awareness
presented by Collazos et al. [4]. They define three basic components for getting aware-
ness information in collaborative systems: people, tasks, and resources. For the scope of
this article, we will concentrate on the people component. The other dimension is com-
posed by the different roles that haptics can take in multimodal interaction [6]: Effect
type (complement or reinforce), priority (primary or secondary signal), order (initial or
follow-up). We base the exploration of the design space on the “hybrid college class-
room” scenario strongly driven by the COVID-19 pandemic, as presented by Triyason
et al. [27].

5.1 The Hybrid College Classroom Scenario

Imagine a hybrid classroom. Slides are projected onto a screen from a local computer.
At the same time, that computer (or another one) allows the teacher to open the video-
conference call, give access to remote students and share the presentation with them.
A microphone system sends the audio to the videoconferencing system to facilitate
listening to the remote students. The remote attendees’ camera window is viewed on
a second computer monitor or, if available, can be projected onto another screen (see
Fig. 3). Consequently, the teacher must be attentive to the activity of the student in the
room, to the projection of their slides and, in addition, to the information coming from
the video-conference system (images and audios of remote students, their arrivals and
departures, as well as requests for participation). In this scenario, several use cases arise
that face the teacher with specific needs for awareness, for example:
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— UCI - Remote login: When a student enters the physical classroom, the teacher can
see him walking through the door. For remote students, he may enable the waiting
room and may need a strong “student-in-waiting” alert to enable him access to the
class (for example, for late-coming students).

— UC2 - Remote leaving: Like Remote login, but for the case that a student leaves the
virtual session (what can be purposeful or just due to connectivity issues)

— UC3 - Raised hand: When a student in the classroom wishes to speak, it is not difficult
for a glance at the teacher to be sufficient to do so. On the other hand, those who are
remote can use the “raise hand” functionality but require the teacher to be watching
the projection to detect it.

— UC4 - Chat comment: When a remote student sends a chat message, only a constant
visualization of the screen allows that message to be detected at that moment.

Face-to-face studentes content  + = 3

Teacher content

From remote students content
To remote studentes content

Fig. 3. Hybrid classroom layout, based on [27], including haptic interaction modality for the
teacher

Following, we discuss each use case in turn, showing how the proposed approach
supports the designer. These four user cases offer adequate coverage of the design space.
As depicted in Table 2, they cover the people dimension of awareness. Similarly, as
depicted by Table 3 they also offer adequate coverage in terms of the haptic roles they
enable.
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Table 2. Use cases presented to cover people awareness taxonomy in CSCL [4]

Awareness component UcCl uc2 UC3  Raised | UC4
Remote login Remote leav- | hand Chat comment
ing
People Structure
State
Location
Actions
Activity

5.2 Discussion of the Use Cases

The next paragraphs discuss, for each use case, the modifications that the designer
introduces to the System Structure model. Figure 4 presents the resulting model.

UCI - Remote login: This case requires obtaining Person-Location (remote) and
Person-Activity (requires login) information. The disruptive ability of the haptic modal-
ity to immediately capture attention [31] can be useful in support of visual information,
especially for cases where students enter with the class already started. The use of vibro-
tactile effects, immediately perceptible to the teacher, without the general distracting
effect of an audible alert, can facilitate the necessary response. In this case, the designer
adds a class called HapticBracelet and decorates it with an haptice (HapticPresenceEn-
ter) integrated by two haptemes: a UpwardSlope followed by a Plateau. The haptice
initiates when the student requests entry and works as a reinforcement of the alert box
on the screen (visual modality).

Table 3. Role’s distribution for haptics in each use case

Use case Haptics role
Effect: Priority: Order: initial/follow up
reinforce/complement | primary/secondary

Remote login Reinforce Primary Initial

Remote leaving | Reinforce Secondary Initial

Raised hand Complement Primary Follow up

Chat comment Complement Secondary Follow up

UC2 - Remote leaving: This second use case is very similar to the previous one,
requiring the same awareness information sources. Now, the designer decides to use
the same combination of modalities, so he adds a new decorator to the HapticBracelet
called HapticPresenceExit, although the haptice will start with a Plateau, ending with a
DownwardSlope (usually associated with an event completion [26]). The haptice will be
included as a secondary signal of the alert box that stays on the screen until the teacher
closes it.
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UC3 - Raised hand: It primarily involves Person-location and Person-activity infor-
mation. Face-to-face students present can be introduced to the dialogue with the teacher
in several ways. In some cases, they may raise their hands and wait to be allowed to speak.
But in many cases, the teacher’s nonverbal language or silence will implicitly enable
a quick intervention. This case is not so simple remotely when transmission delay can
cause a silence in the classroom to be perceived by remote students when someone has
already begun to speak. Therefore, it is common to use the “raise your hand” protocol
indicated by a command in the videoconferencing platform. It is often the case that more
than one student requests the floor. Then the designer decides to use the haptic modality
in conjunction with the visual icon on the screen of the raised hand, but now as a com-
plement to that information. The pattern decided upon can be a chain of Hills, which will
not cease unless the teacher deactivates them and whose frequency and/or duration will
grow proportionally to the number of students requesting to speak. Therefore, a third
decorator for the HapticBracelet, called HapticRaisedHand, is added with the haptice
described. In this way, the teacher will have at his disposal the information by visual
modality, but the haptic modality will be complementing it with a signal that not only
indicates that someone is requesting to speak but, in a way, associated with its intensity
or pattern also indicates that others have joined that request.

UC4 - Chat comment: It involves knowledge of People-location (remote), People-
action (writing in the chat), and the Task-status (persists). Chat is a form of a conversation
held in parallel to the lecture, one-to-one or one-to-all. The use of the haptic modality,
in this case, can help facilitate the directed conversation between teacher and learner.
The designer then adds a fourth decorator (HapticNewChatMessage) with the haptice
used for the previous case, but now it will be issued after the presence of the message in
the chat box (secondary signal) complementing the visual modality to follow up on the
request.

A 4 ReceivedYourRequest
Fig (Teacher)VideoConf->requestTospeak <4 VideoConf

4+ Gloy
4 HibridClassroom P S < Presence
4 RemoteStudent

¥ (RemoteStudent)HibridClassroom->enter
P (RemotestudentHibridClassroom->exit

4 Teacher "

< Action

calStudent .
S % 4 Chi F@ (LocalStudent)Chat->writing
g = <% HapticPresenceEnter :“‘o (LocalStudent)Chat->sendMessage
o Fg (Teachen)VideoConf->speak
@ (RemoteStudent)Class->remoteEntry
- N ” R - lateay
SR R E
X - HapticPresenceExit s i HopticNewchatMessage
v
e Wi <A @ (LocalStudentiChat->sendMessage
© (RemoteStudent)Class->remoteExit s\\ & RalsedHand '@ (RemoteStudent)Chat->sendMessage
', (RemoteStudent)VideoConf-
@ > raiseHand

Fig. 4. Model of hybrid classroom with haptic awareness
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6 Conclusions

Multimodal interfaces have become the dominant computer interface worldwide.
Increasing developments in haptic interfaces, both in available hardware and in the
necessary software infrastructure, have facilitated the entry of this modality into new
Uls.

To contribute to the incorporation of haptics in this multimodal scenario, in this paper
we have presented a tactile event language as an extension of the CSSL language that
allows the inclusion of haptic awareness events in Collaborative Systems. Our language
is based on the idea of haptices and haptemes [9] and takes advantage of the MDD
paradigm to facilitate the conception of awareness events at design time, considering the
best contributions of the available modalities as appropriate.

As an extension of CSSL, Sect. 5 presented the demonstration of four use cases for
a feasible hybrid classroom scenario that can be satisfied with our extension. Using the
presented haptices and haptemes language, the practitioner can manage at design time
the flow of modalities according to the convenience of each use case, establishing the
characteristics of the appropriate vibrotactile stimulus and the role of this modality in
relation to the other intervening ones. As it has been stated among the requirements
of haptic experience design [7], the subsequent work at derivation and implementation
time will allow adjusting the stimulus parameters to the technology actually available,
distributing among multiple actuators, etc.

Future work will include extending the catalog of haptices included in the language,
conducting user experiments to fine-tune the parameterization of the included stimuli,
and extending the CSSL editing tool to extend the options for integrating modalities into
an application.
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Abstract. Industry 4.0 brought a series of changes in the production model world-
wide by inserting information technologies as a central element of its proposed
revolution. This ecosystem of trends and technologies encompasses concepts such
as greater flexibility and optimization of production resources, through the interac-
tion of human factors and technology. However, the advances and benefits achieved
since the establishment of this model are unevenly arranged among countries,
where those considered peripheral from the point of view of capitalist develop-
ment have little access to technologies and transformations, being at a competitive
disadvantage compared to more developed countries. This article presents an ana-
lyze the stage of development of industry 4.0 in Brazil based on the literature
and records of technologies and processes implementation responsible for digital
transformation in Brazilian companies. The results show that, in addition to the
process of adopting practices towards the evolution of Industry 4.0 being embry-
onic in the Brazilian context, there is little research that addresses the digital
maturity of Brazilian companies.

Keywords: Industry 4.0 - Brazil - Digital transformation

1 Introduction

Production processes are being updated as new technologies emerge, and the three
industrial revolutions over the last 200 years make this evident. The First Industrial
Revolution, which occurred in 1780, began with mechanical looms powered by steam
engines and culminated in the centralization of the production process in factories,
significantly increasing productivity. The Second Revolution started about 100 years
later with the development of continuous production lines based on the division of labor
and the introduction of conveyor belts, resulting in another productivity burst. The Third
Industrial Revolution, in 1969, was marked by the presentation of the first programmable
logic controller, which allowed the programming of digital systems leading to industrial
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automation systems [1]. The Fourth Industrial Revolution, or Industry 4.0, is based on
the inclusion of ICTs (Information and Communication Technologies) and the Internet
of Things (IoT) in production processes, enabling Human-Computer Integration (Hint).

“The era of human-computer interaction (HCI) is giving way to the era of human-
computer integration (Hint) - integration in the broad sense of a partnership or symbiotic
relationship in which humans and software act with autonomy, giving rise to patterns of
behavior that must be considered holistically” [2]. In the context of Hint, humans and
computer systems are linked and coupled in a more extensive system in a physical and
social context and work together, in partnership, in a symbiotic way.

Although Industry 4.0 can directly impact all value chains, strengthening sectors con-
centrated in large multinational companies with the capacity to incorporate technologies
and their developments and increase productivity, small and medium-sized companies
remain oblivious to the possibilities of integrating ICTs due to the limitation of economic
resources, the adaptability of their workers, as well as the scarcity of knowledge about
technologies. This situation worsened with the COVID-19 pandemic, which generated
a significant drop in industrial production on a global scale, with a direct impact on the
productive sector [3]. The post-pandemic will accelerate the fourth industrial revolution
conversion process in large companies with high technical capital, which are conducting
this revolution, leaving out many micro, small and medium-sized enterprises producers
that, far from adopting technology, continue to develop their processes manually and
will not be able to convert.

On the one hand, the software industry has grown remarkably in recent decades in
emerging countries, generating a total absorption of human resources trained in these
areas. On the other hand, its development has focused on consolidating the productivity
of the world’s most vigorous and concentrated sectors, generating a technological gap
within the productive sectors.

It is worth noting that adopting technologies opens up a wide range of business
opportunities for the industry. In a recent survey conducted by the Brazilian Agency for
Industrial Development (Agéncia Brasileira de Desenvolvimento Industrial [ABDI]),
medium and large Brazilian companies are still not open to using ICTs to generate inno-
vative businesses. The research shows that, although 94% of Brazilian companies have
their area and/or outsource IT (Information Technology) activities, there is a mismatch
between the importance given to new technologies and the level of use of them by compa-
nies. Around 73% of companies do not have projects for IoT adoption. Within this group,
the majority (44%) say they do not see the need to use this technology for their business.
However, almost all companies that have adopted an [oT project say they are satisfied
with the results: 40% above expectations and 50% within expectations. The biggest
obstacle to implementing IT and connectivity projects is the high cost (already faced by
78% of companies). In second place comes the lack of skilled labor (69%). About 57%
of companies say they have ill-prepared employees to deal with the connectivity needs
in the industry [4].

In 2018, the Ministry of Industry, Foreign Trade and Services (Ministério da Indds-
tria, Comércio Exterior e Servigcos [MDIC]), in partnership with the ABDI, launched
a set of measures to help the productive sector, especially small and medium-sized
industries, towards to the future of industrial production. This set of measures involves
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awareness, assessment and business opportunities, factories of the future (innovations
and development of new technologies), financing for the modernization of production
plants, production of machinery or systems, the labor market (demands and offers by
professionals), international trade and review and adequacy of standards for Brazilian
companies to migrate to Industry 4.0 [5].

Small and medium-sized companies in Ibero-American economies, including Brazil-
ian ones, constitute a source of employment for various social sectors and promote the
productive development of other industries that make up the value chains. Still, most
companies do not have technological updating strategies to improve competitiveness.
At the same time, they do not become a demanding sector for the development of ICTs,
which implies that with the technological transformation, the mass of workers excluded
from this transformation will grow, as can be seen in studies by the Organization for Eco-
nomic Cooperation and Development (Organizacio para Cooperagdo e Desenvolvimento
Econdmico) [6].

In this context, the convergence of integrated digital, physical and biological tech-
nologies determines the technological, the generation and processing of massive data,
the installation of physical objects linked through networks for the Internet of Things,
the development of learning algorithms, augmented and/or virtual reality, as well as the
efficient use of energy resources will mark the acceleration of the fourth industrial rev-
olution. In this scenario, the incorporation of innovative technologies is a process that
requires a deep knowledge of the installed capacity that allows detecting the real needs
of technological evolution for small and medium-sized companies.

This study aimed to investigate the situation of Brazilian companies concerning
adopting industry 4.0 practices based on the literature. In the Brazilian reality, digital het-
erogeneity raises an alert for strategic planning and public and private policy actions. The
research sought to understand the scenario and digital maturity of Brazilian companies
to leverage a reflection on current and future levels of companies’ digitalization.

2 Theoretical Reference

2.1 Industry 4.0 and Digital Transformation

The reference [7] defines Industry 4.0, or the Fourth Industrial Revolution, as an ecosys-
tem of trends and technologies encompassing concepts such as greater flexibility and
optimization of production processes through human and technology factors with a focus
on low-cost production. This production model is born from a hypercompetitive scenario
to equate manufacturing, mainly western, to the Asian competition level.

For an organization to be characterized as industry 4.0, it goes through the digital
transformation process, which is the application of industry 4.0 technologies in the
company’s day-to-day operations. Consequently, the adoption of these new technologies
follows a need for organizational transformation, which presents itself as a challenge
to companies, introducing new approaches and techniques in the process of creating
and obtaining value, organization and business model, digitizing business strategies and
putting them at the center of how they achieve, serve and retain customers.

When considering the importance of human factors in Industry 4.0, which defines
that no 100% automated system is completely reliable but that a better result is obtained
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through the combination of machines and human capacity, we conclude that digital
transformation becomes a characteristic that is not entirely under the company’s respon-
sibility, as it requires “an adaptation to the demands of customers, partners, employees
and competitors, who use and impose the use of new digital technologies” [8]. Thus,
digital transformation is no longer a goal to be achieved by companies and organizations
that intend to be part of Industry 4.0, to become the journey through which they will
reach digital maturity.

The concept of digital maturity in Brazil is recent and was born as a response to the
challenges imposed by the constant evolution of technologies, tools and trends in the
digital environment in business models. Companies in Brazil face difficulties in reaching
digital maturity, as it is not static, thus generating the adaptation of new technologies.
As there is no standard way of classifying digital transformation in companies, some
scholars have developed their methods based on the level of digital maturity of the
companies themselves. There are several methods, but only one of them of Brazilian
origin will be presented.

McKinsey & Company developed their tool to measure digital transformation in the
researched company, considering four dimensions: Strategy, Capacity, Organization and
Culture [9]. This tool measures digital transformation, resulting in a score that can have
more advanced and less advanced characteristics:

Digital leaders (51 points or more): high-level of digital transformation.

Ascending (between 36 and 50 points, considering the extremities): medium-high-
level of digital transformation.

Emerging (between 35 and 26, regarding the extremities): medium-low level of digital
transformation.

Beginners (under 25 points): low level of digital transformation.

The above score considered all four dimensions, thus being the general performance
of the companies. Yet, itis also possible to present analyses in each dimension separately,
showing better disparities of the companies among each in detail [9].

2.2 Industry 4.0 Characteristics and Their Definitions

The concept of Industry 4.0 originated in Germany in 2011, which has one of the most
competitive manufacturing industries in the world [10]. This term was first used at the
Hannover Fair in 2011 to explore the potential of new technologies and concepts such
as:

e Internet availability and the use of connected devices - [oT.

e Integration of technical processes and business processes in companies.

e Digital mapping and virtualization of the real world.

o Intelligent factories where production and products would have the smart concept.

According to the reference [11], the technological trends that are fundamental and
outstanding in Industry 4.0 is its multidisciplinarity, since some areas that promote this
revolution are the implementation of cyber-physical systems (CPS), cloud computing
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(Cloud), Internet of things, Big Data, automatically guided vehicles (AGV), augmented
and virtual reality, virtualization, digital twin, transparency, higher security, decentral-
ized decisions, data processing, new business models, cost reduction, “green” production
and the central role of the human factor.

The pillars of Industry 4.0, according to the reference [12], are summarized in Fig. 1
and detailed below:

Big Data
and Analytics @ e
Augmented/Mixed

Reality

Autonomous
robots

Digital Twin
/ Simulation

Horizontal/NVertical

Additive Manufacturing
/ 30D Printing @ Software Integration

Industrial Internet
(Sensors)

Cyber Security

Fig. 1. Pillars of Industry 4.0, according to the reference [12].

Cyber-Physical Systems (CPS): They are interconnected systems where the cyber-
netic or computational part is tightly integrated with physical components, providing a
union like embedded systems [13].

Internet of Things (IoT): IoT consists of a network of physical objects connected
to the Internet, such as devices embedded in vehicles, sensors, computers and other
objects/systems that exchange information/data with other objects/systems. It is a net-
work of connected people and things that collect and share data about how they are used
and their environment. Organizations across industries increasingly use IoT to oper-
ate more competently, better understand customers, deliver improved customer service,
improve decision-making, and increase business value [14]. These devices are called
IIoT or the Industrial Internet of Things in industries.

Cloud Computing: Cloud computing is a general vocabulary for anything that com-
prises streaming services hosted over the Internet. These services mean that the company
no longer needs an IT infrastructure in its unit [14].

Big Data and Analytics (BDA): These are technologies such as database tools, mining
and data analysis techniques that a company can use to study large-scale complex data in
various applications to improve the company’s performance in several dimensions [15].
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Augmented Reality (AR): It is defined as a direct or indirect vision in real-time where
the physical environment of the real world is portrayed but with virtual improvement
(addition) of information. AR systems aim to improve the user’s real-world interaction
perceptively [13].

Additive Manufacturing (AM): AM was known before Industry 4.0 as 3D printing.
This technology allows the construction of physical objects based on files, mainly from
3D CAD, to describe the consecutive addition of liquid materials, sheets or powders to
form a real entity [13].

Cyber Security: With increased connectivity between objects and systems, factories
have become much more vulnerable to intrusion threats by individuals, organizations
and even governments. Cyber security has become much more relevant, requiring secure
and reliable structures not to compromise systems and reduce their vulnerabilities [13].

Autonomous Robots: These systems are mainly used where repetitive, precision work
is required and also in places that are restricted or dangerous to humans. Currently, the
challenge is for these systems to work collaboratively with humans safely and learn from
them [13].

System Integration: Characteristics of the industry 4.0 paradigm are the integration
of 3 dimensions, a) horizontal integration across the entire value creation network, b)
vertical integration and Manufacturing Execution Systems (MES), and c) end-to-end
engineering across the product lifecycle [13].

2.3 Industry 4.0 in Brazil

A study by the National Confederation of Industry (Confederacdo Nacional da Industria
[CNI]) identified that the industrial sector corresponded to approximately 22,2% of the
Gross Domestic Product (GDP) in 2021 [16]. It is an index that, compared to the history
of Brazil since 1940, is the lowest. This sector is of great importance to the Brazilian
economy as it generates jobs and wealth, but, on the other hand, there is investment and
innovation.

To increase innovation and generate new technologies in the country, one way was
to create the Brazilian Chamber of Industry 4.0 (Camara Brasileira da Industria 4.0), in
which the Brazilian government aimed to increase the productivity and competitiveness
of national companies, inserting the country into global value chains [17].

This initiative contains four working groups:

Technological development and innovation.

Human capital.

Production Chains and Supplier Development.
Regulation, Technical Standardization and Infrastructure.

According to expert consensus, the domestic industry is still largely transition-
ing from Industry 2.0 (assembly lines and electric power) to Industry 3.0 (expanded
automation through electronics, robotics and programming) [18].
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The country has the conditions for digital transformation but needs to risk more
to make a technological leap like this. Challenges related to implementation include:
achieving innovative strategic policies; government incentives; bringing together indus-
try managers with vision and courage; and having technological development and
training of qualified professionals by academic and research institutions [19].

For the CNI, if Brazil inserts Industry 4.0 into its technology park, the possible
consequences will be [20]:

e Cooperation among economic agents.

Support the competitiveness among production systems (including environment,
companies, suppliers and customers).

Business chain development.

Productivity gains with the adoption of new technologies.

Implementation of new business models.

Birth of new activities and professions.

In some countries, Industry 4.0 is already becoming a reality, even with the support
of the governments of the leading economic powers, which have placed it at the center
of their industrial policy strategies. This creates a double challenge for Brazil because,
in addition to seeking the incorporation and development of these technologies, it is
necessary to do so with relative agility to prevent the competitiveness gap between
Brazil and some of its main competitors from increasing [20].

There are challenges for the public and private sectors, but there is a huge opportunity.
Through digital technologies, the Brazilian industry has the chance to take a leap in
productivity that will allow us to reduce the distance to developed nations. But a sense
of urgency is needed, as major industrialized countries have placed these transformations
at the heart of their industrial policy strategies [20]:

e Industry must streamline its production processes.

e The industry must re-qualify workers and managers.

e The insertion in industry 4.0 must start with available technologies and low cost.
e Industry must invest in research, development and innovation.

3 Research Methodology

To investigate the situation of Brazilian companies concerning the adoption of industry
4.0 practices and to understand this scenario, scientific databases were consulted in
English and Portuguese. The research sought to broaden the understanding of the digital
maturity of these companies. As inclusion criteria for the study, scientific publications in
national and foreign journals based on pre-established descriptors and publication dates
were considered.

To answer the research question, we established search criteria for scientific produc-
tion. Keywords used both in Portuguese and translated into English were selected. The
use of the English language aimed to expand access and considered that many Brazil-
ian researchers have their productions published in international journals that use the
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ELIN3

English language. The following keywords were used: “digital transformation”, “indus-
try 4.0, “digital maturity”, “Brazil”, and “Brazilian company”. The period established
was from 2017 to 2022. To access scientific publications, the search considered sci-
entific text search engines, namely: Google Scholar and the CAPES Periodicals Portal
(Coordination for the Improvement of Higher Education Personnel [Coordenacdo de
Aperfeicoamento de Pessoal de Nivel Superior]). The choice of the research had as
a criterion to be referenced for producing knowledge in digital transformation. The
flowchart of the research procedure is shown in Fig. 2.

Variables Choosing: Databases selection: Selected keywords: .
digital transformation, Google Scholar and : MEE"';‘L??MM:':E&W Jo‘:er';f;wsf:umsﬂ?‘%ésmr
digital maturity, Brazilan ™% CAPESPortal " iS40 gt el e :
companies ’
Inclusion of the article in Analysis and synthesis of Verification of the
the research result Rejection or inclusion of Summary and
the research report  gam (methodology, techniques, s . the article <= Methodoergy for
(Results section) tools, examples) Compatibility with the
Research Problem

Fig. 2. The systematic analysis process of the literature

The criteria established for searching and selecting scientific publications signifi-
cantly reduced the number of scientific articles included in this investigation. Although
the initial search provided many publications, the requirements included only those
studies that analyzed, in some way, the Brazilian panorama towards Industry 4.0 in the
national context and with results description. Another relevant exclusion criterion was
selecting full articles published in open access journals.

3.1 Research Technique

The methodological path of the research followed pre-established criteria described
in detail. We established a research question, defined the search criteria, and selected
and explained each of the studies analyzed. The analysis was performed according to
the abstracts and description of the methodology used in the research. The established
criteria’ definition and detailing enable the study’s reproducibility. The studies part of
this research described the objectives, methodology and results obtained.

3.2 Search Limitations

This study suffers from many limitations that must be pointed out. Firstly, the research
criteria adopted were quite restrictive, limiting the studies to be included in this analysis
to those that dealt exclusively with Brazilian companies in the digital transformation
process. Secondly, a significant amount of work may not have been covered by the
academic databases (Google Academic and Portal CAPES, considered for this study) or
excluded by some other criterion. It is essential to mention that relevant papers published
in Brazil on Digital Transformation are often limited to master’s or doctoral theses, books,
book chapters or conferences without peer review, which were excluded from the results.
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4 Results

The literature review involved the study of three articles that reflect the digital transfor-
mation among Brazilian companies. The search for information on research conducted
in the last five years was performed through multi-source analysis of materials in digital
format due to the dispersion of available articles. Based on the research results, it was
realized that in Brazil, few papers still address the digital transformation of Brazilian
companies. In this same sense, it is essential to emphasize that Brazil’s literature on
digital transformation issues is still embryonic.

In a first search in the selected databases, 4,059 articles were returned, 2,100 from
Google Scholar and 1,959 from the Capes Portal. From this total, considering the title,
year of publication and peer review, 12 articles were selected, 5 from Google Scholar and
7 from the Capes Portal. After reading the abstract, most of the articles were excluded
because they addressed the management for the digital transformation, others addressed
research on the maturity level measurement, and others did not bring the primary source,
constituting bibliographic reviews of the literature, outside the scope of this investigation,
which resulted in the three articles analyzed (1 from Google Scholar and 2 from Capes
Portal).

The research highlights the digital transformation of Brazilian companies and the
need to reflect on policies to implement this process. Brazil is still behind in the digital
industry, human capital and research compared to other countries, especially in Europe.
Below, Table 1 summarizes the systematic analysis results.

The study by [21] refers to a comparison between the main implications of Industry
4.0 technologies for production management in the universe of metal-mechanical and
automotive companies in the Metropolitan Region of Curitiba (Brazil) and the Upper
Bavaria Region (Germany). For the present investigation, only data referring to Brazilian
companies were considered. The study included 63 companies in this mentioned sector
above in the Metropolitan Region of Curitiba (Brazil), representing 80% of the regional
companies, and 70% were micro and small companies. The results showed that technol-
ogy adoption increases with the size of the company. Even with the constant adoption
of Industry 4.0 technologies, not all technologies seem accessible in Brazil, especially
for smaller companies.

The reference [22] analyzed the elements or dimensions that lead to higher levels of
digital maturity. The sample involved 260 valid questionnaires answered by strategic-
level managers from Brazilian companies in the retail sector, which involved 2.3% of
small companies, 38.9% of medium-sized companies and 58.8% of large ones. The
results indicated strong evidence that digital maturity manifests itself positively into a
clear, dynamic digital strategy aligned with the business model. The operation dimen-
sion, related to collaboration and integration among companies, and the market capacity
dimension were also impacted. Moreover, corporate culture must be treated as a fun-
damental dimension for conducting the digital transformation process, besides imple-
menting digital assets, which characterize the use of technology involving managerial
aspects such as leadership, culture, change management and governance.

The reference [23] presents the cultural, methodological and technological develop-
ments that one of the largest Brazilian private banks achieved in its digital transformation
process. It shows a case study involving Banco Itad Unibanco, highlighting the change
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Table 1. Summary of the literature systematic analysis results.

Authors (year of Company branch Research tools Technologies used in | Results
publication) the surveyed
companies
Brunheroto, Tomanek | Metal-mechanical and | 63 companies Internet of Things The Internet of Things

and Deschamps automotive companies | answered a Cloud Computing presented significant
(2021) in the Metropolitan questionnaire on the Cyber Security improvement levels
Region of Curitiba level of Big Data Analytics for all performance
(Brazil) implementation of Virtually guided objectives
each technology and self-service The average level of
the improvements 3D printing technology adoption
76 responses increases according to
Qualitative Analysis the size of the
companies. The
results for large
companies are
significantly higher
than other small ones
Salume, Barbosa, Brazilian companies in | The sample consisted | None Communication and
Pinto and Sousa the retail sector, of strategic-level high-level
(2021) located in different managers from engagement
regions of Brazil Brazilian companies in contribute to success
the retail sector who in the digital
answered questions transformation
related to the digital process, in addition to
maturity scale the company’s
260 valid internal analysis and
questionnaires broader market
answered analysis in which it
Regressive analysis operates to maintain a
technique better positioning
De Almeida Carlos Banking sector Banco Itai Case Study | None Communication and
(2020) Data were collected high-level
from company engagement

documents and results
reports, updated to the
3rd. a quarter of 2019
Interview with a senior
executive from the
bank’s technology area
Qualitative Analysis

contribute to success
in the digital
transformation
process, in addition to
the company’s
internal analysis and
broader market
analysis in which it
operates to maintain a
better positioning

to agile methods in the performance of digital banks and fintech. As a result, we empha-
size communication so that there is strategic alignment among all levels and agility
dissemination in the company as a whole; the involvement of high-level leadership for
the successful implementation and execution of Digital Transformation, as well as the
company’s internal analysis and broader market analysis in which it operates, to maintain
a better positioning.
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5 Discussion

Based on the content of the studies and research referenced in this article, some knowl-
edge raises relevant discussion points. Considering that medium and small companies
are responsible for a large part of the production in Brazil and that, in an inversely
proportional way, they use little or no technology, software, or Internet of things struc-
ture, this entire productive sector has its potential committed for both productions and
labors generation. In this way, public-private partnership initiatives aimed at promoting
industry 4.0 in the country play a fundamental role in Brazil’s search for alternative
production models through investments in structure and professional training. It is also
valid the participation of professionals specialized in HCI studies in the research and
performance of such initiatives to facilitate the interaction of professionals from small
and middle-sized companies as they integrate information technology into their daily
business.

6 Conclusion

The literature review shows that the process of adopting practices toward an Industry 4.0
evolution is still too embryonic in the Brazilian context. Despite infrastructure barriers
(for example, the slow and late adoption of 5G Internet in the country), issues related
to the country’s recent deindustrialization, economic crisis and inadequate skilled labor
training are still limiting elements in the Brazilian context.

When considering the challenges brought by Industry 4.0 as opportunities for R&D,
there is still a mismatch between academia and the demands of the market and society,
which points to a need to intensify partnerships among the productive sector, universi-
ties and research centers in Brazil, since the demands in this sector tend to overgrow,
becoming a determinant for the international competitiveness of the Brazilian industry.
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Abstract. This article shows the results of a study carried out in Argentina and
Mexico, which allows evaluating the level of technological development of the
industry, identifying the products of Industry 4.0 that have been implemented by
functional area and, from there, selecting the tasks that will characterize the specific
users of each area according to the function they develop and the technologies that
they must perform.

A survey in a set of companies in each country was conducted. The study is
exploratory, on a non-probabilistic sample, applying a technological evaluation
index introduced in this article, and the results allow to analyze the products of
Industry 4.0 in the functional areas of the companies.

Finally, an initial identification of tasks by function is proposed that leads to
a characterization of users in the different functional areas of a company.
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1 Introduction

The irruption of digital transformation in production systems, as well as the accelerated
pace of the fourth industrial revolution, currently in progress, requires the horizontal
integration of products and processes supported by collaborative networks in which
workers cover multiple areas of a manufacturing industry. In this way, multiple produc-
tion processes are carried out simultaneously with routes, merchandise flows, logistics,
delivery, and distribution, drastically reducing production times, as well as operating
costs, while the complexity of products and processes increases driven by the set of
technologies that are implemented [1].

The transformation towards Industry 4.0 has a direct impact on workers in dif-
ferent sectors, producing the urgent need to adapt technological developments to the
users of these new technologies. Users are forced to adapt their ways of working to the
technological imprint and the use of a set of diverse devices and with heterogeneous
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sources of information. The processes of industrial transformation, collaborative work,
and the interdisciplinary training of workers in an organization constitutes the necessary
condition of adaptation to reach achievable production plans [2].

Although digital transformation is oriented to the use of specific technologies, it is
inherent the combination of human capacity with the ease that allows the use of machines
and in general of technological elements, requiring a plurality of skills of professionals
who provide knowledge in the use of new technologies, such as the management of
massive data, the control of specialized autonomous machines, the connectivity between
objects, the management of virtual or augmented reality in the resolution of tasks as well
as the sagacity to generate immediate solutions in all aspects.

In a dichotomous way, Industry 4.0 requires workers to become users of new tech-
nologies, performing multiple tasks to adapt to the needs of the industry, while requiring
from them technological knowledge of a wide spectrum of technological platforms and
software applications imposing production rhythms unknown until now.

2 Industry 4.0 in Latin America

The digitalization process deploys generating an increase in the technological hetero-
geneity of industries, deepening the structural gap previously existing in the fourth
industrial revolution, accelerated by the Covid 19 pandemic. This transformation is pro-
jected as a negative effect on the different regions worldwide where many companies
could disappear, depending on their size, the industry to which they are dedicated, as
well as the geolocation and the socioeconomic context where they are located [3].

The gap in the digitalization of companies in Latin American countries is widely
significant [4] and is at risk of increasing in the coming years with the accelerated evolu-
tion of Industry 4.0. The Inter-American Development Bank (IADB), in a recent study
on the region, recommends public and private initiatives to support small companies in
the use of technological solutions for their operations.

To analyze the level of digitalization that companies will face in in the next 5 to
10 years, the IADB has created a Conditional Digitalization Index (IDC) [5] based on
three factors: the digital tools currently adopted by companies, the digital scenario in
which each company hopes to be in the future, and the level of preparation to achieve
the objectives. This IDC also assesses the use of technologies in company relationships
with suppliers, in production management and in customer relationships. In this way, it
allows evaluating the “perception” of companies about digitalization in 2030, what the
impact of digitalization will be in the future, measured by current actions on a set of
indicators that are not limited to the adoption of technologies. However, it does not detail
which digital tools are available or which are adopted by companies, that is, it analyzes
the current transformation process from the “perception” of the companies themselves,
without determining the products that make up Industry 4.0. Its application is carried out
with a survey through which companies indicate which of the descriptions of 4 possible
digital generations best fit the practices to perform most of the routines of each function.

With these instruments, the IADB carried out a comparative study between Argentina
and Brazil, taking 256 Argentinian companies and 474 Brazilian ones in the period
2019-2020, the results of which expose a worrying panorama about the perception of
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the companies themselves towards digital transformation, given that the vast majority
manifest a high ignorance about the available technologies, the adoption processes, the
capabilities in human resources as well as the technological potential for their business
[5].

From this perspective, given the speed of the transformation process and the igno-
rance of companies about the decisions to be made, it is necessary to know what the
specific technological products are being part of industry 4.0, what are the functional
areas in which these products are adopted to identify the different capacities of the human
resources that operate them who will be the end users of the new technologies.

The impact of technological transformation requires particular attention to the ways
of interaction between the specific user working in the industry, with the diversity of
equipment and technologies with which they must work and adapt.

To detect the specific characteristics of this type of user, a study has been carried out to
assess the current state of technological development of companies in the Latin American
context, identifying the technological products currently implemented by functional area.

For this purpose, a work has been done on the InTICs® Index [6] that evaluates
the Level of technological development of each industry according to the Software,
Hardware, and Infrastructure products that it has currently implemented fulfilling specific
tasks in the different functional areas. This index allows to detect the specific products
and select the subset of technologies that make up the Industry 4.0 implemented in each
company.

The index was applied by surveying a group of companies in Argentina and Mexico
to evaluate the current level of technological development, identify the Industry 4.0
products implemented and detect the functional areas where they are operated.

3 Model Structure

The index used is structured from the technological products differentiated into 3 ICTs
components: Software, Hardware, and Infrastructure [7] grouped according to the speci-
ficities of each type of technology and implemented in the functional areas where these
technologies fulfill specific tasks within the industries.

The generic functional areas that differentiate the index are based on Michael Porter’s
Value Chain Model and are shown in Fig. 1.

The functions that are performed in these areas are as follows:

Logistics: Includes logistics activities, both inbound and outbound.

Production: Includes operations activities.

Sales: This area includes marketing and sales activities, as well as service activities.

Management: This area is included in the support activities of company infrastructure

and human resources.

e Accounting and Finance: This area is also part of the company’s infrastructure support
activities.

e Engineering: This area includes technology development activities. This includes
product and process design features.

e Purchases: Includes the homonymous activities of the value chain.
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Fig. 1. Simplified model for the Value Chain. Source: Own elaboration

Once the functional areas of a company have been identified, the index allows to
detect the technological products at their intersection with each functional area, from
which it generates an assessment of 3 Levels, weighting each product according to its
degree of development in terms of the time of validity in the market of each of them,
allowing to distinguish by company at what level it is according to the technology
implemented.

The index proposes a cross between the two identified typologies (ICTs and Pro-
duction processes) to be able to identify precisely the specific products that are used for
the correct performance of the functions in the different areas. Once these technological
products have been identified, an assessment is assigned by levels according to: their
degree of development in terms of the time they exist as tools used in the market, if the
type of support they provide contributes with information that is sensitive to companies,
the complexity of the problem they solve, if their use impacts on an improvement of
processes or on the control of processes, if it improves efficiency in the use of resources,
if it improves productivity in processes, if it reduces operating costs, and the degree of
innovation generated by its implementation and application in the field of industry.

In this way, 3 levels of current products are established, according to whether they
result from a basic technology, medium current technology, or more advanced technol-
ogy, tending to the transformation of industry 4.0. This qualification has been instru-
mented from a double-entry table, where the specific products corresponding to each
grouping of ICTs, in the types of Software, Hardware or Infrastructure are crossed with
the functional areas, and a weighting is assigned at each crossing according to the present
relevance of each identified product. To do this, a scale with the values of 1; 5 and 10
was used.

In Fig. 2 an extract from the Matrix Table of the index is shown, which defines
the crosses to determine the relationship between ICTs and Industrial Processes and
indicates the valuation defined for each specific product. Rows present each product
ICTs grouped by type and colored according to the classification within each grouping.
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According to this assignment of value to each technology, the proposed form of

A. Mon et al.

evaluation takes into account that each technology that is incorporated includes the
previous ones, does not replace one by another. That is, every time new technology is
incorporated, something more advanced is added; therefore, the result achieved in this
instance responds to the sum of contributions of the values.

From the Matrix Table, the results of the sum of the totality of the products according

to their level are derived, where each valuation (Basic, Medium, Advanced) has several

boxes that are represented in the column of Total amount of values. The sum of these
values indicates the possible total including all ICT products contained in each of the
levels, from which the Levels are differentiated as follows:

e Basic Level for those companies that have old technology

e Medium level for those companies that have medium current technology
e Advanced level for those companies that have advanced technology
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Fig. 2. Matrix Table. Source: Own elaboration [6]
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The ICT products identified by the index are 74 in the different functional areas,
within which, those corresponding to the Basic Level are 20, those of Medium Level are
30 and those of Advanced Level are 24. The products included in this last Advanced level
are not all the latest generation, but they are essential for the integration and operation of
the others. Therefore, on this set it is possible to extract the subset of specific products
of industry 4.0.

Figure 3 shows the specific products of the index that, in their integration, make up
the subset of products of industry 4.0.
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Fig. 3. Enabling ICT Products for Industry 4.0. Source: Own elaboration

The subset of products identified within Industry 4.0 require a process of integration
between them, as well as with technologies of an earlier level of development.

Below are the Advanced Level ICT products that integrate a subset of 11 enabling
technologies that make up Industry 4.0.

Virtual Reality: Virtual Reality is a three-dimensional environment generated by com-
puters that create in the user the sensation of being immersed in it. This environment is
visualized through Virtual Reality glasses, and sometimes accompanied by other devices,
such as gloves or special suits, which allow greater interaction with the environment, as
well as the perception of different stimuli that intensify the sensation of reality [8].

Robots: The equipment that performs some function of physical movement through
artificial mechanics are considered Robots and are made up of computers that contain
an electromechanical system composed of microprocessors and software that orders the
development of automatic repetitive tasks independent of human control.
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Big Data: Big Data is understood as a set of techniques tending to make decisions in
real time that involve a large volume of data typically coming from different sources,
usually characterized by three attributes: volume, variety, and speed [9].

Augmented Reality: Augmented Reality is the real-time visualization of visual and/or
auditory virtual elements superimposed on a real-world environment; that is, adds virtual
elements to an existing reality, rather than creating that reality from scratch [8].

Sensors: These are interconnected devices that take data as signals or measured values
and send them to software that processes them.

Energy Control: It is a software that allows to control the energy consumption through
electrical devices or sensors that, in a centralized and automated way, from any per-
sonal desktop computer, relieve the consumption data allowing the integral control of
luminaires and electrical equipment in general.

3D Printers: 3D printers are made up of a set of technologies of manufacturing by
addition, where a three-dimensional object is created by overlapping successive layers of
material. One of the main benefits is associated with flexibility, since specific machinery
whose function is limited to a particular product is replaced. They allow to improve
product communication, by having a realistic 3D model in full color to convey much
more information than with a computer image [9].

Internet of Things: It is an infrastructure based on cellular communication or through
Wi-Fi networks that allows communication between different equipment, devices, and
systems.

Cloud Computing: These are applications and computer services hosted externally, and
typically accessed via the Internet, which allows dispensing with the own infrastructure
necessary to execute applications: servers, eventual databases, or even the application
itself, requiring only connectivity with the Internet [9].

Machine Learning: Software that contains a data analysis method that automates the
construction of analytical models. It constitutes a branch of artificial intelligence based
on the idea that systems can learn from previous data, and thereby identify patterns and
make decisions with minimal human intervention from the programming of an algorithm.

Cyber Security: The implementation of techniques and applications with the aim of
ensuring the integrity, privacy, confidentiality, and availability of assets belonging to the
Information Systems of organizations against internal and external threats [9].

4 Case Studies in Argentina and Mexico

The introduced ICT Index was applied to carry out the survey in a set of 40 companies in
Argentina and 8 companies in Mexico, taking a non-probabilistic sample of companies,
to evaluate the current level of technological development and identify the products
of Industry 4.0 implemented in the different functional areas where they are operated.
The study is exploratory and the quantitative data it yields are used only to represent
the qualitative analysis of both countries, without making statistical comparisons of
companies, technologies, levels of development or functional areas.
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The results of the study allow us to analyze a distinction by size in the companies
surveyed in Argentina, where 70% are Micro and Small Enterprises, 17.5% is made up
of Medium Companies, and 12.5% is in the category of Large Company. Meanwhile,
of the companies surveyed in Mexico, 64% is Micro and Small Enterprises and 36% is
Medium Enterprises.

From the application of the index in the companies surveyed, it can be observed that
in Argentina 62.50% is in the Basic Level, 35% is in the Medium Level, and only 2.50%
in the Advanced Level. While, in Mexico, of the § Companies surveyed, 25% are in the
Basic Level, and 75% in the Medium Level, as shown in the following Fig. 5.
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Fig. 5. Distribution according to Score. Source: Own elaboration

Performing the analysis by functional area of each company, it is observed that
in the Purchasing area the companies of Argentina have implemented 30 products of
Industry 4.0, while the companies of Mexico have 10 products distributed as shown in
the following Fig. 6.

Argentina - Purchases Mexico - Purchases

uting ® Cyber Security

Fig. 6. Distribution of ICTs in Argentina/Mexico (Purchases). Source: Own elaboration

As for the Logistics area, companies in Argentina have implemented 34 products of
Industry 4.0, while companies in Mexico have 4 products distributed as shown in the
following Fig. 7.
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Fig. 7. Distribution of ICTs in Argentina/Mexico (Logistics). Source: Own elaboration

Regarding the Sales area, companies in Argentina have implemented 54 products
of Industry 4.0, while companies in Mexico have 4 products as shown in the following
Fig. 8.
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Fig. 8. Distribution of ICTs in Argentina/Mexico (Sales). Source: Own elaboration

As for the products implemented in the Management area, companies in Argentina
have implemented 53 products of Industry 4.0, while companies in Mexico have 12
products distributed, as shown in the following Fig. 9.
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Fig. 9. Distribution of ICTs in Argentina/Mexico (Management). Source: Own elaboration

Regarding the area of Accounting and Finance, companies in Argentina have imple-
mented 42 products of Industry 4.0, while companies in Mexico have 9 products as
presented in the following Fig. 10.
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Fig. 10. Distribution of ICTs in Argentina/Mexico (Accounting and Finance). Source: Own
elaboration

In the area of Engineering, companies in Argentina have implemented 42 products
of Industry 4.0, while companies in Mexico have 8 products, distributed as shown in the
following Fig. 11.
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Fig. 11. Distribution of ICTs in Argentina/Mexico (Engineering). Source: Own elaboration

5 Results and Discussion

Analyzing the implementation of the subset of ICT products that make up Industry 4.0 in
the universe of companies surveyed, it is observed that the products that are implemented
in few companies and are distributed in all the functional areas of a type of industry. That
involves interaction between different types of users depending on the role they play.
The software that is implemented is multiplatform and is integrated into the different
contexts of each company (management, production, logistics, engineering).

The interusability [10] that implies distributed usability between different devices
turns out to be the significant thing about these products of Industry 4.0, promoting mul-
titasking distributed in different functional areas and located in different environments,
the performance of asynchronous tasks and the integration of multi-user technologies.

On the other hand, it is observed that about 70% of the companies surveyed have
some Industry 4.0 product implemented in the different functional areas, highlighting
those applied to Cyber Security, followed by Cloud Computing and in third place by
the Internet of Things. Far from these 3 products appears, very scarcely, some of the
remaining 8 products that are part of Industry 4.0.
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In this sense, it is possible to affirm that there are some typical characteristics for
the usability of these products, usually integrated into the different functional areas of a
company, although no implementation or integration with the other products that could
enhance their performance is detected.

Finally, from this analysis by functional area, it is possible to precisely identify those
technologies that constitute the necessary support for the performance of tasks in each of
the functions of a typical industry, while there are technologies integrated in the different
tasks and integrated transversally in the different technological products.

However, it is possible to characterize users according to the area in which they
conduct their tasks and diversified in the following functions:

e Users of management area: In this area it is necessary to distinguish those who analyze
general data of the company and those who make decisions.

e Production Users: In this area, the activities of production operations by industry
should be analyzed since the diversity of users is determined by each production line
and the specific technologies for its operation.

e Engineering Users: This area includes product design activities and processes. There-
fore, they must be analyzed by branch of activity according to the structure of their
production lines.

e Accounting and Finance Users: In this area the activities conducted are routine
accounting as well as finances of a company in interaction with different external
systems.

e Purchasing Users: The purchasing functions of a company require users to develop
their tasks in a systematic way according to the demand for inputs and internal
acquisitions. These users have to interact with the different functional areas of the
company.

e Logistics Users: In this area, the activities of entry of raw materials and inputs, as well
as output and distribution, are conducted. Users must interact with agents external to
the company in their daily operations.

e Sales Users: This area includes the activities of marketing and services, which implies
an interaction with different market agents.

From this initial characterization of users by functional area, it is possible to ana-
lyze that the tasks are different in each function, that the technological products will
be different according to the functions they perform in their daily operation, and that
the technologies of Industry 4.0 are implemented in an integrated way in the differ-
ent functions. However, users are people with different characteristics and knowledge,
whose analysis is necessary to determine the usability needs of the products, and make
the design according to them in such a way that they enjoy the full potential in their
implementation.

6 Conclusions and Future Work

The analysis conducted allows us to conclude that the industry in Latin America is at
a low level of technological development. The transformation towards Industry 4.0 is
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a process that develops slowly, disjointedly and with little information about existing
technologies and their potential. The structure of SMEs in these productive sectors,
analyzed with the survey, is limited in its economic capacity to incorporate knowledge
and technological transformation compared to an accelerated pace observed in other
sectors of the economy with a large concentration of capital and a structure of large
companies.

The results of the study allow us to affirm that it is possible to identify the specific
technologies that can be implemented to fulfill functions according to the area of the
company in which they are located, which must be designed and developed for the
specific users who fulfill the daily tasks, while the investment in technologies requires
an approach towards the users in their real context of use to enhance the technological
integration and the capabilities of the people.

However, the lack of knowledge of the potential offered by Industry 4.0 is common in
all the companies surveyed. Even in companies that have a Medium level of technology
use, they did not identify how they could improve their competitiveness, by digitizing
some processes and automating some others.

Finally, as future work, based on the data of the survey of Argentina and Mexico
with the identification of products of industry 4.0 and the initial distinction on users in
the different functional areas of a company, a study will be carried out to characterize
users in depth of an industry applying the persona method thus being able to identify
usability attributes that should include the technological products that are developed for
the users of industry 4.0 in the context of Latin American countries.
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Abstract. In-vehicle information systems (IVIS) represent a growing industry.
IVIS were originally built and deployed by car manufacturers, which ensured that
they complied with the safety regulations of the car industry. Nowadays, IVIS enter
the vehicle in the driver’s and passenger’s phones. These “nomadic IVIS”, which
sometimes interact with the car’s entertainment system, can escape important
safety checks. Any software developer, without training in vehicle safety, can build
and distribute IVIS. This reality calls for tools and methods that help software
developers conceive safe applications. This article proposes an affordable and
reliable testing suite that provides support to developers of nomadic IVIS. The
suite takes the form of a simulation and data collection environment, oriented to
the rapid prototyping of IVIS. It considers security requirements while maintaining
a low technological and economic threshold, to provide easy access to developers
compared to expensive physical environments with real vehicles.

Keywords: IVIS - Safety - Prototyping - Evaluation

1 Introduction

The Strategic Highway Research Program (SHRP 2) [1] project obtained video and audio
data from more than 3500 drivers over a 3-year period using information collected by
the Naturalistic Driving Study [2]. This project was able to capture information on more
than 35 million miles driven, comprising 905 automobile accidents with property and
passenger damage. With this information, reports were obtained that indicate a 3.53%
prevalence of accidents caused using native car apps, and a 6.4% prevalence of accidents
caused by the use of cell phone apps. Therefore, it is estimated that 10 percent of the
time, accidents are caused by drivers who are operating electronic devices while driving.
It can also be noted that accidents are more frequent in connection with the use of mobile
applications [3].

Typically, native car app developers work for large automotive companies and are
trained to consider factors such as driver vision, time spent on the app, distracting
elements, and colors in the interface, among others. However, there is an increase in the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Agredo-Delgado et al. (Eds.): HCI-COLLAB 2022, CCIS 1707, pp. 41-50, 2022.
https://doi.org/10.1007/978-3-031-24709-5_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-24709-5_4&domain=pdf
http://orcid.org/0000-0003-0135-0304
http://orcid.org/0000-0002-8130-2304
http://orcid.org/0000-0002-7600-6041
http://orcid.org/0000-0002-7968-6871
https://doi.org/10.1007/978-3-031-24709-5_4

42 L. Mandarino et al.

number of applications for smart devices that are intended as information systems for in-
vehicle use!. For companies not specialized in the automotive industry, it is difficult and
costly to tackle the development of tests on specialized tracks and with physical vehicles,
especially if they want to work on multiple prototypes and new ideas. To contribute to the
solution of this challenge, this article presents and evaluates an affordable and reliable
IVIS testing suite.

The rest of this article is organized as follows. First, we provide a brief discussion of
related work. We also introduce concepts and mechanisms used to determine the level
of cognitive load of a driver. Then, we describe the proposed testing suite. Following,
we present the results of a preliminary evaluation of the suite, focused on comparing
two different IVIS in terms of cognitive load and driver distraction. Finally, we present
the conclusions of the work done, summarize the main contributions and discuss future
work.

2 Related Work

The Naturalistic Driving Study (NDS) collected information on 3,362 private vehicles,
all driven by citizen volunteers who were observed over a 3-year period. The NDS project
was mainly based on the belief that a better understanding of driving safety issues can be
gained by studying drivers, their behavior and the different factors that affect them, such
as weather conditions, the driving environment, electronic devices present in the car,
etc. Participants’ vehicles were fitted with cameras, radar, and hidden sensors to capture
data as they went about their normal activities. Information was obtained on 6,650,519
trips, totaling almost 50 million miles traveled [2]. A study [3] following the DNS project
sought to answer “why”” and “how” a task is distracting. The authors concluded that most
dangerous visual distractions are those in which the driver is exposed to the risk of a
situation with abrupt and rapid changes. This is related to the duration of the distraction,
being that the longer the driver loses sight of the road, the greater the possibility of
finding himself in a difficult situation to face. Among the recommendations to reduce
the risk when driving, they considered important to design interfaces that minimize the
need for visual interaction on the part of the driver. Another aspect to keep in mind is that
the elimination of long glances (more than 2 s) will not eliminate distraction problems,
since most accidents are the result of small distractions at inopportune moments.

Comprehensive and realistic studies like NDS are valuable and only available to
a handful of organizations. They are extremely costly in terms of time and necessary
resources. The suite we present in this article incorporates the lessons documented by
the NDS study but aims at the individual IVIS developer or to the small development
company.

In the study “Steering Control in a Low-Cost Driving Simulator: A Case for the Role
of Virtual Vehicle Cab” [4], an analysis is made regarding the credibility of the results
obtained with low-cost simulators, based on the lack of a driver’s cab. Depending on
the initial investment for building a simulation environment, they can be classified into
three general categories:

1 https://www.statista.com/statistics/271644/worldwide-free-and-paid-mobile-app-store-dow
nloads/.
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— Low cost: they have a gaming wheel, with pedals, several screens, and no cockpit.

— Medium cost: large projection, fixed base, partial or full cockpit, etc.

— High cost: 360° view of the simulator, cockpit of a real vehicle mounted on motion
sensors, etc.

The credibility of the results obtained with driving simulators, in general, has been
a cause of concern and debate in the scientific community [5, 6]. Some studies have
shown that the results obtained in simulators are of the same order and direction to
those of real-world data [7, 8]. Other studies have compared low-cost simulators with
more expensive and complex simulators to determine whether the former are sufficiently
valid to be taken into account [9]. The results indicate that low-cost simulators are good
indicators for studying the effects of IVIS on driver behavior.

Skyline [10] is a prototyping platform for user experience development based on a
driving simulation. It was developed at Intel Labs, following principles of flexibility,
integration, and customization, to enable rapid prototyping of in-vehicle user experi-
ences. The main difference between Skyline and the platform presented in this article
is the scope and focus of the simulation environment. In our case, facial recognition
sensors are available, and mechanisms were implemented to measure the cognitive load
of the driver. Thus, with this information, a more detailed profile of the driver and his
behavior can be obtained, to develop safer interfaces oriented to his context of use.

3 Platform Overview

As previously discussed, visual distractions of 2 or more seconds prior to the occur-
rence of an unexpected event such as deceleration and/or braking of another vehicle
are significantly more dangerous than distractions of less time or when a precipitating
event does not occur. We conclude that the determinants of risk are the presence of an
unexpected event and the time we keep our eyes off the road. This is directly related to
the level of uncertainty and the reaction time available to the driver, i.e., once he/she
regains concentration on the road after a distraction.

With this background in mind, we focused the design of the test suit in the core
components depicted in Fig. 1. The test suite consists of two computing nodes, one
used by the driver (subject of the test) and one used by the experimenter. The driver’s
computing node runs the driving simulation environment, the test instruments, and a
test controller service. The driving simulation environment offers a first person, 3D,
immersive simulation where the test subject drives a vehicle. The gaze tracker detects
when the driver looks away from the road and towards the Ul of an IVIS. The Detection
Response Tasks instrument is used to assess the cognitive load of using an IVIS while
driving in a simulated scenario. The simulation environment and the instruments are
configured and controlled via the test controller service. The test controller service is
also responsible for collecting data from the simulation and the instruments and making
it available to the experimenter. The experimenter’s node connects to the test controller
in the driver’s node to plan, launch and monitor experiments. The following subsections
discuss the some of these components with more detail.
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Fig. 1. Architecture overview

3.1 Driving Simulation Environment

The driving simulation environment executes the driving simulation, where tests take
place. In addition, it is the element to which the other components subscribe to configure
testing scenarios and to obtain information about the events and actions that occur during
tests.

Among the different options available to use as the basis for the simulation envi-
ronment, it was decided to use CARLA [11]. This simulator, developed at Intel Labs,
has the advantage of being a recognized and constantly growing project. The project is
Open Source, which made it very easy to integrate it into the suite and then exploit it for
the development of new functionalities. In addition to the simulation engine, CARLA
provides a vast catalog of digital resources such as urban designs, buildings, vehicles,
and pedestrians that enrich the experiments and make them more attractive compared to
other simulators. CARLA uses Unreal Engine for the execution and layout of the simu-
lation. The control and configuration of the simulation is given through an API. CARLA
allows you to control the amount of Non-Playable Characters (NPCs) distributed around
the map; these are cars and pedestrians which CARLA internally calls “actors”. Actors
are important for the simulation because they bring life, dynamism and a higher degree
of difficulty when walking around the map and they can be used to induce risks in the
tests.

The simulation environment offers several sensors that allow it to react to events and
to know the characteristics of the driving environment. The collision sensor records an
event every time the vehicle collides with something in the simulated world. The GNSS
(Global Navigation Satellite System) sensor tells the exact location of the vehicle. The
lane encroachment sensor records an event every time the vehicle crosses a given street
or surface. The different surfaces are defined at the time of map construction. Finally,
the RGB cameras stream and/or record the images of the different scenes during the
simulation.

3.2 Detection Response Tasks Instrument

Detection Response Task (DRT), standardized by ISO 17488:2016 [12], is a method to
assess the potential for cognitive distraction introduced by a secondary task performed
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while driving. DRT consists of a visual stimulus that drivers must respond to while
simultaneously driving and performing a secondary task. To assess the cognitive load
of the secondary task, one compares the response to the visual stimulus (e.g., response
time, hits, and misses) while driving with and without performing the secondary task.

The proposed suite implements the DRT visual stimulus as a small circle of a high
contrast color, in the screen, simulating a light on the windshield. The driver must respond
to the stimulus by pressing a button on the driving wheel, which causes the stimulus
to disappear. The tool records the time it took the driver to respond to the stimulus.
Failing to respond while the stimulus is active, will cause the tool to record it as miss.
Responding when there are no active stimuli causes the tool to record an error.

The DRT component is configurable. The options to configure are:

The radius of the circle determined in pixels.

The color expressed in hexadecimal.

The time in seconds that the light is on before it turns off (and a miss is recorded).

— The execution mode: this can be manual if you want to turn the light on and off at
will, or random if you want the light to appear after a randomly selected number of
seconds. An interval can be set for time selection.

— The location of the light; you can choose a fixed location on the screen determined by

coordinates on the Cartesian axis. As an alternative to this option a random position

on the screen can be chosen. To avoid obstructing the driver’s view while moving
through the world, you can choose quadrants of the screen where the light can appear.

3.3 Gaze Tracker

DRT helps isolate the impact of a secondary task on the driver’s attention. The various
sensors offered by the simulation (e.g., the crash sensor) help assess the impact of a
secondary task on driving. However, none of them can help us tell where the driver was
looking at. The Gaze tracker is a low-cost instrument that can record this information. It
monitors the user’s gaze using a camera. This is very valuable since it complements the
objective of the DRT tasks and helps to identify the driver’s attention during the tests.

For the development of the Gaze tracker we used the OpenCV library, which provides
a great amount of functionalities for the detection of elements and people in real time.
Thus, using the mechanism of the Haar Cascade Classifier, it is possible to identify objects
in images or videos, regardless of their location or size. In addition, this algorithm is very
fast, which makes it possible to detect elements in real time. Thus, with a pre-trained
Haar Cascade model and using the functionalities provided by OpenCYV, it is possible to
detect the driver’s movements in real time.

The gaze tracker attempts to continuously detect the face and eyes of the driver (see
Fig. 2), and records as loss of attention the moments in which detection is not possible.
This can occur, for example, when the driver is distracted by checking an application on
an external screen and takes his eyes off the windshield.

One of the goals of this work is to achieve a rapid and inexpensive prototyping and
testing environment, so that it is available to as many developers as possible. It should
be noted that it is not necessary to have a high-quality camera for proper operation. It is
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Fig. 2. Gaze recognition in real time

even possible, by means of mobile applications, to establish a connection between the
camera of a cell phone and the computer, thus effectively turning it into a webcam.

4 Evaluation

The goal of the evaluation was to assess whether the proposed test suite helps develop-
ers understand and interpret driver behavior in different automotive environments while
using an IVIS application. To do so, we used the testing suite to assess the impact of oper-
ating two different mobile applications while driving. This was done under the hypothesis
that more complex interfaces require a higher level of attention and engagement from
the driver, thus using the test suite should help us reach such conclusions.

The experiment was run with two different applications, with different levels of
complexity: Facebook and Google maps. The Facebook mobile app was chosen under
the hypothesis that it would result in a high cognitive load and source of distractions (as
it was not designed to be used while driving). In contrast, Google maps was expected
to be less demanding and suitable for in-car use. The working hypothesis is that using
Facebook would yield considerably higher distraction time and more DRT misses.

4.1 Evaluation Setting

Five subjects with an age range of 21 to 56 years (median = 24) participated in the
experiments. All subjects had a valid driver’s license, and none had visual or hearing
impairments.

Subjects seated in an ergonomic office seat in front of three adjacent 23-in. screens,
which served as car windshields. They controlled the simulation using a steering wheel
and pedals.
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A smartphone was placed at the height of the steering wheel so as not to obstruct
the driver’s view of the windshield, in a position that is common to many drivers. The
application under test was running on the phone.

The DRT light was displayed (turned on) for 2 s, in a random position, at random
intervals (between 1 and 3 s). The driver had to press the “R2” button on the steering
wheel as soon as he saw the light. In case of not pressing the button in time, the light
automatically disappeared, and a miss was recorded. In case the “R2” button was pressed
when the light was off, an error was recorded.

4.2 Tasks

Participants were asked to make a short tour of the city for 5 min, trying to respect all
traffic rules (stop at red lights, avoid colliding with other cars, always maintain control of
the car and stay in the corresponding lane). In addition, they were instructed on the tasks
to be performed with a mobile application while driving through the city. In addition,
while driving and using the app, they should respond to the DRT stimulus.

Participants were given a set of tasks to complete with each app. In the case of the
use of Facebook, participants should read and like 8 publications, and access a person’s
profile. In the use of Google Maps, the trip to a destination must be configured, an
intermediate stop must be added after starting the trip and finally an alternative route
must be selected.

Each participant performed 3 simulation rounds of 5 min each with each of the
applications (6 simulations in total). To avoid learning bias, the order in which the
different applications are presented was randomized.

All tests were conducted on the same day with a half-hour separation between users.
Before starting the tests, each driver was given 2 min to get used to operating the controls
in the simulation. The series of 6 rounds was conducted with a 5-min separation between
eachround, totaling a test load of 55 min (30 driving, 25 rest) per user session. Instructions
were repeated prior to each start of running an application.

At the end of each session, a survey was conducted based on the Driver Activity
Load Index (DALI), which is a method for measuring subjective user workload. The
DALI questionnaire consists of a 6-item Likert scale (0 to 5, low to high) on: global
attentional demand, visual, auditory, tactile demand, stress level, temporal pressure,
degree of secondary task interference over driving.

4.3 Results and Discussion

Figure 3 summarizes the observed results. The orange bar (upper bar) corresponds to
Google maps, whereas the blue bar (lower bat) corresponds to Facebook. The row labeled
“DRT miss” indicates the number of DRT stimuli that were not attended in time and
disappeared. The row labeled “DRT Error” reports the number of times the “R2” button
was pressed and there was no DRT stimulus (this is counted to prevent the driver from
constantly pressing the DRT button while the notification is not on the screen). The row
labeled “Distraction time” indicates the average time (in seconds) that the driver kept
his/her eyes off the simulation. For the calculation of this variable, the average of each
driver was obtained and then the results of all participants were averaged.
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Fig. 3. Average observations for DRT errors, DRT misses, and total distraction time

As expected, distraction time was twice as much for Facebook than for Google maps.
Similarly, DRT errors and misses were significantly more while using Face-book than
while using Google maps.
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Fig. 4. Average DRT errors, DRT misses, and TDT by age group, while using Facebook

We wondered whether the suite could help us find any differences between millennial
participants (that grew up using mobile apps) and Gen X participants (who adopted
mobile apps during adulthood). At the risk of a reduced validity of the results (given
the size of the sample), we partitioned results in two age groups: millennials (10 to
41 years old, to include both Gen Z and millennials) and Gen X (42 to 57 years old). We
present two graphs, one for Facebook (Fig. 4) and one for Google maps (Fig. 5). In both
graphs the lighter bar (upper bar) represents generation X, and the darker bar (lower bar)
represents millennials (including Gen Z).

Itis notable that millennials have longer total distraction time and more missed DRTs
but make fewer errors for both applications. Perhaps one explanation is related to the
persuasive power of applications in adolescents. This preliminary result may offer a hint
of an interesting question worth of further analysis with a larger user base.
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Fig. 5. Average DRT errors, DRT misses, and TDT by age group, while using Google Maps

All participants reported high levels of DALI for Facebook, particularly in terms
of degree of interference on driving. In addition, subjects in Gen X commented on the
difficulty of reading the application and loading interface elements.

These results indicate that the data collected with the three core elements of the testing
suite (the simulation environment, the DRT instrument, and the Gaze Tracker) offers an
indication of the impact of the IVIS app on the driver’s attention. Moreover, as expected,
the observed results match the expected results in the case of the two applications under
study. However, comprehensive studies (specially including more subjects) are required
to better assess the usefulness, and precision of the test suite.

5 Conclusions and Future Work

As development and distribution of IVIS become possible for any software developer,
the need for affordable methods and tools to test how these systems impact the driver’s
attention becomes more important. Testing tools based on simulated environments have
shown to be effective and low cost. We have built a low-cost testing suite that combines
a simulated driving environment, a DRT instrument, and a Gaze Tracker. Preliminary
experiments with the tool and with two applications whose impact on attention can
be easily assessed, show that the data obtained with the test suite matches what is
expected. The evaluation reported in this article is based on a small user sample and
aimed only to assess the direction and magnitude of the results. Future work will improve
evaluation with a larger user base and comparing against a more adequate and more
detailed baseline. Moreover, future evaluation will also cover the perspective of the
experimenter as well. This additional evaluation perspective will tell us whether the
suite is usable and useful for application developers.
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Abstract. Usability is the degree of ease of a product to be used, it is the quality
of the experience that a user has when interacting with a software product, deter-
mining the efficiency of the interface and the effectiveness of the tasks. Currently,
there is a lack of knowledge, lack of what and how to apply usability in specific
contexts, therefore, considering its importance, this paper shows the process of
building a usability guide for the design of interactive mobile applications in the
context of learning mathematics for children aged 6 and 7 years. For its construc-
tion was used the methodology of multi-cycle action research with bifurcation,
with which the conceptualization, construction, and validation of the usability
guide was performed. It was obtained that the guidelines and the guide to support
the use of these guidelines are complete, useful, and easy to use.

Keywords: Usability guidelines - Usability guide - Interactive mobile
applications

1 Introduction

For the last twenty years or so, computing has provided the world with countless general
and specific purpose computer systems to perform almost any task that a human must
carry out in his or her social, work, and even leisure context [1, 2]. The use of mobile
devices has considerably increased the use of software tools in different environments of
everyday life. In particular, the continuous advance of mobile technologies is leading to
a new generation of software tools, called mobile applications, which are those applica-
tions developed to be used on any mobile device. However, some of the success factors
of software applications have to do with: the ease with which users can interact with
them, the ease with which users can interact with them, and the ease with which they
can use them [1-3], the accessibility [4, 5], and the effectiveness in the performance of
tasks, among others. The existence or absence of these factors determines the success or
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failure of each of the developed systems, which is why, in the design of any computer
system, it is necessary to pay special attention to the elements that must contemplate
the interface [6]. But most mobile applications are difficult to use, inflexible, and not
robust [7]. In addition, it is necessary to have methodologies and tools that consider
specific usability elements for the development of applications used on mobile devices
[7]. Currently, there is a lack of knowledge, lack of what and how to apply usability in
specific contexts, therefore, considering its importance, this paper shows the process of
building a usability guide for the design of interactive mobile applications in the context
of learning mathematics for children aged 6 and 7 years, for which the methodology of
multicycle action research with bifurcation was used, with which the conceptualization,
construction, and validation of the usability guide was performed.

2 Related Works

In [8] guidelines for incorporating usability in Interactive Television (ITV) and evalua-
tion methods are defined. In [9] the usability recommendations to be considered in order
to improve student interaction with educational Web sites are mentioned. On the other
hand, in [10] guidelines were defined for the development of interactive educational
tools for psychomotor development in children. In [11] determines the elements, com-
ponents, and factors that are key when designing interactive interfaces for augmented
reality environments. In [12] best practices for usability in the design of the virtual learn-
ing environment interface are identified, similarly, in [13] systematizes the design and
development of M-Learning applications by defining design and development guide-
lines for mobile educational applications. In [14] defines principles and guidelines on
the design of 3D user interface applications. On the other hand, in [15] describes a study
of the principles and requirements of user interface design using mobile devices as a
tool for mobile learning purposes. At [16] a game for children was designed based on
the data obtained in surveys on the mathematics axis and color preferences. Similarly,
in [17] a mobile application was designed to support learning in the subject of Mexican
history, whose purpose was to be a form of didactic support for teachers who teach this
subject at the elementary school level.

3 Methodology

This work was developed following the multi-cycle action research methodology with
bifurcation [18], which is detailed below:

3.1 Conceptual Cycle

Considering that for this work children are the end users of the applications to be designed
with the usability guide, it was necessary to define their main characteristics and needs in
the context. For this purpose, the user-centered design (UCD) methodology was used as
a basis [19]. The UCD involves the user from the first steps of the development process
and the type of user determines the design, where the scope of dissemination, the age
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of the user, and the user’s needs must be determined. Thus, in order to identify the
characteristics and needs of children, it was necessary to conduct a survey with teachers
who teach mathematics, since they are the ones who directly know the needs that must be
solved through the applications that are developed using the usability guide. The chosen
age range of 6-7 years was due to the fact that the Colombian Ministry of Education
establishes that children of this age must be in the first grade of primary school and is in
the pre-operational stage, it is at this time where the child begins to develop its logical
and cognitive stage and understand the basic elements of the different areas of education,
this combined with its rapid adaptation to the technological world today makes children
have other options to learn faster and more agile the nature of the subjects [20] The survey
was conducted with a total of 23 first-grade teachers (grade in which the principles of
mathematics are taught and the children are on average between 6—7 years old).

Some of the most relevant results obtained from the survey were as follows:

e 70% of the teachers assure that the highest rate of the problem at the moment of
learning is covered by addition and subtraction, given that children do not know at
what moment to add and at what moment to subtract, in the same way, many times
they do not recognize numbers or find it difficult to count numbers of 2 digits or more,
so it can be determined that for applications the subject to be treated should be one of
these two topics.

e The most used and accepted method to make a better study environment is the use
of tangible media (60%), which contributes to knowing how to adapt this to the final
mobile prototype.

e 65% agreed that the final prototype to validate the usability guide should be oriented
to the development of a game, given that as they are children the best way to make
this type of operations arrive.

e 95% of the teachers felt that the use of mobile applications helps to learn and that it
can be a powerful tool to reach children.

e 60% of the teachers suggest that the application should have an activity that lasts
15 min on average and that it should include some process that helps the instruction
of the class.

e 60% of the teachers suggest that they should be logical thinking applications.

3.2 Methodological Cycle

The following steps were followed to define and adapt the guidelines:

Literature Review. First, an analysis of the literature on usability guidelines applied
to any context was made. A large number were found, mainly those defined by Nielsen
[21], where most of them are oriented to the design of web applications, which are
recommendations to take into account in applications without a specific context [22].
Despite the boom of mobile applications and their massive use, one of the pending
issues is the definition and classification of guidelines and appropriate metrics to ensure
usability in these applications, since they do not follow metrics, are not considered or
there is simply no way to guide their application [23]. From the literature analysis, a list
of general usability guidelines was obtained, the problem is that these are not focused
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on the mobile part, in addition, they were disorganized and in different sources, so it was
necessary to structure them and adapt them to the mobile part.

First Version of the Guide. In order to define the first version of the guide, the guidelines
analyzed from the literature and the study of the needs of the end user were taken into
account. This made it possible to define that mathematics topics and ages between 6-7
years old are characteristics that need to be supported in the definition of the guidelines.
As a mechanism to standardize the description of the guidelines, a brochure format was
designed, as shown in Table 1.

Table 1. Structure of the guidelines

ID 1
Name Thematic scope (MANDATORY)
Category Pedagogical strategies, content
Description Refers to the amount of information that will be displayed and taught to the user corresponding to

his/her age in the application (Data provided by the mathematics curriculum standards stipulated in
Colombia) [24] [25].
1.

Application To study the topics in which there are more needs or difficulties (MANDATORY).
steps 2. Consider the curricular standards of mathematics stipulated in Colombia
(MANDATORY).
3. Choose a maximum of two topics on which the app will focus, considering the previous
results and data (MANDATORY).
4. Emphasize the app on the selected topic to obtain positive results and not saturate the
child with too much information (MANDATORY).
Focus the application on a single topic, a maximum of two, to avoid the massive load of infor-
mation and divert the attention and progress of the child, according to interviews with teachers
specialized in the area, the most difficult topic for children between 6-7 years is the sum, create
interactive problems in the application of this topic, as shown in the image.
Example

=—Ppractica 1as &

o i

Table 2 shows a summary of the list of guidelines with the identifier and name of
each guideline and its source.

Classification According to Standard 9241-11 Usability

Once the guidelines were defined in their first version, the efficiency, effectiveness, and
satisfaction factors of the ISO 9241-11 standard were used as a classification tool, thus
obtaining a list of the guidelines that contribute to each of these factors. In order to
classify the guidelines, it was necessary to ground the above factors in the context in
which the guidelines are used, which is why they were redefined: Effectiveness: Degree
of precision with which the interactive mobile application allows supporting the learning
of mathematics (The sum) in children between 6-7 years old, in addition to generating
in children the need for the use of the application. Efficiency: Degree to which the inter-
active mobile application supports the learning of mathematics (The sum) in children
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Table 2. List of guidelines

ID Name Source
1 Visibility of system status [21, 24]
2 Correspondence between the system and the real world [21, 24]
3 Control and freedom for the user [21,24]
4 Consistency and standards [21, 24]
5 Error prevention [21, 24]
6 Recognize rather than remember [21, 24]
7 Flexibility and efficiency of use [21, 24]
8 Dialog aesthetics and minimalist design [21, 24]
9 Supporting users in error recognition, diagnosis, and recovery [21, 24]
10 Promoting access to the social environment [21, 24]
11 Provision of access to the natural environment [21, 24]
12 Provision of access to the document environment [25]

13 Management of attentional resources [25, 26]
14 Management of attentional resources [26]

15 Ease of learning [25]

16 Processing capacity [27]

17 Security [25]

18 Capacity (Storage and memory) [25, 28]
19 Performance [25,29]
20 General Guidelines [30, 31]
21 Tabs [32]

22 Slide menu [25]

23 Compatibility [25]

24 Icons [33, 34]
25 Characters and scenarios [35]

26 Information architecture evaluation [35]

27 User location [35]

28 Text justification [35]

29 Colors [21, 35]
30 Clean URLs [36]

31 Logo placement [36]

32 Neat and clean design [36]

(continued)
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Table 2. (continued)

ID Name Source
33 Content that looks like advertising [36]
34 Child-friendly interaction styles [35]
35 Thematic environment [37-39]
36 Realistic mathematics [37]
37 Interactivity [39, 40]
38 Think like a child Survey
39 Competitiveness Survey
40 Encourages creativity Survey
41 Thematic scope Survey
42 User needs [36]
43 Constant evaluation [36]
44 Code quality [36]
45 Mandatory fields [36]
46 Controller model-view architecture [36]
47 communication with device-specific aspects [36]
48 Publishing [25]
49 Proper use of white space [25]
50 Horizontal scrolling [36]

51 Style sheets for different formats [36]
52 Dynamic data validation [36]
53 Pop-up windows [36]
54 Examples in form fields [36]
55 Confirmation pages [36]
56 Broken links [36]

between 6 and 7 years old, taking advantage of the resources provided by mobile devices
(interactivity, sound, interaction capacity, simplicity, multi-functions, motivation, gami-
fication, processing, among others) to achieve its final objective. Satisfaction: The degree
to which a user of the interactive mobile application (child between 6—7 years old) has
positive attitudes, acceptability, or appreciation towards its use, in addition to the degree
of ease of use presented by users at the time of use.

Once the usability factors were defined and grounded in the context, a classification
was made according to the three factors as shown in the following table, in this work
only the classification for the effectiveness factor is shown, see Table 3.
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Table 3. Classification of guidelines considering effectiveness

Standard 9241-11 Effectiveness factor classification

1d Guideline name

1 Visibility of the system state

2 Correspondence between the system and the real world
3 Control and freedom for the user

9 Assisting users in diagnostic recognition and error recovery
11 Provision of access to the natural environment
14 Motivational resource management

15 Ease of learning

18 Ability

19 Performance

21 TABS

23 Compatibility

25 Characters and scenarios

29 Colors

34 Interaction styles suitable for children

36 Realistic mathematics

37 Interactivity

38 Think like a child

39 Competitiveness

40 Encourage creativity

42 User needs

43 Constant evaluation

57 Estimated time

Inclusion and Exclusion Criteria
Once the classification process was done and considering what was analyzed in the
literature, the usability standard, and the experience, inclusion and exclusion criteria
were created to filter and discard the guidelines that do not provide usability or do not
apply directly to the mobile context as for learning mathematics, the criteria are shown
below:

Criteria for inclusion of guidelines.

1. Does the guideline comply with the user-centered development?
2. Does the guideline provide functionality to the application?
3. Is the guideline adaptable to mobile design?
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Exclusion criteria for guidelines.
Does the guideline does not comply with user-centered development?
Does the guideline does not bring functionality to the application?

Is the guideline not adaptable to mobile design?

Applying the above criteria, the guidelines shown in Table 4 were discarded, which

shows the justification for their elimination.

Table 4. Guidelines that do not meet the criteria

1d Guideline name Guidelines that do not meet the criteria
Justification

12 Provision of access to the document Since it is an application for children, having

environment a lot of information would saturate the

application, which decreases satisfaction,
effectiveness and efficiency

19 Performance It is more focused on applications dedicated
to high server consumption

22 Slide Menu For our environment the slide menu is not
used, so this guideline does not provide
efficiency, effectiveness or satisfaction

26 Architecture evaluation This guideline applies more to web page
environments

27 User location The guideline applies more to website URLs

28 Justification text This guideline is more focused on
text-intensive applications

30 Clean URLs It contributes more to website design, not
mobile application design

31 Logo location It does not directly contribute to efficiency,
effectiveness, or satisfaction

32 Neat and clean design Focused for web pages, which consist of an
infrastructure that must be complied with, it
is not mobile oriented

33 Content that looks like advertising There will be no content that looks like
advertising

35 Thematic environment Joined with the characters and scenery
guideline

44 Code quality Who decides what methodology or what type

of coding will be the developer, so it does not
provide or cannot say how it is the right way

(continued)
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Table 4. (continued)

Id Guideline name Guidelines that do not meet the criteria
Justification
46 Architecture of model view controller | This part is more of a development

methodology than a guideline

49 Proper use of white space Mobile applications or games are not relevant
to handle white space, since they are more
compact applications

50 Horizontal displacement This guideline is intended for websites which
require vertical scrolling

51 Style sheets for different formats Applicable guidelines for web sites

54 Examples in form fields Since it is an application for children, it will
not have forms that are annoying or boring
for them

56 Broken links This guideline applies to websites

Once the entire process was completed, a second version of the guidelines was
obtained, with which a series of validations and refinements were made, which are
shown as part of the validation cycle.

3.3 Validation Cycle

To validate the second version of the guidelines obtained in the previous chapter, a series
of tests were generated, including a proof of concept, an evaluation with experts and a
case study.

Proof of Concept (PoC)

Objective of the proof of concept: to know the problems that may arise when using
the guidelines and to verify if the guidelines really contribute and guide the user when
designing an interactive mobile interface for learning mathematics in children between
6-7 years old. Context: it was decided to generate a series of mockups considering the
usability guidelines. This validation was carried out by the members of the research
team, who developed two prototypes. Execution: In the execution two prototypes were
developed, in the development of prototype A was invested between 2 to 3 h and for
the development of prototype B, 1 h. Some shortcomings were found in this process.
In order to analyze and solve these shortcomings, a meeting was held with the team
involved, which resulted in the following considerations:

e The material lacks ease of use since there are no guidelines to indicate the order of
the guidelines or where to start using them.

e Some guidelines could complement each other, since there are some that were similar
and therefore there is a repetition of information
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Results of the Concept Test: From this test, the first measure obtained was the need to
create a support guide for the management of the guidelines, which provides a series of
steps and recommendations on how to apply the guidelines, for which it was considered
that the guide should have a flow chart that would also support the management of the
guidelines, in order to facilitate their use and provide a step-by-step textual and visual
aid. In addition, the concept-to test identified the need to factor and refine the guidelines
in order to solve the problem of repetition of information.

Expert Evaluation

The expert evaluation was carried out in order to obtain input, opinions and different
points of view from experts in the area of usability to serve as a refinement mechanism
and thus have a stable and reliable improved version. Objective: To validate with usability
experts the completeness, suitability, ease of use and ease of learning of the guidelines
and the guide. Context: The validation was carried out by means of questions addressed
to six usability experts, in order to listen to suggestions that could be considered in
subsequent versions of the guidelines. 66.7% of the experts have more than 5 years of
experience in usability and 33.3% have between 3-5 years of experience. The survey
was based on the Likert scale [41], and the questions were categorized according to the
following variables: completeness, suitability, ease of use, ease of learning. Each of the
experts was given the user’s guide, the flow of use and the compendium of guidelines,
as well as the link to the survey for validation. The results obtained from the expert
evaluation are summarized in the following conclusions.

4 Conclusions

e According to the perception of the experts, it can be stated that more than 80% of the
respondents agree that the guidelines have the necessary elements to be easy to learn.

e According to the perception of the experts, it can be concluded that the guidelines do
not contain the necessary elements to affirm that they are easy to use, given that more
than 50% neither agree nor disagree.

e According to the perception of the experts, it can be concluded that the guidelines
contain the necessary elements to affirm that they are complete, since more than 80%
of the respondents agree.

e According to the perception of the experts, it can be concluded that the guidelines
do not contain the necessary elements to affirm that they are suitable, given that only
50% of the respondents agree with this statement.

e According to the perception of the experts it can be concluded that the guidelines
contain the necessary elements to affirm that they are easy to learn, given that more
than 80% of the respondents agree with this statement.

e According to the perception of the experts, it can be concluded that the guide contains
the necessary elements to affirm that it is complete, given that more than 80% of the
respondents agree.

e The guide contributes optimally and positively to the ease of use of the guidelines,
but there are also points to improve, such as the organization to provide a better
experience.
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e The evaluation and interaction with experts in usability helped to positively improve
the design of these, since they provided points of view that had not been considered,
this experience provides greater feedback and improvement because the experts were
willing to collaborate in different aspects.

According to the results and opinions of the experts, the following changes were
made:

e Guideline No. 42 is merged with guideline No. 25, since they complement each other,
thus making No. 25 complete.

e Guideline N°34 is eliminated, since it was repetitive with guideline N°38, which is
more complete.

e Guideline N°41 thematic scope is reformed, since its structure was poorly focused
and was more a definition of the context to be addressed than a guideline on how to
define the thematic scope.

e A correction was made in the way the guidelines were written, most of the descriptions
were changed since they were not very complete and clear.

e The application steps of the guidelines were completely reformed since it was one of
the major shortcomings of the list of guidelines, they were organized by numbers to
facilitate their application according to how they are listed.

e The steps that were mandatory and those that could be optional were placed, and their
wording was improved since observations were made on the content of the description
of the step.

e The guidelines were ordered with their id according to the proposed guide for their
use in this way they are ordered and easier to use.

e The guidelines were classified into mandatory and alternative guidelines in order to
provide flexibility in their use.

e The examples were adjusted to the specific context proposed, described in more detail
and thus provide better guidance to the developer.

e The guide was supplemented so that each heading of the guideline explained in a
general way about its content. In addition, the structure of the guide was organized
by steps for a better description.

According to the results and changes considered in the expert evaluation, version
three of the guidelines and its respective guide was generated. In addition, it was decided
that in order to facilitate the use and understanding of the guidelines, a light version will
be created, which only has the id, name and description of the guideline, so that there is
a simple, more reduced, easy to use and understand version.

Case Study
The usability guidelines and their application guide were tested in the development of a
case study, which allowed us to inquire their applicability.

Case Study Question: Based on the research question of the project, it was necessary to
evaluate the applicability of the guidelines to ensure usability in the design of interactive
mobile applications for learning mathematics in children between 6 and 7 years old.
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Therefore, the question for the defined case study was: is the support for the design
of interactive mobile applications for learning mathematics in children between 6 and
7 years old, through the application of the usability guidelines and its respective guide,
useful, easy to use and complete? Objective of the case study: The objective of the case
study was to verify that both the usability guidelines and the guide for their use were
useful, easy to use and complete for the context they were developed. Selection of the case
study: The practice of process definition, observation and execution of the case study is
developed by the researchers, which consisted of evaluating the usefulness, ease of use
and completeness of the proposal. The primary source of information is those responsible
for applying the guidelines with the interest of ensuring usability in the final product,
the case study is holistic type considering a unit of analysis with a research subject,
the activity of using the guidelines and its guide was selected to emulate a real case in
the development of mobile applications. Context of the case study: The development
of the case study was conducted with a group of 15 students in their last semester of
the systems engineering program at the Corporacién Universitaria COMFACAUCA -
Unicomfacauca. It is important to emphasize that the group that participated in the
case study were students taking the elective in human computer interaction. Planning
of activities: Table 5 shows a summary of the activities designed for the development
of the case study and specifies the planned duration of the activities and the support
instruments that were used for their development.

Table 5. Case study planning

Activity Resources Time
Introduction of the project and the Power-Point Presentation 15 min
practice to be performed

Contextualization on the use of the Power-Point Presentation 20 min
guidelines and their respective support

provided by the guide

Questions and comments 10 min
Rest 20 min
Case study development Case study execution guide document, 2 horas

requirements document, usability
guidelines, mockup development sheets

Survey application Physical survey 20 min

Evaluation Instrument: For the evaluation of the case study different instruments were
used, which are presented below:

e Survey: Establishes a communication between the researchers and the study subjects
in order to obtain data in writing and thus know the states of opinion, characteristics
or specific facts, which are related to the case study.
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e Prototypes: Specification in mockups of the functionality of the outcome of the case
study.

Observation Protocol: Through this method, an attempt was made to establish a con-
crete and intensive relationship between the researchers and the case study participants.
This protocol allowed the collection of data and information through observation pre-
sented in the case study. Indicators and metrics: in order to objectively evaluate the case
study and answer the question formulated, it was necessary to define a set of metrics and
indicators, which are described in Table 6 below.

Table 6. Indicators and metrics

Case study question Indicator Metrics Instrument
Is the support for the design of | Utility The perception of usefulness of | Survey
interactive mobile applications the guidelines and their guide
for mathematics learning in for the design of interactive
children between 6 and 7 years mobile applications for
old, through the application of learning mathematics in
the usability guidelines and children between 6 and 7 years
their respective guide, useful, old, by the group of students
easy to use and complete? Ease of use | The perception of the ease of | Survey
use of the guidelines and their
guide for the design of

interactive mobile applications
for learning mathematics in
children between 6 and 7 years
old, by the group of students

Completeness | Perception of completeness of | Survey
the guidelines and their
guidance for the design of
interactive mobile applications
for mathematics learning in
children between 6 and 7 years
old, by the group of students

The detailed description of the indicators and how they are calculated through the
identified metrics is as follows:

Usefulness: This is defined as the degree of usefulness that a person perceives of the
guidelines and the defined guide. This variable represents a useful perceptual judgment
of the proposal. The guidelines that have been established to determine usefulness are:

e The average degree of usefulness of the guidelines and the guide obtained from the
students’ perception that is between 1 and 5 (5 being the highest degree of usefulness)
must be equal to or higher than 80%
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Ease of Use: 1T is defined as the degree of ease with which the person can understand
the guidelines with their respective guide, this represents a judgment of perception of the
effort required to understand what is proposed. The guidelines that have been established
to determine the ease of use are:

e The average degree of Ease of use of the guidelines and the guide obtained from the
students’ perception that is between 1 and 5 (5 being the highest degree of ease of
use) must be equal to or higher than 80%.

Completeness: This is defined as the degree to which a person perceives that the guide-
lines and their respective guide contain the necessary elements to be described. The
guidelines that have been established to determine ease of use are:

e The average degree of completeness of the guidelines and the guide obtained from
the students’ perception that is between 1 and 5 (5 being the highest degree of
completeness) must be equal to or higher than 80%.

Execution of the Case Study: For the execution of the case study, it was decided to apply
the usability guidelines and their respective guide individually, while a group of student’s
design mobile interfaces for learning mathematics, in order to analyze the pros and cons
found by the end users in the guidelines. The students were asked to make a prototype
with the necessary interfaces to meet a specific requirement, which was the following:
“A school located in the city of Popaydn, is looking for a group of developers in order to
make a mobile application that provides support or help for math class, since it is one
of the classes in which there is some difficulty in learning in students, teachers say that
the difficulties occur in addition and subtraction so the application will be focused on
these issues, the application seeks to motivate and encourage students for their progress
in the app, teaching in a fun, didactic and creative way, the interface should be friendly
and simple since this will be directed to children of 6 and 7 years old which have basic
knowledge in reading and identification of numbers, the school wants to know the idea
of the developers before selecting a final development so it is requested to make the
Mockups corresponding to the app that will be offered to the institution”.

The development of the case study was carried out according to plan, but it is
important to highlight that the time of some of the activities was exceeded.
Conclusions of the case study:

e According to the perception of the students it can be concluded that 86% agreed on
the usefulness of the guidelines in the activity.

e According to the perception of the students 86% agreed on the completeness of the
guidelines, therefore, it is affirmed that the guidelines are complete.

e According to the students’ perception, 92% approve of the ease of use of the guidelines,
largely because of the examples stipulated in the format, since these give a clearer
vision of what is intended to be understood and expressed with the guidelines.

e According to the perception of the students, it can be concluded that 96% agreed with
the usefulness of the guide, since it complements the list of guidelines.
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e According to the perception of the students, 86% agreed with the completeness of
the guide since it facilitates the understanding and gives a brief description of the
guidelines, therefore the application and justification of the order of the guidelines is
understood.

e According to the perception of the students, more than 96% agreed with the ease of
use of the guide since it provided the guidelines, steps to follow and the terms used
in the guide were adequate.

e It can be concluded that the purpose of the guidelines is fulfilled given that despite
the fact that each of the attendees had a different idea, the usability guidelines were
applied in the same way in their Mockups.

e From the development of the case study a positive response was obtained from the
students, they were satisfied with the use of the guidelines in the development of their
Mockups, there were no problems and they felt correctly instructed by the guide,
finally, they stated that the guidelines really provide a support to develop interactive
mobile applications with usability elements, in the learning of children between 6 and
7 years old.

e [t was noted that the students did not necessarily read all the information to understand
and apply the guidelines; in some cases, they only relied on the examples to understand
them.

e It was noted that the graphic that contains the guide to explain how to use the guidelines
was omitted in the development of the activity.

e Some students were confused at the beginning of the activity because they thought
that the guidelines provided the idea to be developed, when in fact the objective of
the guidelines is to guide an idea with concepts that provide usability.

From the results and opinions of the students, the following changes were made:

e Guideline N°10 lacks an example to better understand its application.

e Guideline N°4 has an example, but it does not have a guiding image alluding to what
is being said.

e [t was suggested to change the name of step 2 of the guide (refine) to a synonym or a
more technical term.

Conclusions

This paper presents the process of construction of usability guidelines for the design
of interfaces in interactive mobile applications in the context of mathematics learning
in children between 67 years old, which were built from a constant validation that
was performed in several phases, the first was to check if the content of the guidelines
were framed in the concept of usability proposed by the categories of the ISO 9241-11
standard, In the next phase, a proof of concept was evaluated, which allowed to analyze
missing elements when applying the guidelines and difficulties that arose in this process,
which generated a new version of the guidelines and the creation of a guide to help with
the use of these guidelines to generate an order of application, With these elements
in a third phase, their completeness, suitability, ease of use and ease of learning were
evaluated by usability experts, who gave their points of view and it was obtained that
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the guidelines were easy to learn, complete, but they were difficult to use and suitable
in the context, on the other hand, the guide contains what is necessary to be easy to
use, complete and easy to learn, With these results the guide and the guidelines were
refined, which were finally validated through a case study, which sought to analyze their
usefulness, ease of use and completeness through the development of a prototype of an
interactive mobile application, developed by a group of students using this proposal,
where it was obtained that the guidelines are complete, useful and easy to use on the
other hand the guide is also easy to use, useful and complete.
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Abstract. Collaborative work focuses on the interaction between a group of par-
ticipants and the corresponding search to achieve a better-shared understanding
of a problem, while they perform common tasks cooperating towards the achieve-
ment of the same objective. In this search for shared understanding, the differences
in the experiences, knowledge, and other characteristics of the participants, make
it complex to consider all opinions, points of view and also, that everyone under-
stands and agrees with the topic of the activity and with the central idea of what is
going to be solved. While trying to tackle these problematics, we defined THUN-
DERS, a process for building shared understanding in problem-solving activities.
This work presents THUNDERS process as well as the quality validation of its pro-
cess model SPEM 2.0, and an experiment with which its viability and usefulness
was validated. The THUNDERS process enables to design, execute, and verify
collaborative activities by using a set of phases, activities, tasks, work products,
roles, and workflows in a planned way. The multi-cycle action-research methodol-
ogy with bifurcation was used in the construction of the process. According to the
results of the validations, it can be said that THUNDERS is feasible and useful for
the building of shared understanding. However, some aspects to be improved were
identified, such as the cognitive overload generated by its use and some elements
of its formalization in SPEM; likewise, the need to incorporate mechanisms to
monitor and assist the permanence of understanding throughout the execution of
the activity was identified.

Keywords: Computer supported collaborative work - Shared understanding -
Problem-solving activity - Validation process

1 Introduction

The collaborative work (CW) according to [1] is “a web of coordinated actions, per-
formed by the participants to achieve a joint outcome”. In this sense, the interaction
will allow true collaborative work to arise, and this will encourage the efforts of the
group members to bear fruit, facilitating the success of each member to achieve the
common goal [2]. This is where the importance of a quality dialogue (active listening
and participation) is essential for the interaction in order to encourage understanding
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among the participants and therefore, the collaborative work [3]. This dialogue must go
beyond by simply exchanging meanings since a true dialogue promotes active listen-
ing skills (listening carefully to others and giving feedback), generate empathy, that is,
put yourself in somebody else’s place, be motivated, understand and inquire on what is
being communicated, respond with the appropriate words, understand and make others
understand what to do and how to apply the topic of the activity [4].

One way to achieve this quality dialogue, is to seek the achievement of shared under-
standing among the participants of the collaborative activity, that is, to achieve a stage
in which people concur on topics, the interpretation of the concepts, so that the group
members may share a perspective (mutual agreement) or act in a coordinated manner
[5]. The shared understanding is a cognitive process, which is known that its existence
in the collaborative work process among all involved actors it is one requirement for
its successful implementation [6, 7]. Also, this is a collective way of organizing the
relevant knowledge and might have a significant impact on the ability of teams in order
to coordinate work by improving its implementation and increase the team members’
motivation [8]. However, it can be difficult to achieve, because, in this dialogue among
the participants, there are either lack of experience or different experiences, differences
in knowledge, variety of contexts, and the actors’ language [9]. In addition, the complex-
ity of considering all opinions, points of view, and also, that everyone understands and
agrees with the topic of the activity and with the main idea of what is going to be solved
[10]. For these reasons, this paper presents THUNDERS (collaboraTive work through
sHared UNDErstanding in pRoblems-solving activitieS) process definition as well as
the quality validation of its process model SPEM 2.0 [11] by using the AVISPA visual
analysis method [12]. Furthermore, an experiment is shown where both its viability and
usefulness are validated. The THUNDERS process enables to design, execute, and verify
collaborative activities by using a set of phases, activities, tasks, work products, roles,
and workflows in a planned way. The multi-cycle action-research methodology with
bifurcation [13] was used in the construction of the process. According to the results of
the validations, it can be said that THUNDERS is feasible and useful for the building of
shared understanding. However, some aspects to improve were identified, such as: the
cognitive overload generated by its use and some elements of its formalization in SPEM;
likewise, the need to incorporate mechanisms to monitor and assist the permanence of
understanding throughout the execution of the activity was identified.

This paper is structured as follows: Sect. 2 contains related works. Section 3 contains
the methodology to define the process proposal. Section 4 has conclusions and future
work.

2 Related Works

2.1 Shared Understanding

Mostresearch have focused on the shared understanding measurement, but not on how we
can construct it [14, 15]. Below, some research about shared understanding measurement
are presented: Smart [16] used a cultural model, where the nodes of the model represent
concepts and their links reflect the ideas of each group member. Similarly, Rosenman
et al. [17] worked with interprofessional emergency medical teams, where they measure
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the shared understanding through team perception and a team leader effectiveness mea-
surement. On the other hand, White et al. [18], describe a range of techniques, the use
of concept maps, relational diagrams, and word association tests by adopting them for
specific application contexts that might obtain measurements of understanding so they
may be compared across multiple individuals. Sieck, et al. [19] determined that the simi-
larity of mental models might provide a shared understanding measurement. Bates et al.
[20] developed and validated the Patient-Knowledge-Assessment tool questionnaire that
measured a shared clinical understanding of pediatric cardiology patients.

2.2 Shared Understanding in Empirical Studies

As part of the developed work in [21], an empirical study is shown where both group
learning and shared understanding are explored in a globally distributed engineering
team. In [22], has the purpose to research the role that plays an organizational structure
with communication responsibilities and a Knowledge Management practice, in the
shared understanding of the requirements in Global Software Development. A controlled
experiment was conducted in an academic setting where it revealed that this kind of
organizational structure helps improve the shared understanding. In [23], it is addressed
how the distribution of the team influences the success of projects by using a shared
understanding approach, and an empirical study is carried out in a software product
development company. Dossick et al. in [24], show the first findings of an empirical
study that seeks to explore the use of Photo Elicitation techniques in combination with
Ethnography to assess the amount of shared understanding in multidisciplinary teams
working on a building design project. An experiment with students and a pilot field
study with practitioners using a content validity survey instrument to measure shared
understanding in the IT business are shown in [25].

Previous works show different methods for measuring shared understanding and
empirical studies that explore its achievement, but none is related to build it in collabo-
rative activities, in such a way that they do not guide its materialization. That is why in
this work, the proposed process supports this construction.

3 Methodology

The research shown in this paper was developed following the multi-cycle action-
research methodology with bifurcation [13]. This methodology allows to management
and development of research projects based on various research cycles that address
different problems that arise throughout the development of the project:

3.1 Conceptual Cycle

This cycle consisted of a conceptual analysis, where the problem is initially identified,
determining that one of the main collaborative work problems is that collaboration
success is hard to achieve [26]. At the same time, Rummel and Spada [27] argue that
collaboration does not occur as easily as it may be expected. Therefore, there is a need to
find a way to promote it. According to this, a review and literature analysis was carried
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out, which is briefly shown in this paper. The review was aimed to identify the existing
elements in the literature that could be included in the THUNDERS process definition.
In addition to keeping in mind the needs of the context of collaborative problem-solving
activities, computer-supported collaborative work, and heterogeneous groups.

Literature Review. The review sought to characterize and identify the different existing
approaches (process, activities, phases or steps, techniques, and strategies) that allowed
the THUNDERS definition according to the literature.

The literature review work was addressed through the next research questions:

e What approaches have been used to execute computer-supported collaborative work?
e Do the approaches consider the shared understanding construction in their definitions?
e Do the approaches use any formal measurements to validate shared understanding?

The data sources that were used for literature review development are: IEEE Com-
puter Society Digital Library and Scopus. In the search strategy, the keywords were iden-
tified with their respective synonyms, and through the combination of these keywords
and their association, the search string was developed.

To make the study selection, a set of inclusion and exclusion criteria that allowed us to
verify their quality and guarantee that they were studies related to the computer-supported
collaborative work were defined.

Then, the identification and selection of the primary studies were based on two main
steps:

Step 1: Consisted of applying on each of the data sources the search string; in this way,
we obtained for IEEE = 10 papers and for Scopus 263 papers. In this step, we also
carried out a debugging process of the recovered studies, which consisted of identifying
the studies that were repeated and others that we consider as useless.

Step 2: In order to reduce the application subjectivity of the inclusion and exclusion
criteria, several researchers participated in this step (Two from the Universidad de 1a Plata
and one from the Universidad del Cauca). In the first iteration of this step, the criteria
application was done by reading the paper title, abstract, keywords, and conclusions. In
this process, each researcher reads these sections, and in the end, a meeting where each
researcher presented their results was held, and in those papers that did not have the same
classification to include or exclude it, the reasons for the made decision were presented,
and later among all the participants, a consensus was reached. As a first iteration result,
30 papers were gathered as possible primary studies. In the second iteration, the criteria
were applied by reading the full content of those 30 papers. In this iteration, the same
review dynamic was maintained by the authors as in the first iteration, and as the result
was obtained a set of 12 papers were classified as primary studies.

From all this process, it was evidenced that in most of the found literature there is no
complete approach that ranges from the design of the activity to the complete verification
of compliance with it. In addition to not considering shared understanding, as a strategy
to improve collaboration, an aspect that will be considered in this work, is what and how
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to achieve it. With these 12 primary papers, it was possible to identify elements that
served as the basis for the creation of the THUNDERS process here proposed.

3.2 Methodological Cycle

According to Bittner and Leimeister [28], it is determined that little is known about what
leads to shared understanding, besides that the actors need guidance on how to evoke
processes deliberately and repeatedly to achieve it. Considering the above, this work
defines a process that can determine how to achieve a shared understanding. In this sense,
this cycle consisted of the THUNDERS definition, where initially the components that
would be part of the process were identified, starting from the analysis of the information
previously obtained in the literature review. After this identification, a definition was
made out of all the components that would make up the process, those obtained from
the review and those that should be created- This, in order to create the initial version of
THUNDERS, with phases, activities, tasks, steps, and work products that will allow to
execute a collaborative work in problem solving activities seeking to achieve a shared
understanding.

For this, this work is based on the concept of software process to determine the
outcome of this research, a definition that refers to a sequence of steps arranged with
some kind of logic that focuses on achieving some specific results [29]. With this, it is
determined that the process obtained will be defined at a conceptual level, which will
be an ordered set of methods and activities, tasks, practices, guidelines, strategies, rules,
steps, roles, inputs, and outputs.

In order to define this THUNDERS process, the collaboration engineering design
approach is followed [30], which addresses the challenge of designing and deploying
collaborative work practices for high-value recurring tasks and transferring them to prac-
titioners to execute them by themselves without the ongoing support from a professional
expert in collaboration [31]. To model THUNDERS, it is used SPEM 2.0 meta-molding
(Software Process Engineering Meta-Model) [11]. The process concept will determine
the context on which this research will be worked. This refers to small and heterogeneous
groups, in addition to applying the process in problem-solving activities.

From this point of view, the objective is to address this challenge by providing a
structured collaboration process based on theory-grounded-design guidelines that can
be used to support heterogeneous groups to develop a shared understanding of a task.
With this, it is intended to contribute to making the construction of shared understanding
more predictable and manageable.

Process Formalization. According to the THUNDERS process, the computer-
supported collaborative work is divided into 3 phases, Pre-Process, Process, and Post-
Process, which were taken from Collazos’ work [32], these phases were updated and
adapted to collaborative work. The first Pre-Process phase begins with the specific design
of the activity and the necessary elements to be carried out; in the Process phase, the
collaboration activity is executed in order to achieve the objectives based on the interac-
tion among group members and with necessary resources. In the end of the activity, in
the Post-Process phase, the activity leader (the person in charge of guiding the activity)
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performs an individual and collective review to verify the achievement of the proposed
objectives and the problem that was solved in the activity.

Pre-Process Phase. Each activity was assigned its respective description and workflow
to achieve its objective. The following Table 1 shows the process elements of the Pre-
process phase as activities, tasks, roles, and work products of inputs and outputs.

Table 1. Process elements of the Pre-Process phase

Activity Role Tasks Inputs Outputs
Define the Information | Determine - Grouping
population collector grouping characteristics to
characteristics be considered
Apply Grouping Results of
characterization | characteristics to | analyzed
mechanisms be considered characteristics in
the participants
Define Information | Define prior Grouping List of previous
pre-conditions for | collector knowledge characteristics to | knowledge
group members be considered
Analyze the prior | List of List of participants
knowledge participants with their previous
List of previous knowledge
knowledge
Design the roles | Activity Determine the - List of roles to use
designer roles of the
groups
Define List of roles to Responsibilities
responsibilities use for each role
for each role
Assign roles to List of List of each
each participant | participants participant with
their respective
role
Decisions on the | Activity Define the List of each Groups’
members designer groups’ participant with | information
grouping information their respective

role

Selection and
distribution of the
groups

List of each
participant with
their respective
role

List of each group
with its respective
participants

(continued)
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Table 1. (continued)

Activity Role Tasks Inputs Outputs
Responsibilities
for each role
Determine and Activity Determine the List of each group | Activity topic with
design designer topic of the with its respective | its information
problem-solving activity participants
activity Determine the Activity topic Activity problem
problem of the with its with its
activity information information
Define activity Activity topic Activity
information with its information
information
Activity problem
with its
information
Structure the Activity Specific tasks with
tasks to be information their respective
executed information
Define the Activity Specify the Specific tasks List of objectives
objectives coordinator | activity objectives | with their to be achieved in
respective the activity
information
Design a List of objectives | Verification
verification to be achieved in | method of the
method of the activity objectives
compliance
Define success Activity Define List of objectives | List of activity
criteria coordinator conditions, to be achieved in | success criteria
requirements or | the activity
expected results
Design a List of objectives | A mechanism to
verification to be achieved in | verify compliance
mechanism of the activity with the success
compliance List of activity criteria
success criteria
Specify activity Activity Define activity Activity problem | List of activity
rules coordinator | restrictions with its rules
information

(continued)
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Table 1. (continued)

75

Activity Role Tasks Inputs Outputs
List of objectives
to be achieved in
the activity
Design the List of activity Rules verification
follow-up rules mechanism
verification
Selection and/or | Activity Select the activity | Activity problem | List of resources
design of designer resources with its to use in the
materials information activity
Design the List of resources | Designed
resources to use | to use in the resources to be
activity used
Design the List of resources | Specification of
resource to use in the the resource
distribution activity distribution
strategy List of each strategy
participant with
their respective
role
Design the Activity Define activity Specific tasks List of criteria for
verification designer completion with their the completion of
method of criteria respective the activity
problem-solving information
List of objectives
to be achieved in
the activity
Define Activity problem | List of verification
compliance with its criteria for
criteria of the information problem solution
problem
Design a List of criteria for | A mechanism to

mechanism to
verify completion
of the activity

the completion of
the activity

verify the
completion of the
activity

Design a
mechanism to
verify the
solution of the
problem

List of
verification
criteria for
problem solution

A mechanism to
verify the solution
of the problem
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Process Phase. This phase is where the collaborative work interactions take place and
obtains shared understanding through different strategies. The following Table 2 shows
the process elements of the Process phase.

Table 2. Information about the process activities

Activity Role Tasks Inputs Outputs
Organization Activity Describe the activity | Activity -
organizer information
Group formation List of each -
group with the
respective
participants
Assignment roles List of each -
participant with
the respective
role
Material distribution | List of resources |—
to use in the
activity
Specification of
the resource
distribution
strategy
Shared Participants | Tacit Activity problem | Individual
Understanding Pre-Understanding | with its understandings
information
Activity Individual
information questions about
the activity
The construction Individual Individual
understandings | questions or
disagreements
about others’
understandings
The Collaborative Individual Clarification of
Construction questions or individual
disagreements questions
about otherAs Classification of
understandings | i, dividual

questions into
conflictive and
non-conflictive

(continued)
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Table 2. (continued)

Activity Role Tasks Inputs Outputs
The Constructive Clarification of | Group’s
Conflict individual understandings
questions
Collaborative Participants | Start the Group’s -
activity collaborative activity | understandings
Selection of the Activity problem | The chosen
solution to with its solution to the
implement information problem
Implement the The chosen Step by step of the
solution solution to the implemented
problem solution

Verify the solution | Step by step of | The solution
the implemented | applied in a

solution scenario of the
problem to be
solved
Collaborative Participants | Concept artifact Step by step of | Concept artifact
knowledge creation the implemented | created by group
building solution

Questions about
the conceptual
artifact

Debates generation | Questions about | Concept artifact
the conceptual with adjustments
artifact

Presentation of the | Concept artifact |-
artifact with adjustments

Considering the importance of the Shared Understanding activity, the tasks and steps
that are part of its definition are detailed below. This activity seeks to have the group
members agree on what the problem is in the collaborative activity; they must understand
it before starting its development, this activity is formed by the Tacit Pre Understanding
task which is, the people’s ability to understand individual representations when they
make use of them [33], The Construction task happens when one of the group members
inserts meaning by describing the problematic situation and deals with it, hereby tuning in
fellow teammates. These fellow teammates are actively listening and trying to grasp the
given explanation [34], the Collaborative Construction task is a mutual task of building
meaning by refining, building or modifying the original explanation [35], and finally, the
Constructive Conflict task, which is where the differences of interpretation among the
group members are treated through arguments and clarifications [5]. Considering these
tasks, it is defined for each a series of steps that will allow to achieve the objectives (See
Table 3).
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Table 3. Steps of each task of the shared understanding activity

Task

Steps

Description

Tacit Pre-Understanding

1: Appropriation — Tacit
Knowledge

Read the task individually

2: Express — Explicit
Knowledge

Members write what they
understood

3: Clarify
Pre-Understanding

Each member writes questions

Construction

4: Construction of meaning

Share their individual
understanding

5: Listening to others

Listen to others’ understanding

6: Understanding others

Write the questions or
disagreements about what you
hear from others

Collaborative Construction

7: Clarifying different
understandings

Each member asks clarification
questions

8: Identifying conflicts

Classify their own questions in
conflicting and non-conflicting

Constructive Conflict

9: Solving conflicts

Discuss conflict differences until
everyone agrees

10: Group voting

Voting to agree with the shared
description

11: Expressing the shared
understanding

The group writes a new
understanding where everyone
agrees

Post-Process Phase. The phase seeks to verify that the objectives proposed in the activity
were achieved and if the problem was solved, in addition to verifying the participants’
performance. The following Table 4 shows the process elements of the Post-Process
phase.
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Table 4. Information about the Post-Process activities

Activity Role Tasks Inputs Outputs
Review the Activity Measure each List of activity List of
success criteria leader success criterion | success criteria accomplished
List of criteria
verification
criteria for
problem solution
A mechanism to | List of
verify compliance | unaccomplished
with the success | criteria
criteria
A mechanism to
verify the solution
of the problem
Analysis of List of Actions to fulfill
possible accomplished the missing
compliance with | criteria criteria
the criteria List of
unaccomplished
criteria
Verify compliance | Activity Evaluate the List of criteria for | List of achieved
with the problem | leader achievement of the completion of | objectives
objectives the activity List of
unaccomplished
objectives

A mechanism to
verify the

Actions to fulfill
the missing

completion of the | objectives
activity
Evaluate the List of Criteria list of the
problem verification solution of the
resolution criteria for fulfilled problem
problem solution
A mechanism to | Criteria list of the
verify the solution | solution of the
of the problem unfulfilled
problem
Step by step of Actions to solve
the implemented | the problem
solution properly

(continued)
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Table 4. (continued)

Activity Role Tasks Inputs Outputs
Do performance | Activity Evaluate The solution Analysis of
evaluation leader individual applied in a individual’s
performance scenario of the performances
problem to be
solved
Concept artifact
with adjustments
Evaluate group The solution Analysis of
performance applied in a group’s
scenario of the performances
problem to be
solved
Concept artifact
with adjustments
End the Activity Give feedback on | — Information on
collaborative coordinator | the activity the results
activity obtained in the
activity
Close the activity | Information on Lessons learned
the results from the
obtained in the participants
activity

3.3 Evaluation Cycle

This cycle consisted of the evaluation of THUNDERS. This evaluation was divided
into two parts, initially the quality of its SPEM 2.0 specification was validated using
AVISPA, identifying some errors in the definition and formalization of the model, which
were discussed and analyzed to determine the solutions that were incorporated from its
design and formalization, after applying these improvements, it was inquired about
the feasibility and utility of the proposed initial process for the shared understanding
construction, through an experiment. It is important to clarify that before these two
evaluations; the process was subjected to several reviews in which two members of the
IDIS research group of the Universidad del Cauca and a member of the GIS group of
the Universidad de la Matanza participated. Also, we created a focus group with two
experts on group work and collaboration engineering to review the process, before they
should be implemented in practice. The experiment is presented in a summary way in
the following sections.

Validation of the THUNDERS Specification
In order to have a more reliable and valid version from the viewpoint of the formaliza-
tion in SPEM 2.0 of THUNDERS process model, before its experimentation, an initial
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assessment was executed where AVISPA-Method (Incremental method for visual analy-
sis of process models) was used [12], which allows the assessment of the process models
at a lower cost than its assessment in the real application. AVISPA-Method uses a tool
for the analysis and Visualization for a Software Process Assessment called AVISPA
[36] and defines the following set of activities to guide the assessment: a) To design the
process model: a process model version (SPEM version) is designed and formalized. b)
To export the process model: the process model SPEM version is exported to an XML
version. ¢) To examine the process with AVISPA-Method: the process model (XML ver-
sion) is loaded in the AVISPA tool. In each of the views generated in AVISPA and with
the help of error patterns [12], potential problems, and opportunities for model improve-
ment are identified and located. d) Analysis and results report: the identified problems
in the process model are reviewed and discussed. This analysis requires reviewing the
process model in its original format (SPEM version). In the end of the review, the real
problems on the process model are identified, as well as the possible improvements to
be made. e) Adjust: adjustments are made to the process model according to the errors
and suggestions for identified improvement. In the following section, an analysis of the
results obtained from applying the AVISPA-Method in the THUNDERS process model
assessment is shown. The results are detailed from the three graphic views (tasks, roles,
and work products) provided by AVISPA, each view deals with a particular aspect of
the process model [37].

Task View of the THUNDERS Process Model. The task view provided by AVISPA
shows the process from the perspective of the tasks performed during the execution
of the process model. In this view, each rectangular node represents a specific task of
the process and the attributes of each node provide information about the process that is
being analyzed [37]. Figure 1, presents the results obtained when assessing THUNDERS
regarding the tasks, which shows that several possible errors were found in the specifica-
tion of the process model. According to the error pattern, independent sub-projects [12]
groups of isolated nodes can be identified in the task view. In Fig. 1, it can be seen that
there are two disconnected set of tasks (subgraphs at the top of the figure), which refers
to the fact that these sets of tasks do not add value to the process objective and there-
fore they act in isolation and do not help achieve the objective of the process. The first
set (task group in blue color) of disconnected tasks is formed by “Determining group’s
characteristics, Defining prior knowledge, Applying characterization mechanisms, and
Analyzing the prior knowledge”, and the second set (task group in yellow color) by
the tasks that “Give feedback on the activity and Close the activity”. Furthermore, in
this view it can be seen that the tasks with the numbers 1, 2 correspond to Evaluate the
problem resolution, and Evaluate the achievement of objectives, respectively. Taking
into account that the width of the nodes represents the outputs produced by the tasks,
in the specific case of tasks 1 and 2, their width exceeds the average with respect to the
others, which allow to identify the possible existence of the error-pattern-multipurpose
task, which refers to the fact that a task must focus on achieving a specific purpose,
instead of generating work products that misled the task that is the basic work unit of
the process.
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Work Products View. To verify the process model regarding the work products, AVISPA
provides a view for this purpose, allowing to see over-demanded work products [12].
Figure 2, shows that the work products with the numbers 1, 2, and 3, correspond to the
List of objectives to be achieved in the activity, Activity problem with its information,
and the List of each participant with their respective role. Considering that, the height
of the nodes represents that they are over-demanded products, that is, they are inputs to
multiple tasks of the process. In this specific case, their height exceeds the average with
respect to the others, which made it possible to identify the existence of the error pattern
in over-demanded work products. Furthermore, in the upper part of Fig. 2., there is an
isolated subgraph, formed by the set of work products in green color, Information on the
results obtained in the activity and Lessons learned from the participants, this isolated
graph allowed to identify the possible existence of the error pattern of independent
subprojects. In Fig. 3, the nodes also represent a work product, but this view emphasizes
on the nodes that may be useless, showing that the dark blue nodes identify the possible
existence of the Waste work products pattern, that refers to work products that are neither
deliverable nor input for any task.

ROLES’S View. In the view role, each node identifies a role and each of the lines among
nodes specifies collaboration [37]. Figure 4 presents the obtained results when assessing
THUNDERS with respect to their roles, where none of the nodes collaborates with the
others, which allows to recognize the presence of the Isolated Role error pattern [12],
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since as far as possible it is necessary to define roles that collaborate with each other
[38].

Validation of the THUNDERS Viability and Usefulness
To validate the THUNDERS viability and usefulness, an experiment that is presented in
summary in the following section was carried out.

Experiment Context. The experiment was conducted in a university environment in
which 45 last-semester students of Universidad de la Matanza — UM (Argentina) partic-
ipated with a well level of experience in the activity topic, for this group the proposed
process was applied. Moreover, 15 students of Universidad Nacional de la Plata — UP
(Argentina), enrolled in the last year, participated with a well level of experience in the
topic, to whom the proposed process was not applied. The groups were formed using
a software tool called Collab [39] that analyzes the learning styles and organizes the
group through a Genetic algorithm described in [40], where heterogeneous groups of
5 participants were formed and allowed learning styles to complement each other and
thus obtain better results.

The problem-solving activity consisted of each group assuming that they were part
of the engineering team process of a company, where they had to establish the software
development processes that best adapted and supported the projects in the company. To
solve the problem, they had to follow an execution guide called SpeTion-SPrl, where
information about the projects and processes is defined, and with this, the scope could
be determined.

Experiment Planning. The research question was defined as: how feasible and useful
is this proposed process? This study had one analysis unity, which was the academic
context, where a problem-solving activity about the Scope definition in Software Process
line was carried out.

Hypothesis. Considering the objective, it is intended to evaluate the following
hypotheses:

e The proposed initial process is feasible for the construction of shared understanding
in a problem-solving activity

e The proposed initial process is useful to achieve the objectives of the problem-solving
activity

Execution of the Experiment. The UM groups applied the entire process, while the
UP groups simply met to develop the proposed activity. Therefore, the UM in the pre-
process phase for each activity used a software tool MEPAC [41], which provided the
step by step through forms, with the design and definition of necessary elements. The
Process phase used a software tool collab [39] for group formation; also in this phase
formats were used to write the individual’s understanding about the problem, to write
the questions or disagreements, to classify the understanding of the other members, to
classify their own understanding, the group also wrote the understanding where everyone
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agreed the groups solved the problem and used a survey format with 24 questions to
analyze the results.

The time used to apply the proposed process in UM was 3 h 55 min, and for the UP
it was 2 h and 40 min.

Analysis Results

With the observation made by the researchers while the activity was being carried out, it
was possible to determine that those groups that obtained poor results in the evaluations
were those that did not perform well in the application of the process and did not generate
internal discussions to resolve doubts. Therefore, it was observed that following the
process was exhausting for the participants and that this generated a lack of commitment
to the rest of the activity and a high cognitive load. On the other hand, to guarantee that
the found results are not only observational and apparent but statistically significant, the
student’s t-distribution was used [42], which allowed to validate the hypotheses (The
details of the results obtained in the validation can be seen in [43]). With this statistical
analysis, and all the specific alternative accepted hypotheses, it can be determined that
the process is feasible for shared understanding to be built. In addition, with 3 out of 4
specific alternative accepted hypotheses, it can be determined that THUNDERS is useful
to achieve the objectives of the problem-solving activity.

With the statistical comparison of the results with the use of the process and without
its use, it was verified that the THUNDERS process improves the participants’ individ-
ual understanding enhances the group’s understanding and generates a homogeneous
understanding of the activity, it does not generate a discrepancy of each participant
regarding the group understanding, the shared understanding activities generated better
results and were better fulfilled among the participants. Also, it was determined that the
use of THUNDERS process generates final products with better quality levels. THUN-
DERS allowed to obtain better achievement participants’ satisfaction with the objectives
proposed by the activity. Conversely, it cannot be determined that the THUNDERS ele-
ments are satisfactory for the participants and in the same way, with the outcomes of the
activity.

4 Conclusions and Future Work

This paper presents the first version of the THUNDERS process for the shared
understanding construction of problem-solving activities, which was constructed from
elements found in the literature review, and the analysis of the context and its needs.
THUNDERS was validated in two parts, in the first one, the quality of its SPEM 2.0
specification was validated using AVISPA, this validation allowed to identify of some
error patterns in the definition and formalization of the model, which were discussed and
analyzed to determine solutions that were incorporated from its design and formalization.
This validation made possible direct efforts improve the definition of THUNDERS and
thus have a more stable and validated version, from the point of view of its formalization.
In the second part of its validation, an experiment was carried out to inquire about the
viability and usefulness of the proposed process for the construction of shared under-
standing. The results obtained in the experiment from the statistical analysis allowed us
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to conclude that THUNDERS is a feasible process for shared understanding construction
and useful to achieve its objectives. However, according to the specific null hypothe-
ses that were accepted, it cannot be determined that the perception of the participants’
satisfaction with the elements of the process and the results of the activity improve. In
addition, the need was found to improve the process in a way that is lighter and easier
to be carried out, to avoid the cognitive burden at the beginning of the activity.

As future work, it was possible to identify that, although we use existing measure-
ment elements for shared understanding, there is still a need to include in THUNDERS
monitoring and assistance mechanisms that allow it to be maintained throughout the
activity. In the same way, it is necessary to incorporate mechanisms into THUNDERS,
that allow to achieve a better-shared understanding and easier use, by developing some
techniques and elements to take advantage of their benefits. Elements such as specific
templates that support the creation of an activity that builds a shared understanding,
specific roles, and the additional elements that can be incorporated into the process for
such construction.
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Abstract. Being able to have a system capable of identifying drivers offers many
applications, among the most relevant being the ability to generate user personal-
ized interfaces in automotive environments that can improve the user experience as
well as their comfort. Currently proposed solutions include biometric data, global
processing systems, driver images and data extracted from vehicle sensors. In these
solutions, degree of invasiveness, noise in signals and large number of variables
used are problem for their practical application. This document proposes a driver
identification scheme to address these challenges. The scheme uses data extracted
from steering wheel and the brake and acceleration pedals to learn driving pat-
terns of each subject through some machine learning techniques in a simulated
environment. Data extraction, analysis, processing, and results show that drivers
could be identified with significant accuracy. To evaluate the depth classification
models, validation metrics were applied where random forest algorithm obtained
an accuracy of 83%. Thus, concluding that generated dataset can provide relevant
information for driver identification.

Keywords: HCI - Driver identification - Machine learning - Motor activity -
ADAS

1 Introduction

Today, driver identification has become an active field of study to customize advanced
driver assistance systems (ADAS) in intelligent vehicles, provide security for ride-
sharing services and prevent car theft [1]. ADAS systems provides additional information
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from the car surrounding environment to support a driver and assist in implementing
critical actions. The synchronization of a driver’s actions and the information from the
environment is essential for the efficient performance of the various applications [2].
These systems have also introduced biometric-based infotainment technology for driver
convenience, meaning that intelligent vehicles actively record driver behavior to pro-
vide user interface and lifelogging services focused on vehicle users [3]. To provide
personalized services and human-vehicle interaction (HVI) to the driver, an authentica-
tion technology that uses driver bioinformation to prove identity with a biometric system
is being studied. If the driver is authenticated in and out of the vehicle using the driver’s
biological information, a personalized telematics service is provided to the driver [4].

One of the biometric methods used for driver identification are those that use elec-
trocardiogram (ECG) signals via sensors located on the vehicle seat or steering wheel.
A driver identification system using an ECG signal determines the driver’s status and
provides recognition information through the classification of stress, fatigue, cognitive
distraction, health and emotion steps [3]. Silva et al. [5]. Studied a driver identification
system using ECG signal acquired from the driver’s wrist. The driver’s ECG lead-1 was
acquired from steering wheel and identified with an error rate of 3 to 5% in stable status
and 30% error rate in moving status.

Another very popular case of driver identification research is image processing which
is amature and effective technology for identification issue, but this requires an additional
video equipment that occupies a lot of space in vehicles and expensive. In addition,
images are affected by lighting, vehicle vibration, driver’ skin colour, glasses, jewellery
and other equipment to wear, which could make troubles for recognition [6].

Human Computer Interaction (HCI) development stars with the introduction of in
vehicle entertainment with the use of the radio, telephone, and GPS navigation [7].
However, other research has focused its efforts on data collection and processing using
other devices that are not necessarily the biological signals that a driver can produce,
use of the global positioning system (GPS) data for characterize driving styles and
distinguish driver [8], but this type of system tends to have a certain degree of error in
locations where satellite signal can affect quality of the data.

Nowadays most of the vehicles have different sensors for a constant diagnosis that
can help to have a car in optimum performance, one of these elements is the controller
area network bus (CAN-bus) where different signals collected other sources can identify
the driver. However, the use of CAN-bus means that required input measurements are not
general in application for all vehicles [9]. Another method also used is the one based on
vehicle telematics data called on-board diagnostics (OBD). OBD interface of a vehicle
provides in-vehicle sensor reading such as vehicle speed, engine RMP, throttle position,
engine load, break-pedal displacement, etc. OBD dongles can be used to extract these
internal sensors data in real-time to infer information about the car and its driver. In-
vehicle sensors data are directly or indirectly are influenced by divers driving style. The
driving style of each individual varies depending on how they maneuver their vehicle
[10].

Thanks to the rise of machine learning together with HCI systems advance allows
to interrelate the human being with electronic devices to process large amounts of data
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which is capable of giving solutions to a great number of problems that can affect to
vehicle users.

Today there is great interest in the development and improvement of ADAS systems,
such as emotion recognition, improvement of personalized infotainment systems, driver
identification, among others. Although there is a great variety of elements in a vehicle
where important information can be extracted to identify a specific driver and to able to
present personalized information in graphic interfaces of a vehicle improving the HVI,
as well as user experience.

This research has main objective to use the data generated based on the frequency
with which driver uses the brake an accelerator or how much pressure is applied on
these pedals as well as how the steering wheel angle varies in a controlled environment
through a simulator, to finally process this data and classify different driver through
machine learning algorithms. The main contribution of this work is the generation of a
model and new data set capable for driver identification in a simple and efficient way
with the analysis and processing of data acquired. Thus, ruling out many variables that
increase cost and time of computational processing, in addition to obtaining a minimally
invasive model that affects styles of each driver. With this driving identification, it is
intended in the future to design personalized information and entertainment systems
that adjust to needs of vehicle user.

1.1 Related Works

This sub-section provides a brief review of the recent research that aims to identify
drivers using machine learning for the generation of classification models by extracting
and processing different data generated by the driver or the vehicle.

In the work of Girma et al. [10]. Proposed Long-Short-Term-Memory (LSTM) model
to predicts the identity of the driver based on the individual’s unique driving patterns
learned from the vehicle telematics data. The model efficiently learns individual unique
driving patterns from the data to identify the driver, this method is evaluated on a real-
world dataset using different metrics maintains its accuracy above the acceptable value
88%. In the same way Kwak et al. [11]. Used vehicle telematics data extracted from OBD
proposed and evaluate a driver-identification method based on wavelet transform by per-
forming driving-pattern analysis for each driver. They compared the performances of
three different machine learning techniques for performing driver identification, obtained
an accuracy of 91.6% in multi-class classification using XGBoost classifier, in the case
of an urban road, the support vector machine classifier achieves accuracy of 8§9.06% in
multi-class classification. Also Nasr et al. [12]. Using HCRL dataset which includes var-
ious features extracted through in vehicle CAN-bus data and ODB proposed an architec-
ture benefit from triplet loss training for driving time series in an unsupervised approach.
An encoder architecture based on exponentially dilated causal convolutions is employed
to obtain the representations. A support vector machine classifier is then trained on top of
representations to predict the person behind the wheel with accuracy of more than 94%.
In recent years other research [13—15] has emerged implementing different machine
learning and artificial intelligence techniques using real driving datasets consisting of
measurements taken from vehicle sensors to characterize driving styles and identify who
is behind the wheel as it can be extremely valuable for different scenarios.
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Simulated and naturalistic driving patterns have been studied in the literature using
different features extracted mainly from the in-vehicle’s CAN-bus (the steering wheel.
The vehicle speed, and the engine speed, etc.). Using these features, different machine
learning methods have been proposed to learn driving styles and identification the user.
However, other works have used other means to solve this problem, such as Rahim et al.
[16]. Proposed a driver identification scheme uses data from the global positioning sys-
tem to learn individual’s driving pattern, which is commonly deployed in car navigation
systems and can also be found in general-purpose hand-held devices in the prevailing
market. The consequent analysis and empirical results show that the scheme could iden-
tify drivers with significant accuracy given only GPS data. To assess the scheme in depth,
they perform experiments both on the collected data and the real-world open datasets.
The average accuracy approximates above 96% for up to 25 drivers.

The identification of drivers using ECG signal has also generated interesting results
since it allows to know the status of driver and provides recognition information. Santos
et al. [17]. Has been studied a driver identification system using ECG signals, proposed
method presents a true positive rate of 96.25% for authentication, and 95.8% for identifi-
cation using a decision tree based on Random Forest Algorithm. Choi et al. [3]. Proposed
a driver identification system using a 2D spectrogram. It identifies a section where the
resolution is optimally adjusted using a spectrogram that can simultaneously analyze
the time-frequency features of an ECG. The experimental results show that the proposed
method improved the identification performance compared to the existing multidimen-
sional feature extraction methods such as Ensemble Empirical Mode Decomposition
(EEMD) and Mel Frequency Cepstral Coefficients (MFCCs). The identification accu-
racy using the proposed 2D spectrogram with the optimized resolution was analyzed the
highest at 97.1% in CU-DB, 100% in MIT-BIH NSR DB, 98.1% in QT DB and 98.7%
in European DB.

Different driving styles lead to different driving data. The behavioral signs used for
analysis and classification of drivers are several where the movement of the steering
wheel and the amount of pressure applied to the pedals of a car are used for driver
identification, as is the case of Li et al. [6]. Studied an applicable driver identification
method using machine learning algorithms with driving information. The driving data are
collected by a 3-axis accelerometer, which records the lateral, longitudinal and vertical
accelerations. Four basic supervised classification algorithms are used to perform on the
data set for comparison, among the four basic algorithms, random forest (RFs) algorithm
has the greatest performance on accuracy (62.3%), recall (65.7%) and precision (65.3%).
Finally, Nasretal. [18]. Designed a deep learning-based system architecture that analyzes
windows of 30 s of driving data to capture the unique underlying characteristics of the
individual’s steering behavior based on which it further distinguishes the drivers. The
performance of the proposed systems is tested over a real-world dataset of 95 drivers.
The evaluation results indicate that our system outperforms well-stablished benchmarks
and baseline methodologies.

Although each of the works contribute significantly to the problem of driver identi-
fication, this research focusses on generating and processing a database generated from
physical interaction (motor activity) that drivers have with basic elements of driving
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(accelerator, breaking and steering wheel) that favor the future development of a simple,
non-invasive, and objective multimodal driver recognition system.

2 Materials and Methods

In this section, we wills explain in detail the methodology implemented for driver identi-
fication as shown in Fig. 1. Using motor activity exerted on some elements of vehicle in a
simulated environment. In the first stage, data of the main elements necessary for driving
were extracted, thanks to access provided by the simulator to the different sensors of the
virtual vehicle. Then, these data went through a normalization process to avoid problems
of outliers and overfitting at the time of training the identification models. Finally, driver
identification models were generated and validated with different metrics each stage is
explained in detail in next subsections.

Data Extractior Data Normalization Data pr ing and lysi:

DRIVERY, | SVM 'RF KNN
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Fig. 1. Methodology for driver identification using machine learning and motor activity.

2.1 Data Extraction

For security reasons, data extraction was performed using CARLA 0.9.13 simulator,
which is an open-source simulator developed to aid the creation, training, and validation
of autonomous vehicles. CARLA attempts to meet requirements of several ADAS use
cases, i.e. training perception algorithms or learning driving policies, CARLA is also free
to use and sensor suite configurations provide signals that can be used to train driving
strategies [19]. In the case of present study, signals extracted from the simulator are
those generated through motor activity exercised by means of accelerator pedal, brake
pedal and steering wheel, obtaining 3 features and 9,000 observations per driver in the
data extraction phase as shown in Table 1. Where each driver was labeled with 0, 1, 2,
3 for driver one, two, three and four respectively.

We generated our data set on a machine with Intel Core 15-9400F at 2.90 GHz, 32 GB
RAM and NVIDIA GeForce GTX 1070 Ti. Peripherals were Logitech G29 Driving
Force built for today’s driving games and simulation. The route and traffic established
for driving was the same for each study subjects for 10 min (5 for driving adaptation and
use of the simulator and res for recording and storing motor activity signal) to ensure
replication in future research. Route established within the simulator is shown in Fig. 2.

Test subjects are students from the Universidad Autonéma de Zacatecas with ages
between 27-37, who have an average driving time about 8.75 years, all subjects are male,
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Table 1. Example of generating data by each driver

Sample number

Motor activity

Motor activity break

Motor activity

Driver

acceleration steering wheel angle
1 0.679931302 —0.243051659
2 0.672789414 0.301507503
0.669198607 —0.104604312
9001 0 0.549534057 —1.439965432 1
9002 0 0.392749183 —0.079991518 1
9003 0.524402881 0 —0.590714625 1
18001 0 0.898714153 2221737421
18002 0.476545161 0 —1.892375448
18003 0.402442758 0 3.758628905
31438 0.840223762 0 8.276900048
31439 0.639982157 0 —16.88071172
31440 0 0.290274153 —1.375341671

Start and End Point

Route

Fig. 2. Map of the CARLA simulator used for driving simulation and the established route.

and voluntary participated in our experiment at Laboratory of Interactive Technology and
User Experience (LITUX) as shown in Fig. 3. Having sufficient explanation, including
the purpose and procedure of our experiments and how the experimental data would be

used.
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Driver 1 Driver 2 Driver 3 Driver 4

Fig. 3. Study subjects performing driving test in LITUX of UAZ

2.2 Data Normalization

Data Normalization it can be used to scale data in the same range of values for each input
feature to minimize bias within the model from one feature to another. Data normalization
can also speed up training time for each function within same scale. It is especially useful
for modeling applications where inputs are generally at very different scales. Mean and
standard deviation are calculated for each feature [20]. The transformation occurs in
Eq. 1.

(D

Using statical normalization avoids outlier problems as it handles outliers but does
not produce normalized data with the exact same scale.

2.3 Data Processing and Analysis

For this research, multi-class classification models were used since data contain four
types of drivers as output (driver 1, driver 2, driver 3 and driver 4). To compare the perfor-
mance of different machine learning (ML) algorithms in driver identification problems,
three classical machine learning algorithms are used on the data set, this initial part is
known as classification analysis. Three algorithms are briefly mentioned below.

Support Vector Machine (SVM). SVM is a maximum margin classification rooted in
both machine and statistical learning theory [21, 22]. It’s a method for classifying both
linear and non-linear data being primarily designed for two-class problems, it finds the
hyper plane with a maximum distance to the closet point of the two classes; called the
optimal hyper plane f (w, x) = wx + b as shown in Fig. 4.

Random Forest (RF). In general, the process of RF follows the algorithm described
below. A leaf is used for the expansion of the construction of the tree in each step. At
the end, from decision trees built, they are merged into a single tree to obtain a higher
prediction accuracy [23]. (1) Given a dataset M| of size m x n, a new dataset A is
created from the original data, sampling and eliminating a third part of the row data. (2)
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Fig. 4. Example of the operation of support vector machine for the classification of two classes

then, the model is trained generating a new dataset through reduced samples, estimating
unbiased error. (3) At each node point (which are the pints where trees are growing
simultaneously), column 77 is selected from the total n columns. (4) Finally, when trees
finish growing, a final prediction based on the individual decisions is calculated, looking
for best classification accuracy.

K Nearest Neighbors (KNN). The principle of KNN algorithm is that the most similar
samples belonging to the same class have high probability. Generally, the KNN algorithm
first finds k nearest neighbors of a query in training dataset, and then predicts the query
with the major class in the k nearest neighbors. Therefore, it has recently been selected
as one of top 10 algorithms in data mining [24].

To know the different machine algorithms performance and compare their results,
it is necessary to apply different validation metrics such as: confusion matrix, accuracy,
precision, recall and F1-Score.

Confusion Matrix. Is typically used in machine learning to evaluate or to visualize the
behavior of models in supervised classification contexts [25]. Contain de number of true
positives (Tp), True Negatives (Ty ), False Positives (F,) and False negatives (Fi ).

Accuracy (Acc). Is used to have certain performance criteria, which refers to degree to
which the result of a calculation conforms to the correct value [26]. Shown in Eq. 2.
Tp +1Tn
accuracy(l — error) = pron 2)
Cp+Cn
where Tp are true positives, T, are true negatives, C, are truly positives and C,, are truly
negative.

Precision and recall. The accuracy of a classifier also depends on the ratio between
number of targets correctly detected and all detected targets, known as precision, and
ratio between the number of targets correctly detected and all true targets, known as
recall, shown in Eq. 3 and 4.

Tp

P 3
precision Tp + FP 3)
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Tp
recall = ———— “4)
Tp + FN
Since precision and recall are both necessary for evaluating the detection capabilities
of an algorithm, it is convenient to find a single measure that considers both, that is the
F1-Score, which is the harmonic mean of the precision and recall [27]. As shown in
Eq. 5.

precision - recall

F (&)

precision + recall

3 Results and Discussion

As result, a new dataset of motor activity signal was obtained from 4 different drivers
where the motor variables obtained for each sample were angle movement exerted on the
steering wheel (PosAng), amount of pressure exerted on the acceleration pedal (throt-
tleCmd) and amount of pressure exerted on the braking pedal (breakCmd) a total of 9,000
observations were extracted for each driver for a total of 36,000 observations that can
be used for different scenarios within an automotive specially for use in ADAS. In this
research work sought to solve the driver’s identification problem using data extracted. It
can be seen in Fig. 5. That values of each study subject vary constantly in each sample;
however, each signal is different from other which makes sense since each driver has
different ways of driving which allows a first approach to establish that it is possible to
identify drivers thanks to dataset obtained in this study.
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Fig. 5. Example of motor activity signals generated by steering wheel, accelerator, and brake
during 100 samples out of 9000 obtained by each driver in a driving simulator (CARLA).

On the other hand, in the application and validation of machine learning algorithms
proposed in this research, promising results were obtained as shown in Table 2. Where
80% (28,000 observations) of data was used to train models and 20% (7,200) for testing.
The results presented are those obtained with test data set.
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Table 2. Performance of machine learning algorithms for driver identification.
ML algorithm Validation metric Driver 1 Driver 2 Driver 3 Driver 4
SVM Recall 0.74 0.75 0.87 0.82
Precision 0.72 0.77 0.84 0.85
F1-Score 0.73 0.76 0.85 0.84
Accuracy 0.80
RF Recall 0.80 0.82 0.89 0.83
Precision 0.79 0.80 0.86 0.88
F1-Score 0.79 0.81 0.88 0.85
Accuracy 0.83
KNN Recall 0.80 0.78 0.86 0.83
Precision 0.73 0.81 0.87 0.88
F1-Score 0.77 0.80 0.87 0.85
Accuracy 0.82

Random Forest obtained the best performance at time of identifying four drivers
with accuracy of 0.83, however although it presents better results than previous research
there are also studies that also obtain results above those obtained in this work, most
of this works propose invasive methods such as electrocardiograms or encephalograms

to mention a few, on the other hand use of systems for vehicle diagnosis used for data

extraction is a very efficient proposal, minimally invasive and with good performance
for driver identification but the number of features to evaluate are much higher which
means higher cost and computational time without neglecting that there are features that
may not provide relevant information for a classification model.

Finally, Fig. 6. Shows confusion matrix obtained by applying RF for the identification

of drivers.

0
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Fig. 6. Cross-sectional confusion matrix of the number of observations per driver classified

correctly and incorrectly in the test data.
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As can be seen, driver 1, 2, 3 and 4 were correctly identified 1,433, 1468, 1575 and
1,521 times, respectively. These results may be the consequence that some of subjects
tend to generate more motor activity than others, as demonstrated in the graph presented
above, which implies that they are more likely to be identified. These numbers are really
promising since great discoveries can be made in simulated environments and solve real
problems such as generating better interaction between ADAS and road users.

The HCI has been an important field of research that seeks to improve the user
experience in the large number of systems that exist and automotive field is no exempt,
that is why the behaviors generated by each driver could create adaptive and customized
systems for each user, depending on their driving style, it could even guide future work
as the detection of sudden movements, drowsiness and lack of driving ability, to mention
a few.

4 Conclusion and Future Work

The aim of this paper was describing a process capable of creating a database of motor
activity generated through basic elements of driving a vehicle that would allow the
creation of models for driver identification using some machine learning algorithms. It
is concluded that data obtained from different drivers are relevant to identify each one of
them with a high degree of accuracy of 83%, it was also demonstrated that our dataset is
quite useful with only a limited number of features compiled through a driving simulator.
One of the main motivations to propose new ways to identify drivers is to be able to
provide better and advanced forms of human-computer interaction personalized for each
user in automotive environment which we call HVI, although this is a first approach to
achieve our purpose, we can say that results can be improved in future work.

For future work we proposed to add a greater number of study subjects that help
to diversify the dataset, in addition to extraction more variables from the simulator
that may be useful to improve performance of the models, perform a univariate and
multivariate analysis as well implementation of intelligent selection algorithms that
allow to objectively determine the sensors that generate relevant information to classify
different types of drivers.

Finally, it also suggests improvement of ADAS based on driver identification, estab-
lishing personalized systems for each subject an evaluating its performance based on a
user-centered design.
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Abstract. This paper presents a process implemented for the analysis of the fron-
tend design of an infotainment system through the evaluation of a set of heuristics
in a parked vehicle. The guidelines used to evaluate the system cover design, inter-
action and connectivity dimensions, which are studied through the execution of
a usability test whose objective is to identify the pain points that arise from the
interaction of the characterized users (22 to 24 years and no experience in infotain-
ment systems) with the vehicle. A redesign proposal is also made as a result of the
vulnerabilities that were found through the observation technique in the usability
test. Obtained results include a summary of the feedback from the usability test
and the redesign proposal whose objective is to promote a better user experience
and satisfy the passenger needs.

Keywords: Infotainment system - Driver eXperience - Usability - Parked vehi
cle - Redesign

1 Introduction

In recent years, the automotive industry has shown continuous growth in relation to the
in-vehicle technology [1]. The growing demand for smart and more advanced vehicles
is increasing the need for companies to incorporate greater advantages and options to
their customers in order to improve their experience [2, 3]. One of the technological
trajectories that has managed to emerge within the automotive industry growth is the
incorporation of in-vehicle infotainment systems, also called IVIS [4]. Infotainment is
a compound term that arises from the intersection between the words information and
entertainment [5]. Thereby, an infotainment system corresponds to the set of components
used to provide information and entertainment to the driver and other passengers in the
vehicle, through interfaces with audio and video, and control elements such as touch
screens, button panels, voice commands, and sensors to recognize gestures, among others
[6]. Infotainment systems bring a world full of interaction opportunities for both the
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driver and other passengers to complete the tasks related to driving and other secondary
activities such as tuning into a radio station, dialing the number of a contact, navigating
the map and so on [7]. However, the increase in the number of gadgets that an IVIS can
provide, and even the design under which these elements are distributed, can affect the
User Experience (UX), and therefore, it could make it difficult to perform secondary
tasks and in a worst case scenario affect driver and passenger’s safety while driving
[8]. In fact, according to [9], it has been proven that the improper use of advanced
infotainment systems such as Android Au- to™ or Apple CarPlay® while driving can
be more dangerous than doing it under the influence of alcohol or cannabis, which
supports the hypothesis of the researchers of the referenced work, who argue that current
approaches that guide the design of infotainment systems are not sufficient to achieve
the necessary levels for safe driving. Another factor to take into account when referring
to the IVIS user experience is the mental model of the users. The mental model can be
understood as what the user believes about how a system works and it will define how the
user interacts with the system itself [10]. When the user mental model doesn’t match the
way the system actually works, then the user experience could be affected, the number
of errors can increase and there will not be an intuitive flow when executing the tasks
[11]. Mental models are built based on the previous experiences of the users and they
are even influenced by the culture in which the person operates, so they tend to predict
the actions that the user takes in a particular scenario and is constantly in evolution, as
it adapts over time and as new experiences are gained and more knowledge is acquired
[12]. For these reasons, it is crucial that the designers and developers of these systems
have reference points where the design focuses on the needs and the mental model of
the users and not only in the number of tasks that can be executed with the product
[13]. Consequently, we decided to describe a process that can provide a starting point
for infotainment system interface designers in order to facilitate the identification of
pain points on existing infotainment designs and thus encourage better user experience,
understand the user’s mental model and so, satisfy user needs. This paper presents a
short compilation of a methodology carried out in order to evaluate the usability of an
in-vehicle infotainment system when the vehicle is parked and also includes a redesign
proposal based on the pain points that were identified during the usability test. In order
to evaluate the system, the heuristics described in [14] were adapted according to the
case study.

2 Heuristics Adaptation

In order to assess the usability of the IVIS, a set of proposed heuristics was identified with
the aim of evaluating the system and have a point of reference when understanding the
interaction of users within the vehicle. For this, we base ourselves on a set of guidelines
described by Luna-Garcia et al. in [14] and we choose the most convenient ones to
carry out the case study. The original guidelines described 4 dimensions such as Design,
Interaction, Security and Connectivity and a total of 17 proposed heuristics of which 12
were used, the most appropriate for the project. The chosen heuristics are displayed in
Fig. 1.
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Fig. 1. Adapted heuristics from Luna-Garcia, H. et al. [14]

The chosen heuristics are classified in three levels: Design, Interaction and Connec-
tivity. The Design level focuses on providing general aspects about the analysis, planning
and conceptual design of infotainment systems to achieve a coherent user centered app-
roach (Understanding Users’ & Needs). Also, this Design level focuses on structuring
design alternatives considering taking advantage of the space available in the vehicle
cabin, organizing the interactive elements to form an integrated whole with an adequate
distribution and location of these elements (Structure). Finally, this level also considers
aspects related to typography, fonts and the color palette to con- vey content and infor-
mation in a clear, legible and easy to understand way (Appearance). The Interaction
level focuses on determining specific widgets and interactive elements to support the
functionality requirements of the conceptual design and pro- mote a better user experi-
ence (Modes & Flexibility). In addition, this level promotes learning capacity, focusing
on the familiarity and comfortability of the system (Learnability). On the other hand,
the Connectivity level encourages some ideas to integrate widgets that allow connectiv-
ity between infotainment systems and the environment (Connectivity with Ambient). It
should be noted that the heuristics related to Safety were discarded, since the study was
carried out with a parked vehicle and it was not necessary to evaluate the interaction
in motion. Also, the heuristics related to connectivity with intelligent elements on the
roads were also discarded, as they also needed in motion activities

3 Case Study

First, with the purpose of evaluating the selected heuristics, a set of tasks was proposed
based on the dimensions to be assessed and some related works task proposals described
in [15-18]. These tasks were also proposed with the intention of being temporally mea-
surable to calculate how users react to them and how much time they should spend on the
system dashboard looking away from the road in a real life situation. The following list
shows the simplified set of tasks users were asked to perform, subtasks are not described.
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Play a song from the CD.

Manually tune FM radio station to a given frequency.

Make a phone call to a given contact from the contact list.
Make a phone call to a given contact using the voice command.
Display specific car information.

Set the interface language.

AR e

Then, the Audi MMI Infotainment System® was selected as the case study in-vehicle
system as it was able to do every task proposed. Throughout the usability test, participants
were seated in the driver’s seat of a stationary Audi 1 vehicle equipped with the Audi
MMI Infotainment System® (see Fig. 2 and Fig. 3), which allowed users to complete the
mentioned tasks in sections such as media, phone calls, radio, setting up, among others.

Fig. 2. Audi MMI Infotainment System® Fig. 3. Audi MMI Infotainment System®
dashboard control center

After choosing the case study vehicle, a small group of users were selected based on
the characterization. Only 5 users were selected following the recommendation made
in [19] by usability expert, Jakob Nielsen, where he affirms that “the best results come
from testing no more than 5 users and running as many small tasks as you can afford”
(For reasons of not having enough people and cars, another technique was not used, such
as “How Many Test Users in a Usability Study”, to have a more adequate sample when
taking averages) ... The users’ ages ranged from 22-24 years, their current studies were
undergraduate and they didn’t have any relevant infotainment system experience, which
leads to a better understanding of the learnability of the system.

Before actually evaluating the tasks with the characterized users, the tasks were per-
formed by some experts and an average time for execution was measured for each task
in order to have a point of reference when assessing the non-experienced users. Experts
refers to people who have had more than 3 years of experience using the Audi MMI

Infotainment System®.

4 Usability Test

After specifying the case study, the usability test was executed. In order to start, each
user had 5 min of free interaction with the vehicle components. After these couple of
minutes, every task was mentioned in order, and, by implementing the observational
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technique [20], some information related to the user-system interaction was gathered,
such as the completion time for each task and some additional notes of the individual
experience. The completion time per task and user is specified in Table 1, along with the

experts’ timing mentioned in the previous section.

Table 1. Users’ and experts’ timing table per task

Task/User A B C D E Experts

1 00:02:12 00:01:17 00:01:20 00:01:13 00:01:35 00:00:53
2 00:02:48 00:02:06 00:02:47 00:02:14 00:01:43 00:01:01
3 00:03:18 00:02:09 00:01:52 00:00:59 00:00:59 00:00:42
4 00:05:26 00:01:40 00:01:05 00:00:53 00:01:13 00:00:48
5 00:00:39 00:00:37 00:00:49 00:00:49 00:00:59 00:00:25
6 00:00:45 00:01:40 00:01:05 00:01:15 00:01:49 00:00:31

Table 1 shows the timing required per each user in order to complete every task
and it can be compared to the results of the experts’ average timing. Figure 4 displays
a graphical representation of the difference between the average timing of the non-
experience users and the experts.

Non-Experience Users vs. Experts Timing
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- AVG

Task

Experts

Fig. 4. Non-experience users vs. experts timing graph (color figure online)

As shown in Fig. 4, the non-experience users (blue line) and the experts (red line)
have a relevant difference when it comes to the tasks completion timing. As expected,
non-experience users take longer to complete tasks, to such a level that some of them
take almost or even more than double the time it takes to the experts. This graph pro-
vides a first approach in the learnability of the system, comparing the time response
from novice users and recurring users. After all of the tasks were performed by each
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user, some additional feedback was asked in order to really understand and comprehend
the full experience and list factors that affected their interaction within the vehicle. This
feedback led to summarizing the most relevant pain points encountered, as shown in
Table 2. This table also categorizes each relevant vulnerability into the dimension and
category that relates according to the heuristics adaptation mentioned above.

Table 2. Main pain points observed during test

Problem Dimension | Category Heuristic

There is confusion Dimension | Structure Achieving interface
assimilating the buttons that elements’ unity

allow you to select th.e OpUIOns | 1neraction Learnability Providing familiarity and
of the co.rn.ers of .the }I.lterface, comfortability

because it is not intuitive that

they are for that purpose

There is difficulty in finding | Interaction | Learnability Providing familiarity and
the option that corresponds to comfortability

the manual configuration of

the radio station, by using a

term not according to its

function

There is disagreement with Design User requirements | Specifying scenarios

the search for contacts by last | yieraction | Model & flexibility | Giving adaptivity options
name, because the Colombian

mental model suggests doing

the search by name

There is confusion between | Design Structure Achieving interface

the volume wheel and the elements’ unity

scroll wheel, because thGA Interaction | Learnability Providing familiarity and
mental model of Colombians comfortability

suggests that the central and

bigger wheel is used to vary

the volume

When a voice command is Design User requirements | Specifying scenarios
executed it is not specified Interaction | Learnability Providing familiarity and

that you should speak after
the tone and users usually
speak before it, generating the
system to discard its
command

comfortability

(continued)
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Table 2. (continued)

Problem Dimension | Category Heuristic
Difficulty finding the option | Interaction | Learnability Providing familiarity and
that corresponds to the comfortability

language configuration of the
interface, by using a term not
according to its function

5 Redesign Proposal

After executing the usability test, and having detected the problems that the users had
when performing the different tasks, we developed a redesign proposal taking into
account the heuristics that failed when evaluating them in some of the tasks. In order
to do that, we were guided by usability principles and suggestions made by users after
the usability test. A User Interface (UI) prototype was developed in order to evaluate
the proposed new components of the infotainment system. Each of the changes in the
design and the justification that leads to its implementation, is described below.

5.1 Selecting Corner Option

The infotainment system has a set of options located in the corners of the interface,
however the buttons from the physical control that make possible the interaction with
the UI were not labeled in a way that allowed users to easily perceive the correspondence
between the buttons and the options that each one activates (see Fig. 5(a)). Therefore, the
redesign consists in assigning a number to each of the options of the interface and labeling
its corresponding button with the same number, as seen in Fig. 5(b). This numbering
allows the user to easily associate the options with the physical control, thus they can
perform tasks quicker and reduce the time they take their eyes off the road.

5.2 Tuning Radio Station Manually

During the second task, the user was requested to tune in a radio station manually, that
is, establishing a specific frequency that is not among those already saved or those that
the interface shows by high reception. In order to perform this action, the user must
select the ‘Funciones’ (Functions in Spanish) option (See Fig. 6(a)). However, everyone
exceeded the estimated time of completing the task because they didn’t find an option
that specified or resembled the word manual. In efforts to solve this problem, it has been
proposed to change the word ‘Funciones’ to ‘Manual’, as it communicates clearly and
simply in the user’s own language what the option it’s supposed to do and making this
function easy to find regardless of the user’s experience with the system. The previously
described change can be seen in Fig. 6(b).
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(a) Before redesign (b) After redesign

Fig. 5. Selecting corner option redesign
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Fig. 6. Tuning radio station manually redesign

5.3 Searching Contact by First Name Instead of Last Name

According to our evaluation, in the Colombian mental model the search for a contact
from the directory is mostly done by first name, as opposed to the infotainment system’s
search organized by last name. According to this, it is proposed that by default, searching
contacts must be done by the first name. Nonetheless, taking into account the heuristics of
Adaptability Options, the proposal allows this configuration to be adapted as desired by
the user. Thus, providing flexibility to the system to accommodate individual preferences
and to support different input modalities. This change can be seen in Fig. 7.

5.4 Volume Wheel and Scroll Wheel

In aims to minimize errors and to avoid the user’s constant confusion between the volume
control wheel and the scroll wheel (See Fig. 8(a)), it was proposed that these elements
should be arranged in a different way and an icon should be added to one of the wheels for
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Fig. 7. Searching contact by first name instead of last name

it to be easier to identify its function. In the new arrangement, the volume wheel should
be installed in the center of the system control and the scroll wheel should be moved
to the left corner in a smaller size and with a motion icon added on top (See Fig. 8(b)).
This change was presented in this way because in the tests it was possible to see that in
order to try to increase the volume of the song of task 1, all the participants tried to do
it using the center knob instead of the left corner knob, this is because culturally it is
where the volume control is generally located.

m\cxi\ i

RADIO
MEDIA g MENU

(a) Before redesign (b) After redesign

Fig. 8. Volume wheel and scroll wheel

5.5 Voice Command Calling Instruction

From the reaction video we recorded of the users when interacting with the voice com-
mands, we heard that the phrase that the infotainment system used to ask the user which
phone line to call, confused one of our participants by not specifying WHEN the num-
ber should be said. In this case, we proposed that the default phrase used by the system
should be modified from “indicate the line, please” to “indicate the line after the tone,
please”, and thus avoid the command being ignored because it wasn’t said at the right
time. This type of feedback messages provided by the system should inform the user of
actions and expectations in an explicit way and in plain language, as these are relevant
and of interest to the user for performing tasks or solving errors.
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5.6 Selecting Corner Option

As mentioned in Table 2, it is difficult to find the option that corresponds to the con-
figuration of certain interface elements, such as language. The interface initially uses the
term “Setup MMI” (See Fig. 9(a)), however, it is considered that this isn’t a term that
fits the geographical context and mental model of the users evaluated, and it also breaks
consistency within and across interfaces as this is the only term that is in a different
language. This type of inconsistency can imply a longer time to learn the interface or
can lead to unintended actions that may cause distraction to the driver. This is why it is
decided to change the term “Setup MMI” to “Configuracién” (Settings in Spanish), as
shown in Fig. 9(b).

\

’
A\ Configuracion ’,l

A

(a) Before redesign (b) After redesign

Fig. 9. Selecting corner option redesign

A new usability test was performed with another five users with the same characteris-
tics as the first ones in order to execute the same tasks from the first usability test but now
using the proposed changes in the prototype. A new table with the time measurement
from the new users’ task execution is shown in Table 3.

Table 3. New users’ timing table per task

Task/User F G H I J Experts

1 00:00:50 00:00:58 00:01:01 00:01:09 00:00:46 00:00:53
2 00:01:56 00:01:03 00:01:26 00:01:12 00:01:25 00:01:01
3 00:01:21 00:01:25 00:01:03 00:01:59 00:02:11 00:00:42
4 00:01:19 00:01:00 00:01:02 00:00:53 00:00:55 00:00:48
5 00:00:35 00:00:15 00:00:16 00:00:49 00:00:36 00:00:25
6 00:00:40 00:00:26 00:00:30 00:01:15 00:00:27 00:00:31

A decrease in the temporal values of Table 3 can be observed compared to Table 1,
which gives us feedback on how positive the changes made to the interface were. Fig. 10
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shows the difference between the completion time by the experts in the original design
(red line), the average completion time by the users A-E in the original design (blue
line) and the average completion time by the users F-J in the redesign proposal (orange
line). It can be seen that the time in order to execute the tasks in the redesign proposal
is less than the one in the original design.

An additional feedback was given by the new users, and they mostly agreed with the
interface as a usable component to perform the given tasks. Also, the Ul prototype was
shown to the previous users and they agreed with the proposed changes. Fortunately,
all six detected problems had a satisfactory solution and were approved by the new and
previous tested users, based on their mental model.

New Design Users vs. Original Design Users vs. Experts
Timing
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Design
Non-
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50 /\/\/ p

Task

Timing (seconds)

Fig. 10. New design users vs. original design users vs. experts timing graph (color figure online)

6 Conclusion and Future Work

In-vehicle infotainment systems are a field in constant development within the automo-
tive industry, today the interaction with these systems within the vehicle is increasing at
an accelerated rate. For this reason, it is important to start by focusing on a fundamental
part that is the user when designing the interfaces and the entire system to achieve an
adequate user experience and satisfy their needs. Thanks to the results obtained during
this research, it was possible to provide a starting point for designers to approach the
needs of users and their mental model and thus use it as a tool to pro- vide an adequate
user experience. With the execution of the usability test within this case study, it was
possible to identify some of the weak points that could occur during the performance of
the tasks in the Audi MMI Infotainment System®. Likewise, it was possible to propose
a redesign following the UX principles to address the vulnerabilities observed and, in
general, satisfy the needs of users characterized based on their mental models. All the
elements studied during the usability test allowed the redesign to become a much more
coherent step and to have better results. This set of steps may soon help propose design
patterns to provide a starting point for designers of new infotainment systems and make
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it easier to identify weak points in existing designs. There is still a lot of room in the field
of infotainment systems to explore, as it is to apply techniques to approach users and
evaluate heuristics, involve much more human factors, and analyze much more complex
human behavior. It is also expected as future work to evaluate an infotainment system
and propose adaptations in other case studies such as that of a moving vehicle.
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Abstract. Model-driven development (MDD) and user interface development
(UID) are two interesting research areas in software engineering. While MDD is a
paradigm which fosters the models as the main artifact in the software development
life cycle, UID deals with methods and techniques for developing high-quality,
highly productive user interfaces in terms of usability and reusability. Although
research into the use of MDD for UID might well be of interest to the international
research community, no such work has yet been published. The aim of this paper is
to assess the state of the art in MDD for UID. It mainly focuses on identifying the
features of MDD approaches that support UID; how these proposals impact the
quality of the software; and what methodological aspects are considered by these
proposals. We carried out a systematic mapping study. As a result, 110 papers
were analyzed in terms of the criteria obtained from the research questions. This
study allows our research questions to be answered. We would like to highlight
firstly the predominance of research in purely academic scenarios; secondly, the
lack of empirical proof to demonstrate the impact of the approaches; thirdly, the
non-existence of methodologies to guide the MDUID process; fourthly, the wide
number of tools adopted to support MDUID; and fifthly, the preference for using
the task model in the approaches analyzed. This study enables us to determine the
state of the art in the topic as well as to identify various problems worthy of future
research.

Keywords: Systematic mapping - User interfaces - MDUID - Models -
Model-driven development

1 Introduction

Nowadays, users are demanding an ever-increasing number of high-quality systems and
their perception of system quality is strongly determined by their experience with the
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user interface (UI). Uls have significant requirements (e.g. multiplatform support and
remote access) and their development requires a considerable effort: certain lines of
research highlight the fact that UI code represents 48% of the entire system code and
requires 50% of project time [1, 2]. These aspects have been corroborated recently.

Model-driven development (MDD) represents a relevant step for consolidating the
software development industry in three main ways: by increasing the abstraction level, by
using standards, and by exploiting development automation. In order to take advantage
of MDD specifications in the user interface development field, the model-driven user
interface development (MDUID) approach emerged. The main goal of MDUID is to
provide the required insights for the professional, consistent and systematic design and
implementation of user interfaces [1, 3-5].

Pinhero [3] identifies several benefits of MDUID, for example to provide an abstract
description of a user interface than the descriptions provided by the tools traditionally
adopted for UI development. In order to exploit the advantages of MDUID, various
approaches have been proposed [6, 7]. Although OMG created IFML to support Ul
development in an MDD context, few studies examine the features of these approaches.

This work presents the results of a systematic mapping study to assess the state of
the art of the MDUID-based approaches in the period 2004-2020. With this study, we
intend to identify the main characteristics of MDD-based approaches that support UID;
determine how these proposals affect the quality of the software (and the development
process); identify the methodological aspects that these proposals consider. The results
of this study could represent the starting point for future research.

The remainder of the paper is structured as follows: Sect. 2 describes the systematic
mapping methodology; Sect. 3 presents the study results; Sect. 4 evaluates our mapping
study; and Sect. 5 outlines our conclusions and future lines of research.

2 Research Method

A systematic mapping (SM) is a secondary study to create a classification scheme and
structure an interesting field in software engineering [8]. An SM is considered a prior step
for determining suitable areas for a more in-depth study [9]. A SM conceives the follow
stages [10]: Definition of research questions; Search execution; Work selection and
quality evaluation; Data extraction; Analysis and classification; and Mapping evaluation.
The following sections present the results for each stage in our mapping.

2.1 Definition of Research Questions (RQ)

We formulated the following questions for this study:

RQ1: What quality attributes of the software development process improve with
MDUID-based approaches?

RQ2: What quality characteristics of the software product improve with MDUID-based
approaches?

RQ3: What technologies support MDUID-based approaches?

RQ4: What are the most common models or metamodels?
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RQS5: What methodological aspects do these approaches deal with?
RQ6: What research types and research methods have been applied?
RQ7: What is the most common environment for applying the proposals?

2.2 Search

For the purposes of our study, we decided to search in Google Scholar, ACM, IEEE,
Springer and Scopus databases. Springer, Scopus, ACM and IEEE are some of the most
important databases in the field of software engineering while Google Scholar is a very
popular search engine in the research community. Scholar is also widely applied in the
execution of searches for systematic mappings [11].

The search string was created by combining keywords (and their synonyms) related
to the research topics with Boolean operators. We used the following search string:

(“user interface” OR “graphical user interface” OR GUI) AND (“model driven
user interface development” OR “model-driven user interface development” OR
MDUID) AND (software OR “software development”)

For each database, we executed the search in keywords, title and abstract fields. Since
it was from 2004 that MDUID gained acknowledged popularity [12], we conducted the
search in the period from 2004 until 2020. Having conducted a search of all the databases,
we selected 99 publications, as Table 1 shows. In keeping with our goal of obtaining a
good sample [13], we also applied a variant of the snowball sampling strategy. With this
strategy, 11 works were added. We finally selected 110 publications.

Table 1. Search results

Publications Google Scholar ACM IEEE Springer Scopus Total
Search results 15 20684 61 14206 3273 38374
Analyzed 148 241 61 271 106 827
Candidate 55 36 17 46 48 202
Selected 28 14 13 26 18 99

2.3 Selection Process

Article selection was based on the exclusion/inclusion criteria shown in Table 2.

The selection process included three steps (see the results in Table 2). In the first step,
each reviewer applied the inclusion/exclusion criteria based on the title and abstract of
randomly appointed publications. In the second step we applied the inclusion/exclusion
criteria to the introduction, conclusions and references of the remaining papers. This
new set of papers is called the candidate set. Finally, the candidate papers were analyzed
by a shallow reading first and with a full reading for those that raised doubts.
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Table 2. Inclusion/Exclusion criteria

Criteria Description

Inclusion The publication (journal article, conference paper, thesis) describes an
MDUID-based approach for developing user interfaces

Exclusion The publication is not a research paper but might, for example, be a
technical document that deals with MDUID adoption

Exclusion Visionary proposals which are not implemented (at least partially)

Exclusion Full papers which are not available

Exclusion Reviews about the state of the art about MDUID

Exclusion The publication describes the results of either evaluating or validating a

proposal that is not well described in the same paper

2.3.1 Reliability Evaluation of the Inclusion/Exclusion Criteria

To evaluate the reliability of the exclusion/inclusion criteria, we selected the first 50 ref-
erences obtained from the Google Scholar search (34.97% of the total results obtained
from this site and 40% of the finally selected publications). After applying the inclu-
sion/exclusion criteria, the titles and abstracts of these 50 papers were used to classify
the papers in a separate review by two independent reviewers. Cohen’s Kappa coeffi-
cient [14] was applied to calculate inter-reviewer reliability. The reliability value was
satisfactory (KA = 0.71). This result proves that the criteria are clearly defined and that
there is no significant divergence among reviewers [15].

2.4 Classification Scheme

Figure 1 depicts the classification scheme that was defined for this mapping study.

Quality process: This refers to the attributes (productivity, efficacy, efficiency and
cost) of the development process that are improved with MDUID-based approaches.

Product quality: In accordance with the standard ISO/IEC 9126—1 [16], the features
are classified into functionality, reliability, usability, maintainability and portability.

Methodological proposal: This refers to the publications which mainly deal with
the methodological aspects of a proposal.

Technologies to support the MDUID-based approaches: The most popular tech-
nologies are Eclipse Modeling Framework, Eclipse Plugins, WebRatio, Ideal XML,
etc.

Models/Metamodels: The most common are the task models, domain models,
abstract UI models and concrete UI models.

Research type and research method: This classification is based on the scheme
described by Petersen [10] and Wieringa et al. [17]. Research can either be classified
as solution proposals, evaluation research or validation research. In evaluation research,
it is possible to use either the industrial case study or the controlled experiment with
practitioners research methods, whilst in validation research it is possible to apply either
the academic case study or the laboratory experiment as the research method.
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Application environment: The application environment could either be an academic
environment or an industrial environment. Furthermore, we record the publication year
and type (journal article, conference paper or thesis) for each publication.

We created a spreadsheet to record the data of each paper. This approach made it
easier to process the data. Furthermore, as some authors [18, 19] recommend, the data
extracted were reviewed by a third reviewer in order to reduce bias.

‘ Classification scheme ‘
Quality Product Models/ Methodological Research Application Technologies or
Process Quality Metamodels aspects type and environment tools
research
Productivity ~——Functionality ——Task model | Complete method Academic | —XML
" . N Solution "
Effectiveness —— Reliability __ Domain L Partial _proposal Industrial [ UsiXML
model
Efficiency  ——Usability Evaluati [ umL
— User model (—Evaluation
Costs ___Efficiency research | ATL
Lo | Abstract Ul --> Industrial Case study
Maintainability model --> Controlled experiment — EMF
L portability L Concrete Ul with practitioners L avr
model .
| Validation L L
research
--> Academic case study L

Fig. 1. Classification scheme

3 Results
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Fig. 2. Publications per year

Figure 2 depicts the behavior of publications in the time period from 2004 until March,
2020. During the period 2004—2006 the number of publications was low, but from 2005
the number of publications in this research field was steady at between six and nine. The
highest number of publications (12) was reached in 2018, whilst in 2019 we identified 9
publications, a number above the average (7). This behavior proves that MDUID remains
as an attractive topic and there are still issues to be addressed. The research questions
(RQ) that we defined in Sect. 2.1 are answered below:

RQ1: What quality attributes of the software development process improve with
MDUID-based approaches?
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We found 43 works (39%) which mention that productivity is improved [20-62],
5 works (4.5%) mention that costs are reduced [29, 39, 53, 63, 64], 7 works (6.3%)
remark that efficiency and efficacy are increased as well [20, 37, 65-69]. One publica-
tion demonstrated that a MDUID-based approach improved the productivity of the user
interface development by 90% [14]. Usually, however, the publications lack empirical
evidence to demonstrate the positive impact of MDUID-based approaches.

RQ2: What quality characteristics of the software product improve with MDUID-
based approaches?

71
39 31 o
4 1 1 1 2 4
- B -
O A R PO I
& & & & @ 2> O @ 2>
kobo & ke(’& «\é\o 2 ¥ & & QO{&
< < < &
B Process quality attributes ® Product quality attributes

Fig. 3. Process and product quality

Usability and functionality are the quality features of the software product that are
most often mentioned in the publications analyzed. The analysis yield that 71 (64.5%)
works mention that usability is improved [12, 20, 26, 27, 29, 30, 33, 34, 3742, 44,
47-52, 57, 59, 62-68, 70-107] while 31 (28.1%) works remark that functionality grow
too [12, 21, 22, 28, 29, 35-37, 39, 46, 48, 51-54, 56, 57, 62, 65, 67, 90, 91, 96, 101,
107-113]. The remaining quality characteristics have been less studied. Figure 3 shows
a graphical representation of the results for RQ1 and RQ2.

RQ3: What technologies support MDUID-based approaches?

The most adopted technologies in the analyzed approaches are:

e XML (35.8%) [20, 21, 26, 27, 31, 32, 36, 38, 42, 46, 48, 50, 51, 59, 60, 66, 70, 71,
74, 80, 83, 84, 86,91, 97,99-102, 110, 114-121].

e UsiXML and its respective tools suit (21.8%) [20, 26, 27, 31, 32, 36, 48, 51, 70, 71,
74,79, 83, 84,91, 101, 106, 107, 110, 114, 116-119].

e UML (22.7%) [21, 25, 26, 28, 35, 42, 43, 54, 56, 60, 61, 68, 69, 87, 89, 90, 96-98,
103, 105, 112, 113, 115, 122].

e Eclipse Modeling Framework - EMF (23.6%) [13, 30, 32, 37, 40, 44, 47, 53, 55,

62, 64, 66, 68, 77, 82, 90, 97, 102, 104, 105, 108, 112, 115, 119, 120, 123].

ATL (12.7%) [37, 44, 62, 64, 66, 75,77, 81, 82,97, 98, 102, 115, 124].

CTT (8.2%) [26, 50, 86, 88, 90, 93, 103, 119, 122].

QVT (7.2%) [22, 25, 47, 55, 67, 109, 116, 118].

IFML (9.1%)[45, 49, 53, 56, 59, 68, 97-99, 105].

CTT Environment — CCTE (3.53%) [93, 119].

There are some technologies such as Aceleo [47, 66], Ideal XML [20, 83] and Ontol-
ogy [55, 100, 112] that are less adopted but are interesting options. On the other hand,
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others develop their own technology [15, 16, 19, 29, 30]. It is noteworthy that a low
number of works adopt ATL (12.7%) and QVT (7.2%), two popular transformation
languages. These evidences show that transformation languages are scarcely exploited.
RQ4: What are the most common models or metamodels?
Some of most adopted models in the analyzed approaches are:

o Abstract Ul model (45.5%)(20, 22, 24, 26, 30, 32, 37, 38, 40, 41, 48-51, 56, 59, 61,
68-73, 75,76, 79, 84, 91, 93, 95-101, 103-107, 110, 114-116, 119, 125, 126].

o Concrete UI model (33.6%) [20, 26, 30, 32, 37, 38, 40, 41, 49-51, 59, 68-73, 75,
79, 84,91, 93-100, 103, 104, 114-116, 119, 126]

o Task model (31.8%) [20, 22, 23, 26,27, 32, 37, 40, 46, 49, 51, 52,70-72, 74, 76, 78,
83, 86, 90, 93, 99, 100, 104, 108-110, 113, 114, 116, 117, 119, 122, 124].

o Domain model (25.5%) [26, 29, 32, 37, 39, 40, 42, 46, 48-50, 53, 56, 68, 70, 71, 78,

83, 93, 95, 96, 101, 105, 107, 110, 112, 121, 122].

User model (9.1%) [45, 46, 48, 49, 65, 68, 89, 99, 104, 125].

Business process model (6.4%) [27, 57, 90, 95, 116, 117, 119].

Dialog model (6.4%) [33, 34, 45, 46, 52, 108, 115].

UML Activity diagram [25, 28, 42].

UML Class diagram [28, 105, 122].

Some approaches define their own metamodels [23, 24, 42, 117]. Other approaches
[36, 94] adopt metamodels proposed by relevant authors in this field. While surprisingly
only three works adopted the popular UML class diagram and UML activity diagram. It
is also noteworthy the low number of works that do not exploit models of other stages
in the software life cycle to generate specific models for UI, for example data models.

RQS: What methodological aspects do these approaches deal with?

Only 50 of the selected publications (45.5%) [12, 13, 20, 22, 24, 25, 27-30, 32, 36—
38, 43, 45, 4749, 53, 54, 63, 65, 66, 70-72, 77, 79-81, 83-85, 87, 92, 93, 95, 97-99,
103, 105, 106, 110, 116, 119, 120, 123—-125] deal with methodological aspects and all
of them do so to some extent. We did not find any publication that completely defines
the roles, activities and artifacts required to adopt the approach.

RQ6: What research types and research methods have been applied?

The analysis yielded that solution proposal with 99 works (90%) is the most common
research type, with evaluation research representing 8. 2% [27, 62, 67-69, 76, 101,
105, 107] and validation research 1.8% [65, 92]. Regarding research method, one work
applied a controlled experiment with practitioners [69, 105, 107] and another applied an
industrial case study. Finally, the evaluation research applied an academic case study.

RQ7: What is the most common environment (either academic or industrial) for
applying the proposals?

The 96.4% of the approaches are applied in academic environments, only four
approaches have been applied in real industrial environments [27, 56, 72, 87]. This
means that the adoption of MDUID in industry is still marginal.

4 Conclusions and Future Work

In this work we have performed a systematic mapping to analyze 110 publications. With
this study we have obtained useful insights for the research community about MDUID.
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The mapping study enabled us to identify various issues in the MDUID research field.
Possibly the most relevant of these is the lack of empirical evidence to assess the real
impact of MDUID-based approaches on the software development process and on the
software product. These elements are strongly related to the fact that only 4.4% of the
publications have been applied in an industrial environment.

The identification of the most adopted models could be a useful insight for both
researchers from MDUID and software developers. The researcher on MDUID can
identify the gaps of the most common models and find solutions to solve them. Whilst,
software developers can choose the right models according to their context or simply
adopt the most common ones. On the other hand, we wish to highlight that only 44.5%
of the works partially deal with methodological aspects.
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Abstract. The Open Educational Resources (OER) repositories store a large
quantity and variety of data from multiple sources, and that present relevant and
useful information for the student training process, improving student performance
thanks to more up-to-date and didactic educational content, this generates the need
for a more specialized Learning Objects (LO) search system. In this research work,
a multi-label search platform is proposed based on the learning purpose that uni-
fies the information from different OER in a single platform, using an information
extraction process based on Web Scraping techniques and generating a selection
of one of them. Or multiple tags, based on the SOLO taxonomy, using an MLP-
based multi-tag classifier. As a result, we obtained the improvement of the most
specialized search and content according to what teachers really need, up to 85%
accuracy of the resources they needed and approval of the use of the platform up
to 78.57%.

Keywords: Open educational resources - Machine learning - Scrapy

1 Introduction

Currently, the Internet has managed to interconnect all people in the world through social
networks, blogs, repositories, etc. with which a large amount of information has been
generated, applying the term BIG DATA, which includes data such as videos, images,
audio, and unstructured texts [1]. Where the real challenge is to analyze and give value
to all possible data or where the field of study is focused.

All the information available on the Internet can help improve academic perfor-
mance, for this has been investigated and found several educational repositories such as
ProComun, Commons, Inevery Crea, etc. with enough educational material accessible
to all, but there are different points of storage without a platform to help streamline
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searches, in addition to not being able to find results-oriented to the purpose of learning.
And a great consequence of not using these resources is the creation of poor and outdated
content, as is the case in Peruvian education, where the educational level of students has
not been improved and it is necessary to make changes to what has been proposed until
today. An area in data mining that can help us to obtain and unify this information is the
Web Scraping techniques that help to collect any type of information from web pages,
besides helping to filter the necessary information.

For Multi-Label Classification, Machine Learning (ML) is a great help and the tech-
nique used for classification is the Multi-Layer Perceptron (MLP) which assigns one or
several labels to each educational resource to make more effective searches. Throughout
this proposal, the searches will be developed and validated, and a comparison will be
made with other search engines to compare the effectiveness of the platform, in addition
to achieving searches based on learning purposes.

2 Background

2.1 Open Educational Resources

Open educational resources (OER) are found as open content shared in public reposito-
ries which we can make use of, but going deeper we can say that OER itself is sharing
the result of a design process (instructional), in which the knowledge and experience of a
designer (teacher) are applied to produce a given resource [2], describing more precisely
what is the process and how the content shown in the OER is obtained, in which in a
certain way the content is improved, which is improved or specialized day by day, thanks
to the feedback that is generated.

OER can be called a digital object or digital learning object, which serves to provide
information and/or knowledge, also how it can help the generation of knowledge, skills,
and attitudes according to what the person needs [3]. These learning objects when prop-
erly planned and implemented under the work structure of a teacher can be very useful
for teaching according to studies conducted in an evaluation of students [4].

2.2 Learning Outcomes

When we talk about learning purpose, it is based on the pedagogical intentionality of the
teacher who is responsible for the design of his class. Constructive Alignment is very
efficient pedagogically speaking and is based on the S.0.L.O. (Structure of Observed
Learning Outcome) taxonomy [5] that distinguishes between surface learning and deep
learning. As students learn, their learning outcomes show first quantitative and then
similar qualitative phases of increasing structural complexity [6].

It is under this taxonomy that we find levels of understanding and recurring actions
that are important for learning and each level of understanding is linked to actions as
shown below in Table 1.
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Table 1. Levels of understanding and recurring actions. Source [6].

Levels of understanding Recurring actions

Expanded Abstract Theorize, Hypothesize, Generate, Reflect
Relational Apply, Integrate, Analyze, Explain
Multistructural Classify, Describe, Make a list
Unistructural Memorize, Identify, Recognize, Recognize

The S.O.L.O. taxonomy is an excellent way to classify expected learning from the
most concrete to the most abstract and complex levels. This ensures that we have learning
that goes from the most superficial to the most profound.

2.3 Web Scraping and Web Crawling

Web Scraping is a form of unstructured data mining that is known to extract data from
different web pages in a fast, efficient, and automated way, offering as results data that
is easy to use or manipulate [7].

It extracts data from HTML pages through the use of programs, which perform
searches of the URLs within the web page to obtain all the information within it so that
they can be stored in a database or some storage method. The programs that interact
with the web pages can be built in APIs to extract data from all subsequent pages from
clicking on a single web page, and this automation can allow the extraction of data from
the user to specify search terms so that searches can be performed on those terms [7].

Web Crawling is the automated browsing of different web pages and Web Scraping is
the automated processing and transforming of semi-structured data into structured data.
Web Crawling uses one or more references (URL) to start navigation, and its purpose is
to find content associated with those references. In contrast, the job of web Scraping is to
process all the content, looking for the most relevant and important data to be explored
and processed. As a result, there is a recursive connection between Web Crawling and
Web Scraping [8].

2.4 TF-IDF

It is an abbreviation of the Inverse Document Frequency formula whose purpose is to
define the importance of a keyword or phrase in a document [9]. To be able to process
documents or texts, it is necessary to make a mathematical representation of the text,
for which we use this algorithm. The frequency of a term in a document is simply the
number of times the term appears in that document. The value is usually normalized to
prevent long documents from acquiring an unusual advantage. Thus, the importance of
the term #i in the document dj is given by:

nij

Dk

TF;; = (D
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where n, j is the number of occurrences of the considered term in document dj and
the denominator is the number of occurrences of all terms in document dj. The inverse
frequency of the document is calculated with:

DI

IDF; = log—————
CT R e {d; e )]

2)

where we define the numerator as the total number of documents, and the denominator
as the number of documents where the term #i appears (i.e., nij 0), and this is where the
TF-IDF calculation for the term # in document dj comes out.

TF — IDF,',]' = TF,"]'XIDF[ (3)

2.5 Multilayer Perceptron

Multilayer Perceptron (MLP) is one of the simplest neural networks and is based on a
neural network that is Perceptron, and its architecture of MLP is characterized because
it has its neurons grouped into layers of different levels and each of the layers can be
formed by a set of neurons and three different types of layers are distinguished which
are: input layer, hidden layers, and output layer [10].

Each neuron can be like a multi-label classifier, and MLP by handling several output
neurons can be understood that these are represented with a possible label, moreover it
is also easy and fast to handle [11]. It also has that the multi-label Perceptron classifier
is one of the most feasible or preferred uses for large content classification [12].

3 Materials and Methods

3.1 Population and Sample

The population to be analyzed are three repositories of open educational resources, being
around 40000 resources of different educational topics that were classified according
to the verbs of S.0.L.O. For our sample, we will consider those resources that are in
English language and have at least one tag.

The data collection was based on three repositories of open educational resources
Commons, ProComun, and Inevery Crea. All the information obtained is directed to
different educational topics for different educational levels (primary, secondary and
higher education). The repositories were selected according to the language, the number
of learning objects they have, and the accessibility to obtain the information.

Since all the information was accessible, there were no problems in downloading
the necessary data from each repository, it was not necessary to have permission from
the creators of the repositories and there was no copyright infringement.

For the selection of the required data, the different fields of the learning objects were
analyzed to select those that provide more information about the resource and are useful
for the corresponding analysis.
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3.2 Data Extraction with Scrapy

The different data such as Link, Title, Overview, Material Type, Subject, Author, and
Level were obtained through Web Scraping techniques, where the Scrapy Framework
will be used within the Python programming language, in which a script (spider) was
generated to help automate searches on each page and obtain the information for each
field that is being required.

For the development of the script, different analyses of the different web pages of
the educational repositories had to be carried out to have a clear idea of each field it is
composed of and the information it shows.

Second, after obtaining the link of each educational object, it is necessary to enter
to obtain the information of the fields that were previously selected.

When the spider enters the URL that was sent as a parameter, it is already feasible
to obtain the other fields within the item: The title of the resource that goes in the Title
variable, the description of the resource that will be stored in the overview variable,
depending on each repository the MaterialType variable of different fields of the web
page will be stored.

3.3 Data Pre-processing

Data pre-processing seeks to improve the quality of the data set, through techniques or
a series of steps that help to obtain more and better information, achieving quality data
that will help us to improve the analysis of these data.

Data Cleaning. Data cleaning will help us to ensure data quality. In this step, all data
will be placed in lowercase, so that there is no duplicity of data when applying TF-IDF or
in the classification algorithms, then the elimination of different tags, special characters,
and digits will be performed, to only have real data and these will be replaced by blanks.
Also, the elimination of words in the text that are very repetitive or words that do not
bring a special meaning to the text (e.g., from, after, before, he, they, etc.) will be called
Stopwords, which will be eliminated from the data to have real data that has value and
reduce the amount of data for better processing.

Assigning Value to Data with TF-IDF. The Term Frequency — Inverse Document Fre-
quency procedure will help us to define the importance of a keyword or phrase in a
document by assigning a weight that will help us to understand the meaning of each
document. By means of the Scikit-learn Python library, the TF-IDF algorithm will be
applied through the TfidfVectorizer class that will help to obtain the weights of each
word for each document through an array. To then obtain an array of documents by
keywords that will contain the weights within the array using the Pandas library.

3.4 Multi-label Classification

The main objective of multi-label classification is to achieve that, learn objects, and be
able to assign a label that best describes them [13]. Because a single label to describe
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a group of documents is not enough, as they may contain more than one topic, and is a
solution to several machine learning problems [14].

For this assignment are considered generic verbs that accommodate different tax-
onomies including the S.0.L.O. taxonomy, also these verbs contain cognitive processes
that have similarities between them, so for the classification will be taken the verbs that
were stored in the database, and in the platform will also appear the verbs that will help
teachers better understand what they want to select and with which they are going to
work [15]. For the assignments, we worked with prefixes of generic verbs and prefixes
of synonymous verbs that help to better group each learning object.

Each verb is composed of several cognitive processes that will help the teacher to
better understand the meaning of each verb.

3.5 Tool Implementation

Once we have the data in the tool, we look for the concatenation of the fields title,
overview, material Type and subject in a single field called commentText that will be our
documents, to simplify the work to a single field.

Once the data is clean, the next step is the classification of the data from the suffixes
of the verbs where a list is given that will help to determine to which verb belongs
each learning object and the results will be stored in a new Dataframe that will have
as columns all the labels (Verbs), to later eliminate those that were not assigned any
label. After determining which are our resulting documents, we will apply the TF-IDF
algorithm to determine the keywords of all documents and assign a weight to each word
for each document to have a format that helps the use of Machine Learning techniques
with MLP.

To begin with, a vocabulary of all the words in the documents must be made, but
we must also eliminate all those words found in our Stopwords file that are words that
do not give relevant meaning to the documents, and that contain words in Spanish and
English and complicate the obtaining of the keywords, as shown in Table 2.

Table 2. StopWords example.

English Spanish

Your, yours, yourself, yourselves, you, yond, | Al, algo, algunas, algunos, ante, antes, como,
yonder, us, username, uponed, upons, con, contra, cual, cuando, de, del, desde,
uponing, upon, ups, upping, upped, up, unto, | donde, durante, e, el, ella, ellas, ellos, en,
until, unless, unlike, unliker, unlikest, under, | entre, era, erais, eran, han, has, hasta, hay,
underneath, use, used, etc. haya, hayamos, etc.

After eliminating all those words that are not useful for our work, we create a vocab-
ulary and a counter for each word in all documents. Once we have the vocabulary and
the word counter, we can generate the TF IDF weight matrix. The results that will be
shown is a table that shows in descending order which are the words with the highest
weight in all documents, as shown in Table 3.
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Table 3. Words with greater weight.

# Term Weight

8138 Science 0.034605
7567 Reading 0.031466
5438 Life 0.031026
8818 Students 0.024082
113 Activity 0.021953

The final array is composed of the set of documents called doc as an index, the
vocabulary created from the documents that are stored in the variable cv that will be
the columns of the array and as the content, we will have the final array created called
weights array, as shown in Table 4.

Table 4. Final TF-IDF weights matrix.

# Word 1 Word 2 Word n
Document 1 0.0258 0.0014 0.0014
Document 2 0.0000 0.0254 ... 0.0000
Document 3 0.0074 0.0052 0.0025
Document n 0.0147 0.0000 . 0.0000

The results of the matrix show fields where the value is zero, which indicates that the
word does not belong to that document, but if the word does belong to the document, it
shows the TF-IDF weight. Once the matrix and the data are sorted, the data are separated
into two groups: Test and Train, where Train will be the trained data, and Test the data
that will be used to make the predictions and corroborate that the training has been
correct. X is assigned the weights obtained from TF-IDF and Y is assigned the fields
containing the labels (Verbs).

First, Label binarization is performed for the data in Y, so that labels can be replaced
with classes (0, 1, 2, etc.) to have better control when generating tables or graphs, and a
counter of the total number of classes is generated for future use.

Before starting the actual training of the data, the data must first be normalized so
that they have zero mean and standard deviation, for this purpose the StandardScaler
function is used, which allows unifying the weighting of the variables, to perform the
classification correctly. After applying the standardization to the data in X-train and
X-test, we continue with the application of the MLP algorithm where MLPClassifier is
selected, having around 50000 learning objects, training was performed with two hidden
layers of 200 neurons each and a maximum of 1000 iterations.
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This section presents the results obtained from specialized searches and contents
according to the needs of teachers. Table 5 presents the precision report.

Table S. Precision report - recall - flscore

# Precision Recall F1-Score Support
0 0.86 0.77 0.81 1833

1 0.79 0.76 0.77 2017
2 0.87 0.79 0.83 1781
3 0.81 0.8 0.8 1528
4 0.85 0.7 0.77 1219
5 0.89 0.89 0.89 4384
6 0.81 0.81 0.81 1321
7 0.82 0.78 0.8 1453
8 0.9 0.86 0.88 4848
9 0.81 0.58 0.68 361
10 0.78 0.76 0.77 3971
11 0.87 0.88 0.87 4344
Micro avg 0.85 0.82 0.83 29060
Macro avg 0.84 0.78 0.81 29060
Weighted avg 0.85 0.82 0.83 29060
Samples avg 0.79 0.77 0.76 29060

— Precision: The ratio of correct predictions to total predictions. In other words, the

accuracy indicates how good the model is at whatever it predicted.

— Recall: The ratio of correct predictions to the total number of correct elements in the

ensemble.

— F1-Score: It is defined as the harmonic mean between accuracy and recall. It is used
as a statistical measure to score performance. In other words, an F1-Score (from O to
9 where 0 is the lowest and 9 is the highest) is an average of individual performance,

based on two factors (precision and recall).

Figure 1 shows that an average precision of up to 85% and recall of up to 82% is

achieved.

A confusion matrix is a table often used to describe the performance of a classification
model (or “classifier”) of an algorithm used in supervised learning, given a set of test
data for which the true values are known.
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Extension of Precision-Recall curve to multi-class
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Fig. 1. Precision-recall chart.

Each column represents the number of predictions for each class, while each row
represents the instances in the actual class. The main benefit of this matrix is to easily
visualize how the algorithm is classifying the classes, so it is seen when it confuses
its classification and where it places it according to its learning. Table 6 will show the
confusion matrix. The page where the searches are performed will be shown and the
results will be displayed to validate the requirements, design, and implementation.

Table 6. Confusion matrix.

PCO PC1 |PC2 PC3 |PC4 |PC5 |PC6 PC7 |PC8 |PC9 |PC10 PCl1

ClassO |1922 | 142 | 66 | 50 | 27 | 127 | 8 8 53 10 53 35
Class 1 94 | 1057 | 74 | 54 | 20 84 | 3 5 32 10 16 10
Class 2 54 58 [504 | 27 | 13 391 9 2 13 |1 11 10
Class 3 32 43 | 20 |416 | 14 30| 4 3 25 |1 13

Class 4 18 22 8 | 24 |216 36 | 5 2 16 |0 7

Class 5 68 741 22 | 39 | 10 |1147 |11 9 36 4 21 24
Class 6 14 2 1 1 14 |60 2 60 2

Class 7 12 1 0 11| 1 162 15 |0

Class 8 65 33 6 | 21 7 60 | 3 5 1101 |1 42 17
Class 9 5 1 0 1 110 0 2.5 1 0
Class 10 61 12 5 3 30 2 1 22 10 202 19
Class 11 13 7 0 2 18| 2 2 14 |0 26 | 136
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4.1 Web Application

Search Page. The page is composed of the part where you enter the search values (term,
tags, and educational level) depending on what you want to search for, and the other

part is the search results that show all the matching educational resources, as shown in
Fig. 2.

Recurso Educativo Abierto

Plataforma de Recursos Educativos Abiertos

endizaje para unificar la

informacion de

ucativos Abiertos en una sola plataforma, donde el proceso de extracc
de Web Scraping y asi a través de una seleccion de una o varias etiquetas, basadas en la taxonomia S.0.L.O, se use
basado en MLP, que ayudara a re

rmaci

se basa en técnicas
clasificador multi-etiqueta

un busqueda mas especializada y de acuerdo a que los profesores real

nex itan.
Este trabajo contribuye a ceso de aprendizaje de estudiante de los diferentes niveles educativos

res resultados a través de
una ensefianza no convencional

Busqueda

Niveles educativos:

Select. BUSCAR

- No se encontraron resultados
~ Total de resultados =

®  Etiquetas v

Fig. 2. Multi-label search platform website.

Search Results (Example). The results are all those educational resources that match

the values match the values entered in the search engine part, as shown in Fig. 3 and
Fig. 4.

Busqueda

Niveles edu

Universidad / Instituto %

matematicas

Resultados encontrados en etiquetas

Identificar o Reconocer

Juzgar o Enjuiciar

Formular o Plantear
Argumentar Resultados: 606

Formular o Plantear|

0 100 200 300 400 500 600

Fig. 3. Search results chart.
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Multiplos y divisores de un nimero
1416349642518
1416349642518

procomun.educalab.es

@ VER
@ v

A lo largo de este recurso se trabajaran los conceptos de multiplo y divisor de un nimero, y a
través de diferentes ejercicios, se practicara para la obtencion de los mdltiplos y divisores de un
numero, proponiendo problemas relacionados con estos conceptos y aportando sus soluciones

MATERIAL SUBJECT

Multiplos y divisores de un nimero. Material para el alumnado

1416349675862
1416349675862
procomun.educalab.es

Fig. 4. Results on the Web page multi-label search platform.

The evaluation was carried out anonymously on 98 teachers from different educa-

tional levels to evaluate the use of the system and the following table summarizes the
results, where:

— TD: Totally disagree

MBD: Strongly disagree

— ED: Disagree

AD: Neither agree nor disagree

— DA: Agree
— MA: Very much agree

TA: Strongly agree

According to the survey, Table 7 shows that 25 men and 73 women participated.

The number of teachers surveyed per province where they work is: 87 in Arequipa, 1 in
Camand, 1 in Caraveli, 2 in Islay, 7 in other places.

In Fig. 5 (a), the number of respondents by years of experience is as follows: 85

teachers with O to 5 years, 4 teachers with 6 to 10 years of experience, 8 teachers with
11 to 20 years of experience, and 1 teacher with more than 21 years of experience.
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Table 7. Usability evaluation.

Question

Statement

g

2

4

E

6

7

System quality

1. Overall, I am satisfied with
how easy it is to use the
platform

0

17

29

27

21

2. It was easy to use the
platform

18

26

29

22

3. I was able to complete tasks
and scenarios quickly using
the platform

0

27

31

20

4.1 feel comfortable using the
platform

0

26

31

25

5. It was easy to learn how to
use the platform

14

23

35

23

6. I think I could be productive
using the platform

0

17

16

31

33

7. My interaction with the
search platform is clear and
understandable

15

25

30

25

8. I am satisfied with the speed
of the search platform

0

12

23

31

31

9.1 am satisfied with the
reliability of the search
platform

14

15

38

26

Information quality

10. The platform displayed
error messages that clearly
stated how to fix the problem

—_

20

30

19

22

11. Every time I made a
mistake using the platform, I
could recover easily and
quickly

18

26

28

20

12. The information (e.g.,
online help, on-screen
message, and other
documentation) provided by
the platform was clear

14

25

33

19

(continued)
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Table 7. (continued)

Question

Statement

13. It was easy to find the
information I needed

14

27

27

24

14. The information was
effective in helping me
complete the tasks and
scenarios

14

24

29

25

Interface quality

15. The organization of the
information on the platform
screens was clear

17

21

32

26

16. The system interface was
pleasant

17

27

27

25

17. 1 like using the platform
interface

15

25

29

24

18. The platform has all the
functions and capabilities I
expected it to have

11

33

30

20

Perceived income

19. The search platform helps
me to complement my
sessions/classes with more
information

16

20

38

21

20. The search platform
improves my performance as a
teacher

12

25

36

22

Intention to use

21. I plan to use the
educational resources platform
in the future

14

21

32

28

22. 1 plan to use the search
platform frequently in the
future

15

28

25

27

23. I will try to use the search
platform as much as possible
in the future

10

31

28

25

(continued)
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Table 7. (continued)

Question
Statement 1 2 3 4 5 6 7
24. 1 will talk about the 0 1 1 12 27 34 23

positive aspects of the search
platform to my colleagues

25. I will recommend using the | 1 1 0 12 24 37 23
search platform to my future
colleagues
Overall
Overall, I am satisfied with the | O 0 3 12 20 44 19
silver-form
8% 1%
18%
36%
14% >
0%
87% 32%
m(-5aifios w®6-10anos = 11-20 anos = mas de 21 afios = [nicial = Primaria = Secundaria = Superior = Otro

(@) (b)

Fig. 5. (a) Number of Teachers Surveyed by years of experience. (b) Number of Teachers
Surveyed by years of experience.

In Fig. 5 (b), according to the survey, the number of teachers by educational level is
32 in Initial, 10 in Primary, 28 in Secondary, 12 in Higher Education, and 16 in other
educational levels.

5 Discussion

The work presented shows that processing the different educational resources gives us
a favorable result, and when compared with the other research topics where it is applied
in different ways.

Itis proved that Web Scrapy can be integrated with different data processing method-
ologies such as the use of Naive Bayes classification algorithm for the improvement of
job search. This shows an average of 71. 87% [16], while the use of the MLP algorithm
in the present work shows an average of over 80%. It should also be strongly noted
that data mining is done legally and securely [17], so the repositories used are freely
accessible to anyone, so no illegal activity is being committed.
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In the same way that the impact of the use of Web Scrapy for the improvement
of information presentation and reduction of problems that have been given for the
information consultation system of phytosanitary products in Chile [18], it has also
provided a greatimpact on the area of education providing educational resources required
by the teacher helping to improve the quality of students in Peru.

6 Conclusions

In recent years the development of specialized search systems has grown significantly,
being widely used in different fields, but particularly in education. In this research work,
a multi-label search platform has been developed under the S.O.L.O. taxonomy app-
roach, which is oriented to the use of verbs proposed for learning. These verbs contain
cognitive processes or learning processes that serve a classification of categories and
allow for more specialized OER searches. In addition, a complete model is shown from
the extraction from different repositories to the conformation of an own repository com-
posed of classified external resources. In this way, the multi-label search platform can
be articulated through a learning purpose, considering the intentions of teachers to teach
and the need of the student focused on cognitive or learning processes, mentioning that
the proposal achieves on average up to 85% accuracy of the resources needed by each
teacher and platform approval of up to 78.57%.
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Abstract. Over the years, a significant amount of research has been done to dis-
cover links and/or effects of human personality in the field of software engineering
(SI). It has been shown that personality has a positive influence on the different
tasks and/or processes in this field. Related studies helped to identify a suitable
personality type for each profile in the SI. However, contradictions have also been
found in the results that question their validity, therefore, generalizing and apply-
ing these results may be misleading. This is because one of the key and complex
factors is evaluating the personality of engineers or software developers from a
psychological point of view. Through a systematic mapping study, an attempt was
made to characterize the most widely used, reliable and valid psychological instru-
ments/models. However, most of the articles considered for this study were based
solely on the data available in the literature; making purely conceptual compar-
isons. A more exhaustive comparative analysis between said instruments/models
was expected. Despite this, it was possible to identify that MBTI is the most pop-
ular to examine the personality of software developers. However, the Big Five
and its psychometric instruments such as BFI and NEO-FFI have gained more
prominence in SI research in recent years. It is necessary to highlight and call on
the scientific community to carry out this type of research in a more rigorous way
and that it be supported and guided by specialized areas in human behavior, which
allows for minimizing contradictions for future research.

Keywords: Human aspects - Software developers - Software engineering -
Psychometric instruments - Psychological models - Personality

1 Introduction

From the beginning, the field of Software Engineering (SI) recognized that the human
factor also had to be considered in software development since they have a very strong
impact on the success of development efforts [1-5]. Software projects are generally
always team efforts, and successful projects involve well-formed and composed teams.
Studies have revealed that personality contributes to the effective composition of the
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team and, therefore, to the success of the project [6-9]. For this reason, personality in
the field of SI is a growing research area that has been recognized as important over
time [10, 11]. Considering that personality is generally a dynamic organization within
the person, of psychophysical systems that create patterns of behavior, thoughts, and
feelings characteristic of the person [12]. Researchers have explored and shown that the
personalities of software developers can affect the different tasks and/or activities of SI
[8, 13—18]. However, these results must be recognized and considered more generally,
since there are numerous contradictions and ambiguities for professionals who intend
to put them into practice in the field of SI [10-12, 15, 19, 20]. Demonstrating that it is
an immature research field with many opportunities to be explored.

A systematic mapping study (SMS) by Cruz et al. [12], found contradictions in
related studies on the influence of personality on academic performance, pair program-
ming (XP), team efficiency, software process mapping, among others. For example,
in [21] they evaluated personality with MBTI, in [22] they evaluated personality with
Thurstone Temperament Schedule (TTS), and in [23] they evaluated personality with
various instruments. These studies showed that individual personality increases or helps
predict academic performance. However, in [24-27] they evaluated personality with
BMTI, in [28] they evaluated personality with an instrument developed by the author,
and finally, in [29] they evaluated personality with 16PF; showing that personality traits
were not a significant factor in predicting academic success. On the other hand, Barroso
et al. [30] mention that the higher the neuroticism score the greater the chances that
the developer will control anxiety, self-awareness and anger. So you will hardly have
signs of depression and will be less vulnerable to sudden mood swings. Therefore, these
qualities can help the developer or improve the quality of the software, at least with
CK (Chidamber & Kemerer) metrics such as Cyclomatic Complexity (CC), Coupling
Between Objects (CBO), and Inheritance Tree Depth (DIT). However, other authors
mention that neuroticism is considered the least important personality trait to influence
software quality and team productivity [31-33].

Undoubtedly, it can be seen that one of the primary factors of contradiction in this
type of research is the reliability and validity of psychological instruments/models to
assess personality [2, 6, 12, 14]. Also, the interpretation of the results of personality tests
and their practical work implications are not easy and require duly trained professionals
[12, 34]. And it is not for less, since personality is one of the most complex constructs in
the social sciences and personality analysis one of the most difficult tasks in psychology
[35].

A significant number of studies have used different instruments/models to measure
personality in SI [6, 17, 36-38], this may lead to each of these having differences both
in the part of the psychological construct and in the tests of evaluation, generating con-
tradictory and/or ambiguous results as demonstrated above. Therefore, the present work
aimed to investigate the current state of studies that emphasize the detailed comparison of
psychological instruments/models to assess the personality traits of software developers
(both for the academy and the software industry).
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To our knowledge, this is the first attempt to address an overview of the body of work
where in-depth comparisons are made between psychological instruments/models to
assess personality. We believe that with this study we contribute to researchers consider-
ing it as a reference to having a global vision about reliable and valid instruments/models
to assess personality, minimizing contradictions for future work. In addition, to establish
a base to continue exploring and consolidating a more enriching body of knowledge in
this field.

To present this SMS, the following structure was defined: in Sect. 2, the mapping
planning was defined; in Sect. 3, the results obtained are presented; in Sect. 4, the discus-
sion is presented; and in Sect. 5, the conclusions are presented; finally, the corresponding
references are listed.

2 Planning of the Systematic Mapping of Literature

An SMS is a process by which information on a specific topic can be collected in an
orderly, methodical and replicable manner to provide an overview to the reader [39].
For the present study, the systematic mapping guide protocol was proposed by Petersen
et al. [40]. This research is developed in five stages as shown in Fig. 1. Each of the stages
produces a result that is used as input for the following stages.

Definition of . .
Performing Document Abstract review .
research ques- X Data extraction
. search review and keywords
tions
i / A 4 / A\ 4 / \ 4 A\ 4
o . A; t
. . Classification nswers to
Scope of review All results Relevant studies Ei research ques-
tions

Fig. 1. Systematic mapping process proposed by Petersen et al. [40].

2.1 Definition of Research Questions

The first step in a SMS is to define the research questions to be answered by the studies.
Table 1 presents each of the questions and their motivation.
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Table 1. Research questions used for systematic mapping.

Research question Motivation

What are the most used psychological Check which psychological
instruments/models to assess the personality | instruments/models are trending and most
traits of software developers? used in the SI field to assess the personality

traits of software developers

What are the reliable and valid psychological | Identify which psychological
instruments/models to assess the personality | instrument/model is reliable and valid to apply
traits of software developers? in the field of SI. Enabling researchers to
safely assess the personality traits of software
developers

What is the publication frequency of research | Check how often studies are being carried out
that makes a comparative analysis between that involve the evaluation and comparison of
psychological instruments/models to assess psychological instruments/models to identify
the personality traits of software developers? | more objectively the personality traits of
software developers, in addition to observing
if the trend line is positive and, therefore, if it
is a current topic

2.2 Search Strategy

Defining a thorough and unbiased search process in a review will allow as many primary
studies related to the research question as possible to be found [41]. As a first element,
the bibliographic databases used were: ACM Digital Library, IEEE Digital Library and
Scopus, which, for Dyba et al. [42] are considered one of the most relevant for the search
for scientific articles. In addition, the search in the bibliographic databases includes all
studies up to December 2021 without a restrictive time window; this is because a search
range of 5 years (2016-2021) was initially established. However, a limited amount of
information was obtained. In addition, secondary ‘snowball’ searches of references from
primary studies were performed.

As a second element, a search string composed of keywords and phrases was estab-
lished that served to systematically obtain relevant information in the bibliographic
databases. This chain was built from expression prototypes and Boolean operators that
were tested in SCOPUS. These tasks were executed iteratively, and as a final result the fol-
lowing search string was obtained: (model OR method OR metrics OR measurement
OR evaluation OR comparison OR instruments OR study OR comparative OR
relationship) AND (“personality models” OR “personality traits” OR “personality
types”’) AND (programming OR ‘“‘computer programming” OR “software devel-
opment” OR “‘software construction” OR “software engineering” OR ‘‘software
build” OR “software development”).

2.3 Review of Relevant Documents

Table 2 summarizes the inclusion (I) and exclusion (E) criteria defined to add or eliminate
relevant/irrelevant papers to the analysis.
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Table 2. Research inclusion and exclusion criteria.

Inclusion Exclusion

I1: Studies presented in English that take into | E1: Studies that do not mention personality
account the personality and/or human aspects | and/or human aspects in the SI field
of software developers in the field of IS

I12: Primary studies that compare and/or E2: Studies that do not discuss and/or do not
mention more than one psychological make any type of comparison between
instrument/model to assess personality in the | psychological instruments/models used in the
field of SI field of SI

13: Secondary studies that compare and/or E3: Studies not accessible in full text

mention more than one psychological
instrument/model to assess personality in the
field of SI

E4: Duplicate publications of the same authors

2.4 Abstract Review and Keywords

Once the inclusion and exclusion criteria have been established, the next stage is to find
relevant articles through abstracts and keyword research. For this stage, the process is
defined by Petersen et al. [40]. The titles and abstracts (in some cases the introduction
and conclusions) were read to identify those considered irrelevant to the topics studied.
After applying these criteria, a careful final selection of papers was made where the data
was extracted and analyzed.

2.5 Data Extraction Strategy

The data extraction strategy focused on the extraction of relevant information to answer
the questions of interest and on the synthesis of the results obtained. Using a series of
possible answers and in this way ensure the application of the same criteria for all the
work.

The articles were analyzed and classified according to categories created to separate
the research contributions of each article (results section). The data extracted from the
articles were stored and subjected to qualitative and quantitative analysis.

To organize the findings and document the data extraction process, a spreadsheet was
used, which also allowed for other statistical analyses, such as determining the number
of publications by year and by type of publication.

3 Results

It is important to note that there are limitations that must be taken into account. Firstly, it
should be considered that this review may have missed some relevant work. The quality
of the studies used in this analysis was not homogeneous, it was enough for them to
compare and/or mention more than one psychological instrument/model to assess the
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personality of the software developments. This behavior may limit the conclusions drawn
from the published results.

That said, a bubble graph was chosen to inform the frequencies as shown in Fig. 2.
In it, you can see the total number of articles categorized by each of the databases used
in this work.

IEEE Xplore

ACM Digital
Library

Journal Article

Conference

Book Section Proceeding

Fig. 2. Visualization of the number of jobs obtained by type of database.

In phase 1, the search string was applied to each of the 3 bibliographic databases,
obtaining a total of 495 results. Subsequently, the inclusion and exclusion criteria were
used on the abstract, keywords and the title of each of the articles, as well as the elim-
ination of duplicate investigations. Resulting in a total of 13 results, called “candidates
for primary studies”. Later, in phase 2, the same process of applying selection criteria
was carried out, but in this case on the complete article, having as a final result a total of
5 articles, called “primary articles”. Finally, in phase 3, the data extraction, the charac-
terization of the studies and the answers to the proposed research questions were carried
out.

Figure 3 shows the number of articles by type of publication: Journal Article, Con-
ference and Book Chapter, versus the bibliographic database from which they were
extracted. In this sense, it is observed that the articles finally selected come from
conferences for a total of 5 documents.

This result highlights the importance of the conferences for the dissemination of
research on the subject of psychological instruments/models to assess personality traits
in the field of SI.

Figure 4 shows a low frequency in terms of publications corresponding to compara-
tive analyzes between psychological instruments/models to assess the personality traits
of software developers. This paucity may indicate that the relationship between SI and
personality styles is too complex to investigate [43].
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Scopus

ACM Digital
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Conference
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Fig. 3. Number of documents by type of publication.
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Fig. 4. Number of documents by year of publication.

Next, the research questions posed above are answered.

3.1 RQI1: What are the Most Used Psychological Instruments/Models to Assess
the Personality Traits of Software Developers?

Human factors are of paramount importance when focusing on the qualities of a software
engineer, as they can help predict various industry trends and improve the performance
of the process as a whole [44]. Consequently, measuring the personality of software engi-
neers is a challenge, due to the number of available psychological instruments/models
and the possibility of using different theories, scales and classifications [14].

Table 3 lists the most significant instruments/models and/or used to assess personality
in the SI field according to the selected articles. In addition, Fig. 5 shows the frequency
of articles that cite them.
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Table 3. Psychological instruments/models used to identify personality traits in the field of SI.

Models/Instruments

Papers

Myers-Briggs Type Indicator (MBTI)

[10, 14, 43-45]

Big Five

[10, 14, 43-45]

Big Five Inventory (BFI) [14]

16 Personality Factors (16PF) [14, 45]
NEO Personality Inventory (NEO-PI-R) [14]
Context Cards (CC) [14]
Five-Factor Model (FFM) [10, 44, 45]
International Personality Item Pool (IPIP) [14]
Temperament Classification Keirsey (KTS) [10, 43, 44]
Job Diagnostic Survey (JDS) [10, 45]
Personal Style Inventory (PSI) [10, 45]

No. Articles that mention them
O FRr N W b U1 O

@ <
Q A ] X
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[
&

Models/Instruments
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Q

N
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Fig. 5. Number of papers mentioning psychological models/instruments.

3.2 RQ2: What are the Reliable and Valid Psychological Instruments/models
Used by the Scientific Community to Identify the Personality Traits

of Software Developers?

The instruments/models presented in Table 3 have been applied in a significant amount
of research to understand the links and/or effects of personality in the field of SI [8,
20, 30, 46-48]. However, it should be noted that if the psychometric instruments or
their use are invalid, all the resulting conclusions are also invalid [14]. McDonald et al.
[34] mention the misuse of personality tests in SI, questioning that the inappropriate
use of psychological tests and fundamental misunderstandings of personality theory has

produced a lack of progress in this field.
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Table 4 lists the psychological instruments/models that, despite not finding articles
where they are analyzed or compared in depth, are elementary so far to assess the
personality of software developers.

Table 4. Most significant instruments/models to assess the personality of software developers.

Model/Instruments Paper | Year | Summary

BFI, 16PFy CC [14] | 2021 | The authors carried out a comparative and empirical
study between these instruments, collecting data from
software developers and analyzing the correlation
between the responses of the instruments. Their results
showed a moderate correlation between 16PF and BFI,
a weak correlation between 16PF and CC, and BFI and
CC

Although this analysis was not to show which is the
best instrument to assess personality, these three
instruments were identified as the most important and
used in the field of SI. Some of their reasons were the
following: studies in the SI use them recurrently, they
are in the public domain or easily accessible to
researchers, they are clear to use in the SI, and their data
analysis has a vocabulary that is simple to understand
and do not have a large number of items, which
facilitates their execution and interpretation

MBTI, FFM, Big Five | [10] |2017 | They identified that MBTI is most popular for analyzing
the personalities of software developers. However, the
studies differ in their use of experimental projects. In
addition, research on software developer personality
should distinguish more carefully between the Big 5 and
FFM models, since they differ in certain characteristics
such as theoretical basis, causality, and measurement

FMM [43] | 2015 | After making a comparison between Big Five
(according to the authors also known as FFM), MBTI
and KTS based on their content, measurement method
and existing applications, they show that the
applicability of FFM is better than that of MBTI and
KTS. First, from a content point of view, FFM provides
a richer and more complete description of the human
personality. Second, the FFM measurement method is
more acceptable and accurate for assessing personality
type. In addition, it is the most used by researchers.
They recommend FFM as an assessment tool to explore
human personality types, especially in the field of SI

(continued)
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Table 4. (continued)

Model/Instruments Paper | Year | Summary

MBTI y FFM [44] | 2015 | They show that MBTI and FFM concentrate the largest
number of articles associated with them. MBTI is the
most popular personality test. However, it requires prior
certification. Also, FFM covers the freely available IPIP
test, which may be the reason behind its popularity

MBTI, Big Five [45] | 2014 | MBTI is the most popular to examine the personalities
of software developers. However, psychological
research has recognized that the MBTI is inconclusive
and may bias conclusions drawn from the results. MBTI
operationalizes Jungian psychodynamic type theory
insufficiently in terms of construct validity and
reliability

Big Five has gained prominence in software
engineering research in recent years. The model has
been applied at both individual and team levels. The Big
Five has been used primarily to determine the effect of a
developer’s personality on programming effectiveness

As a result and to the best of our knowledge, most of the selected articles com-
pare psychological instruments/models based solely on the data available in the litera-
ture; they made purely conceptual comparisons that lack evidence on how psychometric
instruments compare in the context of SI. The only study that analyzed and evaluated
the correlation between three psychometric instruments (BFI, 16PF and CC) was by
Guimaraes et al. [14].

Despite these findings, the authors agree that MBTI and Big Five over the years have
been the most used and main ones to assess personality in the field of SI[14, 18, 35, 39,
42]. Although MBTI was the most popular and applied in personality research as shown
in Table 4; Big Five, along with its measurement instruments such as BFI, 16PF and
NEO-FFI. They have acquired greater prominence and greater acceptance by researchers
to assess the personality of software developers [10, 32, 41, 45]. The time it takes to
answer these tests and the number of questions is less, which is advantageous from the
perspective of the subject who is going to take the test. Its data analysis vocabulary is
easy to understand and people generally do not want to fill out a long questionnaire
because it can lead to distractions and frustration [14, 43]. As for the type of option
of each answer, MBTI and others like KTS, it is a forced choice; the participants have
to choose one of the two alternatives (A/B or YES/NO). In contrast, with the 5-point
Likert-type scale of the Big Five model instruments, it is easy for subjects to accept
so that they can carefully consider and select the correct response [14, 43], allowing a
greater advantage for the measurement method.

However, these statements are not sufficient or solid to determine which instru-
ment/model is reliable and valid, more studies are needed where more serious and
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exhaustive comparisons are made, at least between Big Five and MBTI, since they
are the most used in the SI field according to the studies analyzed.

3.3 RQ3: What is the Frequency of Publication of Research Comparing
and Analyzing Psychological Instruments/Models to Assess the Personality
Traits of Software Developers?

Although research on personality in SI has been promoted for many years [18, 45, 49],
Fig. 4 shows a low frequency of publications on the comparison and analysis of psycho-
logical instruments/models for assessing the personality traits of software developers.
As a consequence, it can be inferred that the lack of this type of research has been one
of the important factors to show contradictory and inconclusive study results between
personality and SI [12, 18].

Lastly, it is possible that the low frequency of publications does not mean a negative
trend line or that it is not a current theme. This may be because the relationship between
ST and personality is too complex to investigate [14, 43]. In addition, this type of research
must be carried out in conjunction with other areas related to human behavior such as
psychology and/or social sciences and not only from the field of SI [12].

4 Discussion

The objective of this mapping was to draw an overview of the body of work on compar-
ative analyzes between psychological instruments/models to identify which one(s) are
reliable and valid to assess the personality of software developers. In this section, the
results and implications for research and practice in SI are also discussed.

4.1 Implications for Research and Practice

Many researchers studied and mentioned the psychological instruments/models that have
been applied over the years in the field of SI. Highlighting MBTI and Big Five as the most
popular and primary to assess the personality of software engineers. However, the relia-
bility and validity of these and other psychological instruments/models to be applied in
this field have not been rigorously evidenced. Although itis a very interesting and impor-
tant topic, no significant correlations or comparisons between these instruments/models
were demonstrated. These comparisons were purely based on conceptual elements of
the existing literature; revealing its reliability and validity. One of the implications of
these findings for the academic community is that this research area has opened up many
research opportunities [12, 15, 47]. On the other hand, and as mentioned above, these
investigations that involve human behavior must be carried out in conjunction with areas
such as sociology and/or psychology if they want to consolidate a consistent body of
knowledge that can guide future research and influence practice of the SI.

In terms of practical uses for researchers who require these elements to assess the
personality of software developers, the direct application of the results presented in this
study must be done with care. The evidence of which psychological instruments/models
are reliable or valid is purely conceptual. Therefore, it can be said that the research field
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is not mature and if the corresponding measures are not taken in this emerging area, it
will continue to produce unwanted and contradictory effects in personality research in
SI.

4.2 Limitations of This Review

Without a doubt, the main limitation in this mapping may exist as the possible biases
introduced in the selection process and inaccuracies in the data extraction. The research
protocol was based on established guidelines that incorporated measures to prevent
selection bias. Another common mapping limitation is the difficulty in finding all the
relevant articles. The combination of an automatic search in the different bibliographic
databases, a manual search of relevant publications and a secondary “snowball” search
of the references of the primary studies improves the coverage of the selection process,
reducing possible biases. A multi-stage selection process was used and reasons for the
inclusion and exclusion of studies at each stage were recorded as recommended by
Petersen et al. [40]. On the other hand, an important limitation is that the evaluation and
selection of the articles were carried out only by the researcher of the present study.

It should be noted that the studies analyzed mention psychometric instruments to
measure personality, but do not relate it to any theory or psychological construct; espe-
cially with those that are less common in this field. Finally, mention that, without knowl-
edge or expertise about human behavior, misconceptions or misconceptions can be given,
and consequently undesirable results.

5 Conclusions

The present study evidenced the existence of numerous psychological instru-
ments/models that are applied in the field of SI to assess the personality of software
developers (see Table 3). Unfortunately, it was not possible to identify with certainty
which ones are valid and reliable to assess personality, so the uncertainty of choosing
between one or the other is not easy at all. However, important findings can be rescued
that can be used for further research. For example, most of the selected articles share that
MBTI, Big Five and FFM are significantly used to assess personality in the field of SI. It
is highlighted that Big Five and its measurement instruments (NEO-FFI and BFI) have
taken on greater prominence and importance to assess the personality of software devel-
opers [14, 43, 45]. However, they mention the importance of evaluating the differences
between Big Five and FFM, since for some authors these models are similar [43] and for
others, there are differences in certain characteristics such as theoretical basis, causality
and measurement [10]. It would be interesting for future work to take into account these
outstanding instruments/models to carry out a deeper and more detailed comparison.
That in addition to evaluating the theoretical part of the personality, comparisons are
also made empirically.

Finally, mention that this study has shown the need for more studies and attention
in this area. And that these studies are supported and guided by specialized areas in
human behavior. Having a better theoretical and practical understanding of psychological
instruments/models could notably help to improve the personality assessment of software
developers, and consequently improve the results of future research on personality in SI.
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Abstract. Technologies that support co-located collaboration must not only pro-
vide a shared workspace, but also support collaboration. We are interested in sup-
porting co-located collaboration through computer systems that encourage group
interaction, that is, systems that observe and analyze the interaction of collabo-
rators, identify when there is a problem in the collaboration and execute social
interventions to improve collaboration while they try to complete their activity. In
order to validate whether the effectiveness of the group would improve when they
receive social interventions on their group performance, an experimental study
was executed. The study consisted of observing co-located student groups col-
laborating to design a web interface prototype, comparing teams that received
social interventions from external human facilitator and those that did not. With
this experimental study, results were obtained that help to characterize groups of
students working in a co-located environment, and that could be considered in a
system that encourages collaboration.

Keywords: Co-located collaboration - Encourage collaboration - Experimental
study - Social interventions - Effective collaboration

1 Introduction

Collaboration is essential in all areas of human activity, such as science, art, technology,
or business, and even in everyday life, in family life, at school, in the workplace and in
business. Collaboration means that two or more people work together to complete a task
or achieve a common goal [1]. Considering the taxonomy of Ellis et al. [2] collaboration
can take different forms: 1) Co-located (same time/same place), 2) Distributed (same
time/different place), 3) Asynchronous (different time/same place), and 4) Distributed
asynchronous (different time/place different).

Col-ocated collaboration focuses on scenarios where, people interact face-to-face in
close physical proximity [3]. In particular, this kind of collaboration provides certain
benefits, for example, there are natural channels for continuous and multimodal com-
munication; nonverbal cues; and potential for higher productivity in performing tasks
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[4]. However, in co-located collaboration, as in any collaboration scenario, people in
order to achieve effective and efficient collaboration conflict situations can also arise,
for instance, some persons participate less than others, do not respected assigned roles,
tasks, deadlines, etc.

In order to support people to achieve effective collaboration, technological tools have
been built under the Computer Supported Collaborative Work (CSCW) approach, which
is responsible for developing new theories and technologies to support people who work
together. In technological development, there are interactive systems in which the col-
laboration of groups of people in the same place is inherently allowed. Such is the case of
Tabletops, Interactive Whiteboards, Tangible User Interfaces, among others. However,
the effort that has been put into these CSCW technologies to support co-located collab-
oration has attracted less interest than technologies for distributed interaction. The role
that technology has played is conventionally limited to passively mediating or enabling
interaction between co-located people, serving only as catalysts for collaboration [3].

So, a research question has been opened about how a group of people could receive
computational support to achieve effective co-located collaboration. A possible hypoth-
esis to answer this question is that co-located collaboration could be supported by a
system that observe and analyze the interaction of collaborators, identify when there is a
problem in the collaboration and execute social interventions, that is, suggestions, help
and/or comments that help improve collaboration while they try to complete their activ-
ity. To research this, it is necessary to observe groups of people working on a co-located
activity, to validate whether the effectiveness of the group improves when they receive
the support of an external facilitator through social interventions on group performance.

In this paper, an experimental study is presented. The objective of the study was
to compare the effectiveness of the collaboration of groups of people who do or do
not receive support from an external facilitator. The external facilitator was a human
who simulated the social interventions that the computer system would make. Groups
of people collaborating on the design of a web interface were observed in a co-located
manner. In addition, the results of the experimental study helped to characterize groups of
people who collaborate in the design of interface prototypes, which could be considered
in a system that encourage collaboration.

2 Background

Collaboration means that two or more people work together to complete a task or achieve
a common goal [1]. In a co-located collaborative activity, participants work face to
face synchronously in the same physical space. There are several group performance
variables that influence the effectiveness of a collaborative activity, for example, group
size, group cohesion, similarity, interdependence, entitativity, social identity, leadership,
social presence [5], and so on. There are also several variables to measure the effectively
achieved of the activities, such as: percentage of achievement, activity time, effort of
each group member, and so on. In the CSCW literature, to calculate the value of these
variables, it has been done through the analysis of Interactions, actions executed by
each participant in a shared workspace [6], since they are the most relevant element in
a collaborative activity and through its analysis the behavior of the participants can be
known.
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For Olsson et al. [3], computer systems can assume four roles to support collabora-
tion interactions: enabling, facilitating, inviting, and encouraging interaction. Enabling
interaction refers to the role of a technological tool in enabling or allowing interaction to
take place. Facilitating interaction refers to facilitating users’ communication and coor-
dination, relieving tension, and minimizing negative experiences, and generally helping
to make the best of a social situation. Inviting interaction refers to providing additional
information to users about their current social situation, so that they freely decide whether
to act based on the additional information provided and social cues or not. And finally,
encouraging interaction consists of motivating or persuading people to start interacting
or maintain an ongoing interaction. For this, hardware and software must be used to
stimulate people to act during collaboration, for instance, software system could make a
social intervention when a person does not dare to say something to another person, or
it could encourage two persons to collaborate on something in which they seem to have
a common interest.

In the literature, works have been found on how co-located collaboration has been
supported, and they have been classified according to the roles of technology proposed
by Olsson et al. [3], as shown in Table 1.

In the case of the enabling technology for interaction, a wide range of examples
of interactive systems such as Tabletops and Tangible User Interfaces have been found,
however, they are only catalysts for collaboration and do not support collaboration. Some
research works have focused on facilitating communication and coordination, consid-
ering usability issues in the design of these tools. And other works have focused on
inviting user interaction by showing them information on some interaction indicators,
such as the number of participations per user or graphic representations of which par-
ticipant has collaborated the most, so that users can make decisions that benefit their
collaboration process. To date, few studies have been found on how to encourage col-
laboration and those are limited just to analyzing the interaction, but not how to execute
a social intervention or what impact the interventions have on the effectiveness of the
collaboration.

Although related works have made important contributions to supporting collabo-
ration in the same place, we believe that support for co-located collaboration could be
broader. The works where collaboration is invited through group awareness tools have
helped to show users their current situation in the activity so that they decide how to act
accordingly, however, our goal is that decisions about collaboration do not fall only in
the people, because sometimes they do not know how to collaborate effectively. Instead
of that, users could receive well-planned interventions that suggest a change in their
behavior to improve their collaboration effectiveness.
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Table 1. Role of technology in supporting co-located collaboration

Role technology | Collaborative design objective Related works
Enable Enabling or allowing interaction to | Schneider et al., 2012 [7]; Hamidi
take place et al., 2012 [8]; Sylla, 2013 [9];
Antle et al., 201 [10]; Leversund
etal., 2014 [11]; Waje et al., 2016
[12]; Baranauskas and Posada, 2017
[13]; Wallbaum et al., 2017 [14];
Melcer and Isbister, 2018 [15]
Facilitate Support users’ communication and | Nacenta et al., 2010 [16]; Doeweling
coordination, relieving tension and | et al., 2013 [17]; Antle et al., 2013
minimizing negative experiences, [10]; Xambo et al., 2013 [18];
and generally helping to make the Cherek et al., 2018 [19]; Huber et al.,
best of a social situation 2019 [20]; Koushik et al., 2019 [21]
Invite Providing additional information to | Morris et al., [22]; ter Beek et al.,
users about their current social 2005 [23]; Kim et al., 2008 [24];
situation, so that they freely decide | Cherek et al., 2018 [19]
whether to act based on the
additional information provided and
social cues or not
Encourage Motivating or persuading people to | Martinez-Maldonado et al., 2019 [4];
start interacting or improve their Praharaj, 2019 [15]
interactions

3 Study Methodology

To understand the effects of social interventions on co-located collaboration, we designed
an experimental study. To this end, we have the following hypotheses:
Hp. There is no difference in effectiveness of a group in their co-located collaborative

activity when they receive social interventions on their group performance and when they
do not receive any intervention.

H;j. The effectiveness of a group in their collocated collaborative activity improves
when they receive social interventions on their group performance than when they do
not receive any intervention.

So, the independent variable is the social intervention on group performance during
the co-located collaborative activity. While the dependent variable is the effectiveness
based on 1) balance of the members’ interactions, 2) efficacy, considering the achieve-
ment activity, and 3) efficiency, considering the activity time. Variables on which the
external facilitator’s interventions were based.

We used a between-group design, which consisted of the analysis of 2 study groups,
a control group, and an experimental group. The control group were teams that executed
collaborative activities to design a web pages interfaces without facilitator interven-
tions, while the experimental group were teams that executed the activity supported by
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facilitator interventions. The participants, procedure and data analyzed are presented
below.

3.1 Participants

In the study, 24 undergraduate students participated as study objects (6 female, 18
male). They were from two Mexican universities: “Benemérita Universidad Auténoma
de Puebla” and “Universidad Veracruzana” (called for this study University 1 and Uni-
versity 2, respectively). Ages ranged from 20 to 30 years old (X = 22.37, SD = 2.16).
The semester of study is between 6 to 10 (X = 7.6, SD = 2.1). In both universities, 12
students were divided into 2 groups, one control and one experimental group.

In the control group of the University 1, 6 students participated (1 female, 5 male)
from the programs of Computer Science Engineering (2 out of 6), Information Tech-
nology Engineering (1 out of 6), Engineering Environmental (1 out of 6) and Automo-
tive Systems (1 out of 6). And other 6 students (4 female, 2 male) participated in the
experimental group, all of them from the program of Management of Smart Cities and
Technological Transitions.

At the University 2, all participants were students of the program of Computational
Technologies. 6 students participated on control group (1 female, 5 male) and other 6
students participated on experimental group (6 male). Participants were recruited from
class groups from different programs. The groups were randomly assigned and therefore
the participants knew each other to different degrees: some were friends, classmates,
others did not know each other at all. Figure 1 shows experimental study participants
distribution.

Fig. 1. Experimental study participants. (a) Control group university 1; (b) Experimental group
university 1; (c) Control group university 2; (d) Experimental group university 2.

Most participants have worked on interface design (22 out of 2) and have used
desktop software tools (13 out of 24), web software (20 out of 24), pencil and paper (11
out of 24), but no one had performed this type of activity using paper objects.
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In addition, the experiment involved 5 different observers who took notes on the
behavior of the students and 1 moderator who worked as organizer of the experiment
and external facilitator in the case of the experimental groups (Teacher, PhD student,
Interface Design Expert, age 29 years old).

3.2 Procedure

Experimental study was executed in 2 different places (University 1 and University 2).
In both, sessions were in PhD classrooms with a waiting room space and an observation
space. Each group of students was observed on a different day, in sessions of approx-
imately 2 h. At the beginning of each session, 6 students concentrated in the waiting
room were welcomed; the dynamics of the experimental study were explained to them,
they were asked to fill out a form with participant data and a consent form approving
their participation in the experiment, as well as the use of video cameras. In addition,
to distinguish each student, they were assigned a different color, from which they were
provided with a badge and two bracelets for each hand.

In order to capture the largest number of collaboration scenarios, participants from
control and experimental groups performed 3 different activities, working in teams of 2,
3, and 6 students. This originated 24 study teams in total. That is, from the 6 participants
in each group, 3 teams of 2 students, 2 teams of 3 students and 1 team of 6 students
were formed. All teams were randomly assigned. Table 2 shows the distribution of the
participants by university, group, and team. In University 1 the students began their
participation in teams of 2, then 3 and finally 6 participants. While in University 2, the
students began their participation in teams of 6, then 3 and finally 2 participants. This
was to prevent the result from being affected, since in the second and third activities the
participants were already more familiar with it (see Table 2).

In the observation space, there was a table with the activity materials and two video
cameras (top and side) to record student interactions. When each team of students entered
the observation space, they received instructions on the activity. Activity consisted of
designing a web interface on the shared space (white cardboard), placing paper objects
that represented web user interface elements, such as: icons, images, videos, text input,
labels, text paragraph, buttons, menus, etc. This can be seen in Fig. 2.

Fig. 2. Experimental study materials.
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Table 2. Participants distribution

Group Team  # Participants Participants distribution
University 1
Control 1 2 o0
2 2 o0
3 2 [ )
4 3 000
5 3 o0
6 6 000000
Experimental 7 2 o
8 2 o0
9 2 o0
10 3 C X ]
11 3 o000
12 6 000000
University 2
Control 13 6 900000
4 3 YY)
15 3 C I ]
16 2 @
17 2 o0
18 2 o0
Experimental 19 6 000000
20 3 C X )
21 3 YY)
22 2 o0
23 2 @
24 2 00

Since each participant worked in 3 different teams, a different activity was assigned,
with the same level of complexity, as described in Table 3. Time for each activity was
10 min, asking the participants to stop the activity if they completed the design before.

Table 3. Activities assigned to teams

Team size Activity

2 students Design of the main page of a software development company

3 students Design of the main page of a grocery store

6 students Design of the main page of a Publicity and Marketing company
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Control groups did not receive any social intervention on their activity. While the
experimental groups received two types of social interventions: 1) interaction balance,
and 2) activity time. Facilitator executed the social interventions depending on the
conditions described in Table 4.

Table 4. Social interventions description.

Social intervention | Description Condition Intention

Interaction balance | Facilitator said to When one or more
students: “Remember | participants are

that everyone must executing fewer
interact equally” interactions than the
rest

Facilitator said to When 5 or 7 min
students: “You have have elapsed in the
worked 5 min on the activity

activity” or “You have
worked 7 min on the
activity”

Improve the balance of
interactions

Activity time Improve the efficacy

and efficiency activity

To determine the number of interactions of each student, facilitator counted them
and noted on a sheet. The considered interactions are described in Table 5. Likewise, a
stopwatch was used to count the activity time.

Table 5. Identified interactions description.

Interaction

Description

Put an object

Place an object directly on the shared design space

Put an object with someone’s
intermediation

Place an object in the shared design space through
the intermediation of another participant

Move an object

Change the position of an object directly in the
shared design space

Move an object with someone’s
intermediation

Change the position of an object in the shared
design space through the intermediation of another
participant

Remove an object

Remove an object directly from the shared design
space

Remove an object with someone’s
intermediation

Remove an object from the shared design space
through the intermediary of another participant

Send message one to one

Send a message directly to another participant

Send message one to all

Send a message to all other participants
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Each team activity was recorded for later analysis. At the end of each activity, the
participants were asked to wait in the waiting room until they were called back.

3.3 Data Collection an Analysis

The design of the experimental study involved the collection of quantitative data. To
collect data, videos of each team activity were captured and replayed for analysis (as an
example, see Fig. 3).

Fig. 3. Example of analyzed experimental study videos.

The analysis of these videos allowed to count: the number of interactions executed
by each participant, the number of interactions dispersion between students, the activity
time and the number of social interventions executed by the facilitator.

Table 6. Team results

Group Team | # Students | # Interactions | Interaction | Time (minutes) | % Completion | # Social
dispersion interventions
Control 1 2 55 16.97 10:00 60 0
2 2 79 0.00 10:00 100 0
3 2 99 4.24 10:00 100 0
4 3 99 18.36 10:00 90 0
5 3 103 8.02 10:00 90 0
6 6 116 18.76 10:00 80 0
Experimental 7 2 103 5.66 10:00 90 3
8 2 122 9.90 9:43 100 2
9 2 95 6.36 8:25 100 2
10 3 107 7.81 6:18 100 1
11 3 129 7.37 10:00 100 3
12 6 150 1.47 8:10 100 3
Control 13 6 174 32.23 10:00 70 0
14 3 146 22.03 10:00 90 0
15 3 143 19.67 6:30 100 0
16 2 98 18.38 7:06 100 0

(continued)
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Table 6. (continued)

Group Team | # Students | # Interactions | Interaction | Time (minutes) | % Completion | # Social
dispersion interventions

17 2 96 3.54 8:30 100 0

18 2 101 0.00 8:04 100 0
Experimental | 19 6 129 7.07 8:14 100 3

20 3 143 14.00 7:56 100 3

21 3 96 4.36 6:04 100 2

22 2 124 6.36 6:30 100 1

23 2 71 2.83 6:28 100 1

24 2 64 2.83 4:48 100 0

Table 6 shows the data collected from the videos of 24 teams. It shows the number of
team participants, the number of interactions that all the students executed, the dispersion
of the interactions between the students, the time in minutes that it took to complete the
activity and the percentage of completion of the activity, as well as the number of social
interventions that were executed by facilitator to support team collaboration.

For example, the first control team had 2 students who executed a total of 55 interac-
tions with an interaction dispersion of 16.97, the activity time was 10:00 min, and they
only completed 60% of the prototype; being a control group, they did not receive any
social intervention. And the experimental team number 10 had 3 students who executed
107 interactions with an interaction dispersion of 7.81, the activity time was 6:18 min,
the activity was 100% completed and they received 1 intervention.

Our results address a research question: “What is the difference between control
groups and experimental groups in their balance of interactions, activity time, and per-
centage of activity completion?”. We first report our specific findings on each team, and
then we report the overall results distinguishing those of the control and experimental
groups.

Table 7 reports the interaction balance, activity time, and activity completion data
for each control and experimental group by university. These data are calculated by the
mean of the results of the teams of each control and experimental group.

Table 7. Group results

Group Interaction dispersion Activity time Activity completion
University 1

Control 10.29 10 86.67

Experimental 6.43 8:46 98.33

University 2

Control 15.98 8:21 93.33

Experimental 6.24 6:40 100
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At University 1 the control groups had a mean interaction dispersion of 10.29, mean
activity time was 10 min, and mean percent completion was 86.67, while the experimental
groups had a mean interaction dispersion of 6.43, mean activity time was 8:46 min, and
mean percent completion was 98.33. And University 2 the control groups had a mean
interaction dispersion of 15.98, mean activity time was 8:21 min, and mean percent
completion was 93.33, while the experimental groups had a mean interaction dispersion
of 6.24, mean activity time was 6:40 min, and mean percent completion was 100.

4 Discussion

From the results of the exploratory study, it can be concluded that social interventions
impact the effectiveness of collaboration. In the results it is visible that in the experimen-
tal groups, where social interventions were executed, the dispersion of the interactions
between the students is less than in the control groups (University 1: 6.43 < 10.29;
University 2: 6.24 < 15.98). This may be due to the fact that some of the social inter-
ventions executed were focused on specifically improving this aspect. Even, according
to the notes of the experiment observers and videos, in most cases it was evident that
the students who had executed fewer interactions began to interact more after receiving
the social intervention in this regard (4 out of 5 teams: 7, 12, 19, 21).

Also, time and completion activity improved. Time was shorter (University 1: 8:46 <
10:00; University 2: 6:40 < 8:21) and percentage of completion was higher (University
1: 98.33 > 86.67; University 2: 100 > 93.33) in the experimental groups than in the
control groups, probably also due to the social interventions that were executed over the
time that had elapsed (11 out of 12 teams: 7-12, 19-23).

Thus, the hypothesis that is accepted from this experimental study is the alterna-
tive hypothesis, since effectiveness of a group in their co-located collaborative activity
improves when they receive social interventions on their group performance than when
they do not receive any intervention.

However, it was notorious that the effectiveness of team collaboration is not only
conditioned by the social interventions, but also that some characteristics of the team
have an influence. For example, it was observed that the group size also impacts the
interactions dispersion of the students, since in two of the four groups, it was greater
in the teams of 6 students (Team 6 = 18.76 and Team 13 = 32.23). In addition, in the
videos it was noted that in all the teams there was at least one student who stayed away
from the activity, only visualizing what the rest of the team was doing.

Another variable that could have affected the time and completion activity, was the
number of times the student had previously worked on a similar activity, since in some
teams the students replicated the work that they had done in previous activities.

Based on these results, it is possible to consider the development of a computer system
that encourages collaboration through interventions, since it seems that the effectiveness
of collaboration would improve. For example, it would be useful to develop a coaching
system that identifies the interactions of collaborators through a camera, counts the
number of interactions of each one and executes a social intervention when it is reasoned
that a collaborator is not actively participating. This type of system would be useful for
co-located work environments, for example, when people are collaborating at a table or
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even in an interactive system with a shared space, such as digital whiteboards, tabletops,
or tangible user interfaces, among others.

Something that must be considered is that people may not have the same level of
acceptance when receiving social interventions executed by a computerized system.
Other experimental studies would be necessary in which the behavior of teams col-
laborating in a co-located activity that receive interventions from a computer system
is observed and evaluated. It would be necessary to compare the results of the teams
that receive interventions from a human facilitator, against the results of the teams that
receive interventions from a computer system to identify if the effectiveness of the team
improves or not.

5 Conclusion

We are interested in supporting co-located collaboration through computer systems that
encourage group interaction through social interventions. In this paper, we present the
results of an exploratory study that compared the collaborative effectiveness of experi-
mental groups receiving support for their co-located collaborative activity, versus control
groups receiving no support at all. This was done in order to explore the impact that social
interventions executed from computer systems would generate to support co-located col-
laboration and evaluate the possibility of developing it, since few studies have been found
in the literature that support co-located collaboration in this way.

We provide information on how people interact in collaborative activities on the
design of prototypes of web interfaces. Our specific findings include that the dispersion
of team member interactions is lower when there are interventions, the activity time is
lower, and the percentage of completion is higher. This article also presents valuable
information about characterizing groups of collaborators working on interface design,
and that could be considered in a system that encourage collaboration.
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Abstract. The Human-Computer Interaction can be modelled as Signals and
Noises process. In this sense game-player interaction could be improved when
this point of view is applied. Signals-Noises-Aiders (SNA) is presented as method
with heuristics that help to reducing noises using power-ups as aiders. The results
in Flappy Bird Mechanic showed the method’s pertinence and its effectiveness in
power-ups design. This work presents how to compute the rewards (e.g. power-ups)
influences, contributing thus to HCI in games.

Keywords: HCI - Power-ups - Aider - Noises

1 Introduction

The innovation in video games is essential. More challengers and better interaction
level, are needed in the current gamers context. The tendencies are related with new
and more immersive interaction devises, realistic graphics, artificial intelligence and
social mechanisms for increasing the interchanges and global gamer network. All of this
are related with to search the new and upgrade gamers experiences, it is important the
relationships between game and player, more in deep, it is important increasing the user
performances/entertainment with improved game mechanisms or new mechanisms [1].
The human computer interaction (HCI) is a research discipline that helps to working
on this goal and digital signal processing is a powerful tool for improve the interaction
between game and player.

The good player experience is a multi-factors result. One of them is the articulation
of formal elements in the game. Rules system should be oriented to articulate the goals
with expected results and correct rewards taking into account the conflicts and game
limits. On the other hand, the player wants challenges and feedbacks in a dramatics
history or interesting context, this aims to relation between Challenge and Game-Player
Feedbacks, this controls the interaction cycle [2].

Entertainment is the expected state for player and the Flow theory resume that it
is possible when challenge and player skill are balance [3, 4]. Reach this goal is an
important tasks for games developers and is possible with dynamic difficulty adjustment
(DDA). Adjust dynamically the games contents, gameplay, taking into account the player
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actions is a solution and could be with passive or active DDA. Passive DDA approach is a
full digital signal processing where the computer define the Flow Critical Path checking
the player performances in real time while the active DDA make feeling a sensation
of control over the game activity because bring different play options and adjust the
contents taking into account the user decision. Both intervene in the Flow Critical Path
and the current approaches work about challenge complexity [5, 6]. The researches work
about adaptation scheme increasing and decreasing challenge complexity for better game
experiences [7-9], the problems has been when to change the challenge and how do that
for beginner and advanced players. First problem has been solved with controlling the
players performances (track the successes) and emotion detections [6]. On the other
hand how change the challenge depends content type to change, for improving the
experiences. This are related with adaptation engine and is an open research area because
have large amount of contents that could impact in the challenges complexity for instance:
game worlds and its objects, gameplay mechanisms, non-player controller (NPC), game
narratives, game scenarios and quest. In this work we contribute in game mechanisms
system take into account the aider contents.

In learning and rehabilitations process is very common to assist. The points of views
related with video games define the video games as aiders, it possible because immersive
environments and the try-error context help learning new knowledge and acquiring
abilities [10-13]. The video games are tutoring systems or virtual therapist for each
learning and rehabilitation process respectively [14, 15] but what are the aiders in deep?
What kind of content could be an aider? At the moment only the NPCs are identified as
aider [11, 12] but can be others. This work aim to new point of view about aider content
and its impact in casual games. The proposed method describes the interaction player-
game context as signals and noises context and present some heuristics that computing
power-ups influences for reducing the noises and contributing to player’s experiences.

2 Method

HCI analyses the signals between human and computer for a better communication.
This signals have interferences by different noises, these are related with human and
computer factors (Fig. 1). In this sense the relation between player and games is more
vulnerable because depends player engagement. Game Design concepts permit keeping
the player engagement, but each player is different to others and contents need be adapted
for keeping player’s enjoying. That is possible if noises are identified and decreased in
interaction process using special contents, aiders (Fig. 2).

For understand the proposal is important defining noise and aider concepts in player-
game interaction (PGI).

e Noise is the interference in the process of PGI caused by player or game’s factors
that hinders the full enjoyment of the video game. Example: little hand-eye skill,
knowledge of game mechanisms and game feedbacks low.

e Aid is content type graphic, sound or haptic effect that attenuates one or various noises
in PGL



178 0. Correa Madrigal et al.

I
\ /
~. Noises -7
3 /
@ ) ¢

Signals

—
t A

.~ Noises '~
I \
. /4 Computer Factors
v
J

¢ *  Human Factors

Fig. 1. HCI signals and related noises.

\ ! _ Aider
\ /
; L
\\‘ Noises g
J Voo
<
Signals \
> MW
t r
}(' Noises ~~_
Aider | \

! Games Factors
’I

v
1
¢ * Player Factors

Fig. 2. Signals, noises and aiders (SNA), one approach for protecting the player’s engagement.

Second aspect in this approach is how design aiders. Thinking about one to one
reltionships between noise and aider is bad design because the PGI is multi-factorial and
an aider could impacting in more than one noise for example: Shooter game an aider
can reducing the contents speed, it impacts in noises like slow hand-eye ability (player
factor) and NPCs complexity (game factor). In this sense for define aiders can taking
two ways, the Table 1 summarize important game design elements to take into account.
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Table 1. Game design elements for design aiders

Player engages by design [13] Hooks [16]

Focused goals Action hooks

Challenging tasks

Protection from adverse consequences for initial failures Resources hooks
Affirmation of performance Tactical and strategic hooks
Affiliation with others Time hooks

Choice

Authenticity

Both ways are relates and the hooks are the main elements [13]. The aiders are hooks
that afford new actions and transform the interaction context. In this work we focus in
resources hooks like power-ups. The power-ups are common rewards and have a short
life time [17]. A power-up as star in Mario Bros, is perfect example for showing how
much helps to the players engagement. Today the power-ups have different restrictions in
game because these are rewards and lanced in different game’s times. Empirical studies
about power-ups in mobile games show these are activated by user’s decision or outcome
of game’s advances [18], but player can needed it in other moments e.g. for protecting
adverse consequences for initial failures. In this sense power-ups as aiders have special
advantages and our experiences in games for health show this [19]. In this work was
developed a space shooter game and the power-ups were activated automatically. In an
order form, each aiders was applied and the result showed how after each application the
successes increased with meaningfully differences between aiders (p < 0:05). Taking into
account this study results, some heuristics was created for identifying better power-ups
and to reduce the meaningful noises.

Successes have direct relation with challenges, a wined challenge is a success. The
sum of successes (S) after applied an aider has a casuistry relation with each aiders. The
aiders have an influence times (i.e. time where de player performance improve without
help) after aider is applied. A first approximation to the influence time is the successes
mean (SMean) [19] and the first heuristics for measuring an aider influences is:

P(H;)P(H;|S;)

P(S;|H;) = S P(H)P(H,|S))

VS; € N, S; > SMean (1)

where §; is the successes mount of H; (aider).
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The interaction with an aider can have not success (S = 0), in this sense other heuristic
is presented in Eq. 2:

1
ei = —(P(H;|Si) + P(H|C)) VS; € N,S; = SMean, C =0 @)
m

where m is the number of aiders and ¢; = P(H,;|S;).

The before heuristics have as disadvantage, if P(H;|C) > P(H,;|S;) then the decision
for select the better power-up could be affected. This condition is important because the
more relevant aspect of aider’s influence is P(H;|S;) Moreover this conditions allows
identifying problems in the designed aiders because shows how an aider has more failures
than successes. The before heuristic could be developed for improving the compute of
aiders influence, it is possible with other and deeper variable e.g. reaction time (RT), a
second influence’s level g5, This variable is related with S and maximizes the influence’s
value; 5, could be calculated as the proportion RRT;Z{ZT where RTBefore and RTAfter
are the means before and after that an aider was applied respectively. The last heuristic
in the approach’s evolution is:

1
& = — (2P (H;|S)) + P(H;|C)) VS; € N,S; > SMean, C =0 3)
m

2.1 Game for Computing the Aiders Influence

For exploring the before approach was created a platform game with Flappy Bird
mechanic [20]. This kind of game have two important factors that affects the interaction
process, one of them is the game speed, obstacles show up rapidly and then second factor
(human factor) appear, the low eye-hand coordination. The designed aiders as power-ups
work about these noises and increasing the player’s performances (Fig. 3).

e Slow Time impacts in the game speed decreasing it and helping to a better eye-hand
coordination.

e Psychic removes the obstacles some time with open door effect. This aider remove
de main noise, obstacles.

e Shield protect the collisions between player and obstacles some time.

The lives’ time for aiders was configured for finishing when the player passed three
obstacles. The game counts the successes after applies an aider and resume the stats
in table and graphics for each aider (Fig. 4). The games applies aiders ten times each
one and these are presented in the third obstacle always. When to apply the aiders
is important aspect for futures works, passed experience showed how increasing the
player’s performance when an aider was applied in low eye-hand ability [19]. Designed
Game permits exploring the performances without identifying the low performances.



Steps for Decreasing Noises in Interaction Process with Video Games 181

Score:9S

O x2

| General Stats Heuristic 1 Heuristic 3 | General Stats Heuristic 1 Heuristic 3

Slow Time Psychic Shield Slow Time Psychic Shield

Fig. 4. General Stats and graphic of Heuristic 3 in the tested game

3 Experimental Results

The experiment was prepared for analyzing the developed heuristics for identifies power-
ups influence and analysis the player’s performance. Ten students were selected randomly
in the Kazan Federal University from Russia, three had not previous experiences with
Flappy Bird mechanic. The group played the games 30 times and interacted 10 times with
each power-up. The successes were counted after expired power-ups and the influences
value (¢) was computed with heuristics. The heuristic 3 was computing using &2, = 1.9
the worst RTBefore and RTAfter in the novice players (A, D, H). Moreover players
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answered which power-up was the best or worst in interaction processes. All data are

resumed in the Table 2.

Table 2. Experiment results. Heuristics and players opinions.

Player id Power-up Heuristic 1 Heuristic 2 Heuristic 3 Player opinion

A Slow time 0 0 0.07 Worst
Psychic 0.02 0.04 0.06
Shield 0.03 0.07 0.09 Best

B Slow time 0.03 0.10 0.14 Worst
Psychic 0.08 0.09 0.15 Best
Shield 0.09 0.09 0.17

C Slow time 0.01 0.07 0.07 Worst
Psychic 0.07 0.07 0.13 Best
Shield 0.08 0.08 0.15

D Slow time 0.01 0.08 0.09
Psychic 0.04 0.06 0.09 Best
Shield 0.06 0.08 0.13 Worst

E Slow time 0.02 0.10 0.12 Worst
Psychic 0.08 0.09 0.16 Best
Shield 0.03 0.03 0.06

F Slow time 0.01 0.10 0.11 Worst
Psychic 0.07 0.07 0.13 Best
Shield 0.03 0.04 0.07

G Slow time 0.06 0.07 0.014 Best
Psychic 0.10 0.10 0.19
Shield 0.09 0.10 0.18 Worst

H Slow time 0.00 0.09 0.09 Worst
Psychic 0.06 0.07 0.13 Best
Shield 0.07 0.09 0.16

1 Slow time 0.03 0.11 0.13 Worst
Psychic 0.10 0.10 0.19 Best
Shield 0.08 0.09 0.16

J Slow time 0.01 0.10 0.11 Worst
Psychic 0.08 0.08 0.15 Best
Shield 0.08 0.09 0.16
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The worst power-up identified per each heuristics was Slow Time, it has correspon-
dence with eight player’s opinions. This power-up helps to player with low eye-hand
skill because reduce the game speed, a human factor that affect the interaction process
but it is no main noise in Flappy Bird mechanics. Psychic and Shield power-ups make
decreasing the obstacles noises and the player can focuses in the eye-hand skill and
to improve his skill after applied the power-ups. Both had special influences and rela-
tive balance when the heuristics results were analyzed (Table 3). The heuristics result
were contrasted apply the Wilcoxon test (not parametric) using the SPSS 2 software.
The results not showed significant difference between Psychic and Shield power-ups
(p > 0:05; p = 0:84) while the analysis related with Slow Time-Psychic and Slow
Time-Shield was gotten significant differences (p = 0.0001).These result reaffirm that
heuristics could be used for selecting better power-ups and activating it for reducing de
noises in the interaction process and improve player’s performance.

Table 3. Sum of Positive (Best), Negative (Worst) and Similar (Same) results taking in to account
compared player’s experience with Psychic and Shield aiders.

Power-ups

Heuristic 1

Heuristic 2

Heuristic 3

Psychic-shield

Best-5 Best-3 Best-3
Worst - 4 Worst - 5 Worst - 5
Same - 1 Same - 2 Same - 1

3.1 Player’s Evolution Tracking the Successes Series

This part of the experiment helped to analyze player’s performance after each applied
power-up. The successes for beginner players were checked and each aider improved
the player’s performance generally. Player opinions were related with the Slow Time
power-up as the worst. This power-up makes that one lose the control about the game
because it decrease the tap frequency”’; changing the normal to low speed not helped to
beginner players in these studies cases.

Slow Time power-up have an incorrect application as aider in beginner players but
when the player thinks in it as challenge his performances could be improved. Two
study case were analyzed, one advances players and beginner player. Both improved the
performance in the second test and the players’ opinions were in the sense “I focused
in Slow Time and thought it is a challenge”. This work about power-ups like aids is just
the first steps, a deeper analyses are necessary with the statistic studies.

4 Conclusions

The engagement between player and video games is the base for successful game. The
Signal-Noise-Aiders (SNA) approach is a new point of view and permits modelling the
interaction process in video games. Power-ups as aiders is a correct design decision for
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improving the performances in platform games. The created bayesian heuristics help to
compute the power-ups influences and give a new way for dynamic difficulty adjustment
through aiders. Power-ups can reducing or increasing noises, in both case help to better
game experience. The future works will focus in exploring the SNA approach en other
kinds of video games and analyzing the application of proposed heuristics when these
are used for regulated the player’s experience through dynamic difficulty adjustment [1].
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Abstract. Well-being is a complex phenomenon that is deeply depends on the
individuals themselves and includes subjective perception of the past, present and
future experiences. Connecting with work adds a concrete dimension to that well-
being that makes it possible to consider designing for well-being and assessing it.
One key element related to well-being is engagement at work and gameful design
is a mean to increase engagement. This position paper builds on the evolution of
the field of HCI over the years to identify means of addressing well-being through
engagement. We describe the concepts related to Usability and how they evolved
towards User Experience to encompass more complex (related to self) elements.
We show how previous work in the field has connected these two major properties
(using tasks descriptions) and how it might be possible to extend further embracing
human needs and motivation theory. A concrete example is given in the context
of interaction with a digital clock. Even though this example is simple, it conveys
the concerns and highlights possible directions towards solutions.

Keywords: Task models - Usability - User experience - Motivation - Human
needs - Work - Operator

1 Introduction

The Human Factors community has been working on understanding the multiple internal
states of operators (and more globally human beings) but also how to change this internal
state to increase Subjective Well-Being (SBW) [1]. For instance, in [2], authors assess the
connection between neurosis of adolescents and SWB. Foundations of human motivation
and needs were made concrete with the seminal work of Maslow [3] and further studied
to identify humans’ motives [4]. Even though its validity was (and still is) highly criti-
cized in the literature [5] evidences are shown that self-actualization (the top-level need
in the Maslow’s hierarchy) is not questioned. Concomitantly, Human-Computer Interac-
tion community has been extending its research focus from Usability-centered design of
services, systems and products to hedonic aspects covered by the User Experience prop-
erty. Beyond, one contributing factor to well-being is engagement that connects to the
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stimulation dimension of User Experience [6]. In this paper, we propose to use gameful
design and automation as two design options to increase engagement of users/operators
while performing their activities. We use the task modelling notation HAMSTERS [7]
to describe these activities and to assess their evolutions when automation and gameful
design options are considered.

The paper is structured as follows. Next section introduces the contributions of
Usability and User Experience on the design of interactive applications and interactions.
This section also presents how task models can be used to represent usability and user
experience related information. Section 3 extends Sect. 2 by adding two additional
concepts: hierarchy of needs and engagement. Section 4 introduces a simple illustrative
example to show how targeting engagement (using gameful design and automation)
can stimulate operators and reduce their workload. Section 5 concludes the paper and
highlights potential directions for future work.

2 Usability and User Experience Contributions

2.1 Usability

HCI community historically focused on the usability of interactive systems, in order
to ensure that operators will achieve their tasks with the interactive systems. Usability
standard (as defined in [8]) has deeply changed the design of interactive systems by
decomposing usability for ensuring careful consideration of three contributing factors.
Assessing usability can be done in multiple manners and, as argued in [9], in some
research contributions without careful consideration of the correlation between them.
These contributing factors are:

e Effectiveness: corresponds to the coverage of users tasks offered by the system
functions. It describes the capability of users to reach their goals with a given system.

e Efficiency: corresponds to the performance of users to reach their goals. It includes
objective measurable elements such as number of errors or execution time.

e Satisfaction: corresponds to the users perceived satisfaction while performing their
work with a given system.

Figure 1 represents the schematic view of the field of HCI in terms of users performing
a task. The Human Processor model proposed in [10] decomposes human activity into
perceptive, cognitive and motor elementary tasks. This is close to the biological behavior
of humans and remains far away from human affects and needs that is presented in models
in the following sections.
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Fig. 1. The operator at work as depicted in the Human-Processor Model [10].

2.2 User Experience (UX)

User Experience property has been addressed more recently with methods supporting the
design for User Experience [11, 12] with methods for the assessment of User Experience
[13].

Identification

User
Experience

Meaning &
Values

Social
Connected
-ness

Fig. 2. The six contributing factors of User Experience as proposed in [14].

Various definitions have been proposed for User Experience including affects and
emotions, aesthetics or values [6]. According to the work of [14] User Experience can
be decomposed in the following 6 contributing factors (visually presented in Fig. 2):

e Aesthetics: The aesthetic level involves a product’s capacity to delight one or more
of our sensory modalities;

e Emotion: The emotional level involves those experiences that are typically considered
in emotion psychology and in everyday language about emotions;
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e Identification: A hedonic attribute group, which captures the product’s ability to
communicate important personal values to relevant others;

e Stimulation: The stimulation dimension describes to what extent a product can
support the human need for innovative and interesting functions, interactions and
contents

e Meaning and Value: The meaning level involves our ability to assign personality or
other expressive characteristics and to assess the personal or symbolic significance of
products;

e Social-connectedness: The social connectedness involves means to increase social
pleasure offering means to interact and share information with others.

User experience goes beyond Usability and gets closer to feelings and emotions that
are contributing to human motivation and human needs which are in return impacting
well-being.
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Fig. 3. Representation of user study result related to user experience in the HASMSTERS task
model indicating variations in the UX dimensions using color panels and representing frequencies
of choice (%) on the connecting arrows to support usability analysis (from [13]).
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2.3 Connecting Usability and UX Through Task Models

User Experience is usually connected to entertaining activities such as media consump-
tion, but recent work demonstrates that the concept is being used in work context [15] but
also in the workplace [16]. Operators’ work can be easily described using task models
which decompose work in a set of goals each of them being refined by a set of tasks to
reach the goal.

HAMSTERS [7] is a tool-supported graphical task modeling notation for repre-
senting human activities and work in a hierarchical and ordered manner. At the higher
abstraction level, goals can be decomposed into sub-goals, which can in turn be decom-
posed into activities. The output of this decomposition is a graphical tree of nodes. Nodes
can be tasks or temporal operators. Tasks can be of several types (Fig. 3) and contain
information such as a name, information details, and criticality level. Only the single
user high-level task types are presented here but HAMSTERS has a variety of further
task types available and accounts for information, objects and knowledge involved in
the performance of the work [17].

In [13], Bernhaupt et al. have proposed the integration of User Experience contribut-
ing factors including both hedonic and pragmatic qualities inside task models (addressing
mainly the effectiveness factor of Usability).

The objective of that research work was to connect User Experience to the activity
of operators in their daily work and activity (in that case media consumption using a
remote-control unit (RCU)).

3 Beyond Usability and UX

This section presents two additional conceptual frameworks: the pyramid of needs from
Maslow and Gameful design for Engagement. These frameworks go beyond classical
Usability and even the more recent concept underlying User Experience.

3.1 Motivation and Needs

The work of Maslow on the hierarchy of human needs was early introduced in [3] and
refined in [18] which revisits the concepts introduced by Maslow which are decomposed
in three core concepts:

e Basic needs: They encompass physiological and safety needs that correspond to the
immediate and short-term survival of the individual. They ensure the sustainability of
the biological machinery that compose human beings.

e Psychological needs: Encompass relationship to others i.e., social aspects of human
being as well as relationship with self, including prestige and subjective perception
of accomplishment.

o Self-fulfillment needs: Correspond to the definition of self-actualization aiming at
deploying the full potential of the individual.
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needs
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actualization:
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Belongingness and love needs:

intimate relationships, friends

Safety needs:
security, safety Basic
needs
W needs:
food, water, warmth, rest

Fig. 4. The hierarchy of needs and motivation from [19] original work in [3]

Work is a transverse concept with respect to the hierarchy of needs presented in
Fig. 4. Indeed, for each of the levels of the pyramid, work is:

o Physiological needs: E.g. work can contribute to provide food directly (farming) or
indirectly (money);

e Safety needs: E.g. building fences or constructing protections may contribute to safety
and security;

e Belongingness and love needs: E.g. earning resources via work might allow building
a family;

e Esteem needs: E.g. building a career in a company might contribute to esteem via
success;

e Self-actualization need: E.g. evolution in the work environment during the entire life
might support the construction of the personality to become self-actualized.

3.2 Gameful Design and Engagement

Although gameful design and gamification techniques have not been studied evenly
across application domains (most of the contributions come from the application domains
of education and health), Seaborn and Fels [20] surveyed the literature and established
that the results of gamification are mostly positive. They highlight that gameful design,
including gamification, raise engagement and user performance. Indeed, a study on
the gamification of the tutorial of the AutoCAD 3D objects modelling application [21]
reported higher subjective engagement levels with the gamified application, and that
users performed a set of testing tasks from 20% to 76% faster after using the tutorial
with the gamified components. Gameful design can also encourage participation and
collaboration with other users as demonstrated in the context of online learning [22].
These examples (and many other ones) show that the range of potential benefits of
gameful design is quite wide if design choices are carefully elicited.
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Gameful design requires fine-tuning of the game mechanics that are integrated in
the interactive system, and game elements have to match what the user is able to per-
form in the context of use. Wilson et al. [22] argue that some design choices may be
counterproductive and that engagement and motivation may vary a lot depending on
the type of game element. Adding artificial challenge to a system supporting functional
needs engenders frustration [23]. Moreover, Korn et al. [24] showed that in an industrial
environment, some gamification elements may improve production speed but may also
increase the error rate.

As stated above, adding game elements and challenges to motivate the user leads
to add additional objectives and tasks to perform with the interactive system. These
additional tasks interleave with work tasks, and have thus to integrate in a consistent
manner with them in order to avoid frustration and errors (especially capture and interfer-
ence ones). Moreover, the design of game elements also requires identifying automation
opportunities (for these game elements), with the objective of increasing the overall
usability of the system but also to make sure that proposed challenges are important and
motivating experiences for the user [23].

Gameful design for interactive systems at work thus requires being able to describes
exhaustively and systematically:

o User work tasks;
e User tasks while interacting with work automation;
e User tasks to reach game elements objectives.

Analyzing all these elements together is also critical in order to detect conflicting
elements.

4 Illustrative Example: The Mackworth Clock

4.1 Introduction to the Example

The Mackworth clock is an interactive system designed and developed to study the
performance of operators monitoring information on airborne radars [24]. The system
was developed to build experiments to assess vigilance capabilities of human being
while monitoring autonomous systems. The Mackworth autonomous system (presented
in Fig. 5 a)) includes a green point, which moves in steps every second (like the second
hand of a clock). In the experiment, at irregular time intervals, the green point moves the
double of the usual distance (jumps one step). The operator has to detect this unexpected
movement (representing a problem or a failure) and to press a button to prove that the
malfunction has been detected.

Figure 5 b) presents a modified and digitalized version of the Mackworth clock. We
chose to present it because it makes more explicit (as a symbolic representation) how
the Mackworth autonomous system was functioning.
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Fig. 5. a) Original Mackworth Clock [24] and b) Modified Mackworth Clock from [26].

The hypothesis behind this experiment was that human performance in detecting
malfunctions would decrease over time. Indeed, the study of performance of opera-
tors monitoring this autonomous system confirmed the fact that attention and vigilance
decrease over time. The main outcome of this study was to propose identify the best
compromise between the duration of the monitoring period (the watch-time of the oper-
ator) and the errors. In the following sections, we discuss the opportunity to alter this
experiment adding game elements to the monitoring task to assess the possible increase
of attention and vigilance for longer monitoring tasks.
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Fig. 6. HAMSTERSIXL task model describing the tasks to “Monitor clock”

Figure 6 presents the detailed description of the tasks the operator has to perform to
monitor the clock. The main goal, represented at the top of the task model, is “Monitor
clock”. Under this main goal, the temporal ordering operator “/lI” named concurrency
has two branches that describe the tasks performing in parallel. On the left branch under
the main goal, the system updates the clock every second (abstract system task “Update
numeric watch” with an incoming arrow from the calendar event “Every second”). This
task decomposes in a sequence (temporal ordering operator “>>") of a system task
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(a choice, indicated with the choice temporal ordering operator “[]”, between the tasks
“Update to next” and “Update (malfunction)”) and the interactive output task “Display
green point” which uses the output device “screen”. The system tasks update the value
of the software object “position of green point”, which is required to perform the system
output task “Display green point”. In the right branch under the main goal ‘“Monitor
clock”™, the abstract iterative task “Monitor green point” decomposes in a sequence of
user tasks. First, the user performs the perceptive task “Look at green point” using
the output device “screen”, which produces the information “current position of green
point’. Then the user performs the cognitive task “Recall previous position of green
point” using the information “Memorized position of green point” and producing the
information “previous position of green point”. Then the user performs the cognitive
analysis task “Compare previous and current position” using both information “current
position of green point” and “previous position of green point”. This task produces the
information “size of shift”. Then, the user performs the cognitive analysis task “Analyze
if shift is standard or not” using the information “size of shift” and the declarative
knowledge “Standard shift is +1”. Then from the result of this analysis task, the user
makes a choice (described using the choice temporal ordering operator “[]” combined
with the test arcs on the value of the information “shift type”). If the shift type is standard,
the user decides not to do anything. If the shift type is different from standard, then the
user decides to press the response key, and then presses the response key. At last, the
user performs the cognitive task “Memorize position of green point” which produces
the information “Memorized position of green point”.

4.2 Automation as a Design Option to Reduce Workload

The main goal of the user task is to monitor the clock and the challenge of being
attentive and staring at the clock should remain (as migrating it to automation raise
similar challenges such as monitoring automation instead of monitoring the clock —
which is already an automation). However, other tasks such as “Recall previous position
of green point” and “Memorize position of green point” may be difficult and error-
prone and are articulatory with respect to the monitoring of the handle of the clock.
For these reasons, we propose to migrate those tasks from the operator to the system.
The automation of these work tasks decreases the number of tasks to perform for the
operator. Figure 7 presents a screenshot of a new interface to present the information of
these migrated tasks to the operator.

Figure 8 presents the task model modified for this automation proposal. In the left
main branch of the model, we added two system tasks: an output system task named
“display previous position of green point”, as well as a storing system task. We also added
a new software object “stored position of green point” to describe that the system will
be storing the value of the previous position instead of the user doing it. In the abstract
iterative task “Monitor green point”, we replaced the cognitive task “recall previous
position of green point” with the perceptive task “Look at previous position of green
point”, and removed the cognitive task “Memorize position of green point”, as well as
the associated memorized information “Memorized position of green point™.
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Fig. 7. Tllustration of the design proposal for automating operator’s work
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Fig. 8. HAMSTERSIXL task model modified for the work automation (Color figure online)

This proposal of work automation should decrease cognitive load but may lead
operator to be less attentive. We thus propose to integrate a game element, focused on
a continuous input from the operator, to increase immersion. The game element the
continuous tracking of the green point using a mouse pointer. The operator has one hand
on the mouse device and has to move the mouse pointer to the green point each time the
green point shifts. Figure 9 presents three screenshots that illustrate this design proposal.
At the bottom of the screens, a panel indicates the total time on the green point and the
total time outside of the green point.
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Total time Total time Total time
on the pointer: 3 min 24 sec on the pointer: 3 min 24 sec on the pointer: 3 min 25 sec
outside of the pointer: 0 min 46 sec outside of the pointer: 0 min 47 sec outside of the pointer: 0 min 48 sec

Fig. 9. Illustration of the game element added to the modified Mackworth Clock [25] (Color
figure online)

Figure 10 presents the task model modified to include the tasks related to the game
element “mouse pointer tracking using a mouse device”, as well as the automation of
work (explained previously). In the left main branch, we added the system output task
“Display mouse pointer”” which requires the software object “Mouse pointer position”. In
the right part of the model, we added a new branch which main task is “Monitor mouse
pointer” and is iterative. This task interleaves with the two other sub-goals “Update
numeric watch” and “Monitor green point”. It decomposes using the same pattern as
the green point monitoring task, but for the mouse pointer. The user first performs the
perceptive task “Look at mouse pointer”, which produces the information “mouse pointer
position”. The user then performs the cognitive analysis task “Compare mouse pointer
position with green point position”, using both the information “current position of
green point” and “mouse pointer position”. This task produces the information “mouse
pointer position relative to green point”. Depending on the value of this information,
mouse pointer is on green point or mouse pointer is not on green point, either the user
will perform the cognitive decision task “Decide not to do anything” or the cognitive
decision task “Decide to move the mouse pointer” followed by the interactive input task
“Move mouse pointer”.

This task model helps to identify and understand the impact of the game element
on the operator’s tasks. We see that the new set of tasks that we introduced represents
as many tasks as the set of tasks to monitor the green point and that this set of tasks
interleaves with the work task, and share a common information to process for the tasks
(Information “current position of green point” at the bottom in Fig. 10). This confirms that
the design proposal should increase the operator’s workload while helping the operator
to focus on the main goal.
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Fig. 10. HAMSTERSIXL task model modified to integrate both automation and game element
(Color figure online)

By supporting the precise comparison of the original work tasks with the tasks
altered by adding work automation and game elements, we argue that a task models-
based approach enables to identify relevant automation and gamification opportunities.
The level of precision of task descriptions enables to filter out tasks that should be
migrated to the system and tasks for which gamification will benefit to user performance
and engagement. In that way, it supports reaching an optimum level of workload as
exemplified in Fig. 11.
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Fig. 11. Using Yerkes-Dodson [27] curve as a mean to represent evolution of user engagement
and performance when integration game elements are added to work tasks.

In this example, the gaming elements would support the self-actualization needs of
human being as defined in [18]. More precisely, enjoyment and fun would be part of
this journey to self-actualization. Other game elements could have been related to the
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work of other operators (for instance being able to share on a social media their success
in accomplishing the work). In that case these game elements would be related to the
“belongness and love” needs which are lower in Maslow’s hierarchy of needs.

5 Conclusions and Perspectives

This paper has presented the potential benefits of using game elements interleaved with
operators’ work in order to increase user experience and engagement of operators. We
argue that describing how these game elements transform the operators’ work is critical
in order to be able to assess the impact (positive and negative) of the activities added by
the game elements on operators’ work.

We have revisited the Mackworth clock experiment which is centered on the moni-
toring (by an operator) of an autonomous system. We took the position that degradation
of the monitoring performance of the operators was related to a loss of engagement, and
an increase of boredom and was due to the lack of active participation of the operator
on the system.

To improve performance, we decided to integrate in the work tasks additional tasks
related to game elements added to the system. We used the HAMSTERSIXL notation
[7] to describe the original and the altered task models and used these models to demon-
strate the higher engagement of operators when game elements are added. We have
developed some tools [28] which would support the work of developers in ensuring that
the application developed completely matches the work of operators described in task
models.

One of the key difficulties with this approach lies in the quantity of required knowl-
edge to integrate game elements inside an interactive application. Even though the work
from [23] proposes “The lens intrinsic skill atoms”, a five steps method to identify and
design game elements, this knowledge is usually not present in HCI and UX designers
background. It thus adds an additional burden to the design, evaluation and development
work which is already very complex and demanding. This is even more complex when
the needs are getting higher in Maslow’s hierarchy of needs.

Future work will consolidate these research results demonstrated on a very simple
case study by applying them to more complex environments such as safety critical control
rooms where engagement is critical to ensure that operators are constantly monitoring
the evolutions of the system and able to react promptly in case of failures. Beyond, we
will consider tasks descriptions including operators errors as slips, lapses and mistakes
(which can be described in HAMSTERS [29]) as they might deeply influence motivation
and engagement.
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Abstract. The massification of technologies, the implementation of 5G and the
Internet of Things (IoT), allow implementing systems that contain virtual or aug-
mented reality or implementation of both. In this sense, the covid 19 pandemic
in the last years, has also affected people’s behavior and leaned to shop without
leaving their homes. VR, RA, and/or MR techniques are currently widely used for
medicine, education, and entertainment, among others. In this study, we combine
both elements to analyze the literature on e-commerce and the use of VR, AR,
and/or RM. Searching and analyzing recent scientific articles were defined, and
virtual reality is the most used, followed by the mixture of RV and RA, the above
to improve the shopping experience, providing the customer with a more authentic
and immersive environment. In future works, we will expect to expand this study,
including how to evaluate the shopping experience and relate it to the customer
experience.

Keywords: Literature review - E-commerce - Virtual reality - Augmented reality

1 Introduction

We have all noticed the massification of information and communication technologies,
which has allowed more and more people to have mobile devices such as smartphones. In
addition, the implementation of 5G and the Internet of Things, favor the implementation
of systems that contain virtual or augmented reality. Other factors have also influenced
the change in the way consumers purchase and observe the price of products and their
features. Studies indicate that many people prefer not to leave home to make their pur-
chases, thus avoiding contact with other people due to the pandemic [1]. Currently, VR,
AR, and/or MR techniques are widely used for medicine [2], education [3], and enter-
tainment, among others. We carried out a literature review study to identify aspects of the
use of VR, AR, and/or RM in e-commerce sites, for this, we established 4 steps: research
questions, data sources, selection of articles, and article classification and results. It was
defined to search and analyze recent scientific articles. The results obtained show that
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virtual reality is the most used, followed by the mixture of VR and RA, the above to
improve the shopping experience, focused on the client, providing a more immersive
environment with a greater sense of reality.

This document is structured as follows: Sect. 2 presents the background and concepts
related to the study, Sect. 3 details the work methodology, Sect. 4 shows the answers to
the research questions, and, finally, Sect. 5 presents the conclusions and ideas for the
future work.

2 Background

2.1 Customer eXperience

Companies seek to differentiate themselves from the rest by considering different ways
of reaching customers or consumers. Globalization has made consumers make much
more informed decisions due to the various means by which they can obtain information
about a company and learn about its products or services and the associated prices.

The customer experience considers any contact that a customer has with a company,
whether directly through the purchase or use of a product, system, or service, or indirectly
through recommendations, suggestions, or advertising, among others, that the customer
does not intend [4]. In turn, the concept of customer experience considers emotional
and personal aspects inherent to the person. These emotions compose and influence an
essential part of the decisions [5] and then affect the client’s decision.

2.2 E-Commerce

Due to globalization and the penetration of information and communication technolo-
gies, there are open spaces that companies have been able to use, thus promoting the
sale of products, systems, or services through the Internet. The concept of electronic
commerce is not new. Jeffrey Rayport in 1999, defined electronic commerce as: “the
practice of selling real products for real money through online channels” [6].

Nowadays, e-commerce has taken a relevant space within companies’ sales, a situa-
tion exacerbated by the covid 19 pandemic because people avoid leaving their homes [7].
E-commerce can be implemented in various ways, considering whether the person who
buys or sells is a client or a business or company, we have, business to business (B2B),
business to consumer (B2C), consumer to consumer (C2C, consumer to consumer) and
consumer to business (C2B) among others [8].

2.3 YVirtual and Augmented Reality

Technologies such as Virtual Reality (VR) and augmented reality have been on the
rise, although they are not new techniques, with the presentation of Mark Zuckerberg’s
metaverse in 2021 (Meta Platforms, Inc.) these technologies have emerged with greater
force, and we all look forward to these environments more immersive and new associated
experiences.
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Authors indicate that the definition of virtual reality dates back to the mid-1970s [9].
With various definitions of Virtual Reality (VR), authors have given way to studies to
unify their definition [10]. We can highlight that several authors agree on their definitions
in the use of three-dimensional computing technology, which provides an interactive and
immersive environment for users, through the use of several devices.

Augmented Reality (AR) for your part, is defined as follows: “a medium in which
digital information is overlaid on the physical world that is in both spatial and temporal
registration with the physical world and that is interactive in real time” [11].

Today, VR is widely used in various areas such as video games, education, and
medicine. In the medical area, such as kinesiology, it has been used to treat movement
problems due to pain and for the proper performance of exercises [12, 13]. Together, VR
and AR have also been used for medical and educational purposes [3, 14]. In this sense,
Mixed Reality (MR) is used in this work as that technology that implements virtual
reality and augmented reality [15] in a combined way, not as a synonym of augmented
reality or a more immersive augmented reality as other authors have proposed.

3 Methodology

The literature review consisted of four stages: research questions, data sources, selection
of articles, article classification, and results.

3.1 Research Questions

We defined the research questions to obtain general concepts in such a way to collect
works and get trends associated with the topics under study. The research questions that
were defined were:

(1) Are there uses of augmented, virtual, or mixed reality in e-commerce?
(2) what is the purpose of the implementation VR, AR or MR in the articles found?
(3) What results does it have on the consumer experience?

3.2 Data Sources

To search for the articles, five databases were used, all related to the topics under study,
hoping to find an adequate number of articles to analyze, these databases are Web of
Science (WoS), ACM Digital Library, IEEE Xplore, Science Direct and Scopus.

The articles were searched using the search string detailed in Table 1, and considering
the elements described in the research questions.

The search criteria in the databases were applied with the search by abstract option
because all the databases consulted have this option, so we will carry out a more efficient
search using the tools provided by the same data sources. The search for articles was
carried out in May 2022.
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Table 1. Search string.

Item Description

Concepts e-commerce, virtual reality, augmented reality, mixed reality, client,
customer, consumer, satisfaction, experience

Group of terms | (e-commerce)

(“virtual reality” or “augmented reality” or “mixed reality”)
(client or customer or consumer)

(satisfaction or experience)

Search string ((e-commerce) AND (“virtual reality” OR “augmented reality” OR “mixed
reality””) AND ((client OR customer OR consumer) AND (satisfaction OR
experience)))

3.3 Selection Articles

After searching the data sources, a total of 106 scientific articles were obtained (see
Table 2). The results were limited to the last ten years from 2013 to 2022, obtained a
total of 78 articles. The above is because we want to study new articles and discover
current trends in using VR and AR in e-commerce.

In addition to the above, repeated articles were removed from the selection, as well
as those already literature reviews, so that they do not influence or affect the current
study. With this limitation of articles, the total number of papers selected for the first
reading was 53.

In the process of abstract reading, articles were discarded for the following reasons:

(1) Articles that speak only of electronic commerce websites, without use in the use of
VR, AR, MR.

(2) Articles that address VR, AR, and MR only as a tool, emphasizing the technology,
not its use applied to electronic commerce.

(3) Articles that consider the customer experience not related to VR, AR, MR.

After the abstract reading, 28 articles were selected for full reading, of which 5 were
not included in the study because we did not have access to them. Finally, the study was
carried out with 23 scientific articles. See Fig. 1.
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Table 2. Articles found.

205

Data source Abstract selection Limited 10 years
Web of Science 12 11
ACM Digital Library 17 8
IEEE Xplore 13 10
Science Direct 6 5
Scopus 58 44
Total 106 78

Remove,

duplicate,

literate review

. After reading

53 Paper the abstract Five articles

28 Paper

no accessed
€

—) | Papersfor
| J analysis
aper

Fig. 1. Selection articles process.

3.4 Articles Classification and Results

Most of the articles under study were published in different journals (16 articles),
representing 70%. In turn, conference articles represent 30% of the total analyzed,
corresponding to 7 articles (see Fig. 2).

journal
70%

30%

Conference

Fig. 2. Articles published in journals and conferences.

About the year of publication of the selected articles, there is a tendency to increase
the number of items as the years progress. In Fig. 3 we can see the papers published
by year, only in 2019 is there a drop. Concerning 2022, since the search ended in May,
there will probably be more publications to add.
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Fig. 3. Publication year of the articles.

In the articles reviewed, it can be noted that most of them (56%) implement virtual
reality, which corresponds to 12 articles, followed by a mixed reality, which for this study
is related to the implementation of both augmented and virtual realities (26%), with 6
items. Finally, augmented reality has a lower percentage (22%) with only 5 articles.

14
12

N

AR VR MR

Fig. 4. Use of virtual augmented or mixed reality in articles.

Regarding the types of products that the e-commerce market, in the articles reviewed,
they are aimed at supermarkets (6 papers), food products (2 articles), furniture (1 article),
sunglasses (2 articles), tourism (1 article), travel (1 article), video games (1 article),
clothing (1 article), and watches (1 article). Other articles analyzed do not specifically
identify the product they market since the concepts are generally used for the product
markets (7 articles). This information only represents a frequency of ideas. Then, it has
no direct relationship with the number of papers. See Fig. 5.
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Clothes Watch
Videogames4% 4%
4%

Without
specification

Sunglasses 31%

9%

Food products
9%

Furniture Tourism
4% 5%

Fig. 5. Types of products found in electronic commerce.

The classification of the articles was carried out considering (i) articles that imple-
ment Virtual Reality (Table 3), (ii) articles that present the incorporation of both aug-
mented reality and virtual reality (Table 4), and (iii) articles that implement Augmented
Reality (Table 5).

Table 3. Articles of virtual reality.

Cite | Brief description

[16] | This paper uses VR to examine an offline showroom versus an online virtual reality web
room linked with artificial intelligence to recommend products to customers. The results
indicate that adopting Al will improve your return policies, maximize resale returns and
reduce the risks of stock-outs and shortages

[17] | It uses VR with a haptic combination so the customer can realize the weight of the
ordered item. This allows for greater customer immersion and improves customer
satisfaction

[18] | Use VR to demonstrate a positive effect on customer loyalty to the brand considering
the entire purchase process

[1] | This article uses VR to simulate social interaction in a virtual supermarket using avatars.
It presents an improvement in the virtual shopping experience. Through social
interaction with VR, consumers’ enjoyment, immersion, and telepresence experience
were significantly enhanced

[19] | The study proposes a framework to incorporate a set of virtual reality solutions that
allow obtaining information about the consumer through the analysis of consumer
interaction in a virtual reality store. This gives the consumer an immersive experience
and provides a personalized experience that promotes the purchase of the product

[20] | The research focuses on defining UI and UX design criteria considering VR factors to
meet the needs and user experience in an e-commerce environment. For this, it uses
various questionnaires and methodologies that allow UI and UX design criteria for VR.
Centered on five main themes: screen, operation and prompt, safety and experience of
use, system functions, and transaction

(continued)
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Table 3. (continued)

Cite

Brief description

[21]

Analyze the effectiveness of VR devices and VR content formats. Establishing that
attractive virtual environments generate affection and a deep sense of presence improves
commercial performance, impacting purchase intention

[22]

It uses VR to design and implement a VR architecture for product purchase, which
consists of six modules: virtual shopping mall, item display, online payment, interaction,
game, and advertising. Recreating a shopping center for electronic commerce

(23]

In this article, VR is used to create a new shopping experience considering the spatial
placement of products in apartment settings

(24]

Uses VR to implement e-commerce that incorporates three-dimensional elements and
intelligent sensors, thus integrating elements of industry 4.0 in retail created with virtual
reality

(25]

Presents a theoretical study showing a typology of VR and a dual theoretical model of
participation and use of VR to establish that immersive processes influence consumer
responses through imagination, co-creation, and telepresence

[26]

Recreate a supermarket in areas of beer, water, and wine. It puts two virtual
environments, one navigable 360 and another free 3D navigation. It states that although
HMDs are more cumbersome than other devices, they provide better experiences and
more excellent consumer responses. Furthermore, discomfort does not impact the sense
of presence or brand recall. Improves purchase intention

Table 4. Articles of mixed reality.

Cite

Brief description

[27]

AR and VR use them to display various photos from different locations and angles. In
addition, it features audio and video clips providing a broader range of physical store
information. In other words, it is assimilated as if the customer were in person at the
store—aspects of rescuing: use machine learning, specifically neural networks, to
discover customer purchasing patterns

(28]

Use virtual and augmented reality to assess how information availability supports
customer experience and decision-making, comparing traditional e-commerce to virtual
commerce

[29]

They use an AR/VR-based clothing fitting system to validate how it positively
contributes to the online shopping experience and provides consumers with positive
experiences. They also carry out tests based on AR with personalized human movement
to provide a more comfortable shopping experience

Attractive and, therefore, increase their purchase intention

(continued)
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Table 4. (continued)

Cite

Brief description

(30]

Analyze customer perception in virtual spaces compared to physical spaces, comparing
what is offered on a website, 2D, versus what is provided by an AR or VR

(31]

This paper consider an e-commerce purchases within a game, a store to buy, with much
more immersive virtual reality, with augmented reality with a virtual assistant or avatar

(32]

The use of a HoloLens mixed reality device is proposed to implement a holographic
application that allows personalized recommendations to be made to customers of a
store. This shopping experience is more pleasant, facilitates free mobility for the user,
and encourages the purchase decision

Table 5. Articles of augmented reality.

Cite

Brief description

(33]

Evaluate the user experience when trying on lenses in an AR application. A mobile app
with an AR feature needs to incorporate indicators of perceived ease of use, perceived
usefulness, and hedonic benefits (perceived enjoyment and seamless experience) for
consumers

[34]

Identify the key factors influencing e-commerce companies’ intent to adopt AR. These
are technological, organizational, and environmental, which affect the intention to adopt
an AR by e-commerce companies

(35]

The realization of two studies focused on the effect of the functional mechanisms of
interactivity and vividness of AR, which impact the presentation of products and
customers’ purchase intention

[36]

It exposes what other companies do, such as catalogs with RA and showing videos,
among other things, which allows for more engaging experiences for customers

[37]

For retail sales, four AR applications in the retail and marketing markets. A proven
model for measuring consumer/user acceptance of AR applications in marketing and
retail. Considers aspects such as hedonic (enjoyment, pleasure, fun) and utilitarian
(information)

4 Response to Research Questions

According to the articles reviewed, the following answers can be given to the research
questions defined.

Are There Uses of Augmented, Virtual, or Mixed Reality in E-commerce? We found
various articles that implement virtual, augmented, and mixed reality. In this sense, it is
essential to note that of the selected studies, virtual reality has the highest frequency of
use (12 articles, which represents 56%), as shown in Fig. 4. Next, in the second place,
we found the use of both technologies complementary (found in 6 articles that represent
26%). Finally, augmented reality (found in 5 articles representing 22%). It is important
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to note that all the papers analyzed showed implementations of e-commerce that market
several products. Interestingly, using both technologies together is more popular than the
sole implementation of augmented reality. Finally, we found that there is an upward trend
concerning the articles that analyze implementing these technologies in e-commerce.

What is the Purpose of the Implementation VR, AR or MR in the Articles Found? In the
analyzed papers, several purposes are distinguished for the implementation of virtual,
augmented, and mixed reality. One of the main elements is to improve the way of
showing the product to the customer, bringing it as close as possible to a face-to-face
purchase reality, adding information that is relevant to the product, to induce a purchase
decision by the customer. On the other hand, we found elements to facilitate the purchase,
and navigation, to generate greater immersion and customer enjoyment. In addition, an
important element to highlight is the placement in real spaces of the product that has not
yet been purchased, again facilitating the purchase decision for the customer.

What Results does it have on the Consumer Experience? The shopping experience
improved or at least remained the same in all the scientific articles analyzed, even in
those articles that, given the nature of the study, required hardware or devices such as
a head-mounted display. Establishing that although they are necessary elements that
could make the customer uncomfortable, they ultimately it does not affect the shopping
experience. In this sense, it is essential to highlight that some articles show ways to
evaluate the customer experience while shopping using VR, AR, and/or MR, mainly
including elements such as post-use questionnaires and customer behavior analysis.
However, each article proposes different factors to evaluate the shopping experience.

5 Conclusion and Future Work

We found several articles that use virtual, augmented, and mixed reality in e-commerce.
In this case, virtual reality was placed as the most used technology among the articles
analyzed, followed by both virtual and augmented reality. Also, we found a trend to
increase the number of articles that analyze the implementation of these technologies in
e-commerce. The use of VR, AR and/or MR targets to induce a purchase decision by
the customer through an immersive experience in the shopping articles. In the scientific
articles analyzed, using VR, AR and/or MR improves the shopping experience. We note
that it is necessary to establish a guide to implement the evaluation of the shopping
experience due to the articles found implementing different and personalized ways to
carry out this evaluation.

Important elements can be identified to highlight in the analyzed studies. We iden-
tified the use of VR, AR and/MR, to establish more immersive realities, improving the
shopping experience. We also noted that there are incorporations of Al algorithms, neural
networks, to suggest customer preferences [16, 27], which incorporates new elements
for the use of recommender systems.

Some aspects that could limit the shopping experience in the studies analyzed were
related to the need for a good internet connection and the availability of specific hardware,
such as smart phones, to obtain a better experience. However, given the incorporation
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of 5G technologies and the widespread use of mobile devices, these possible limitations
could be reduced.

This work reviews specific articles related to VR, AR, and/or MR. In future work, we

intend to extend this work, analyzing the customer shopping experience and evaluating
the customer experience in e-commerce, which relates to VR, AR and/or MR.
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