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Preface

These six volumes (LNCS 13377-13382) consist of the peer-reviewed papers from the
workshops at the 22nd International Conference on Computational Science and Its
Applications (ICCSA 2022), which took place during July 4-7, 2022. The
peer-reviewed papers of the main conference tracks are published in a separate set
consisting of two volumes (LNCS 13375-13376).

This year, we again decided to organize a hybrid conference, with some of the
delegates attending in person and others taking part online. Despite the enormous
benefits achieved by the intensive vaccination campaigns in many countries, at the
crucial moment of organizing the event, there was no certainty about the evolution of
COVID-19. Fortunately, more and more researchers were able to attend the event in
person, foreshadowing a slow but gradual exit from the pandemic and the limitations
that have weighed so heavily on the lives of all citizens over the past three years.

ICCSA 2022 was another successful event in the International Conference on
Computational Science and Its Applications (ICCSA) series. Last year, the conference
was held as a hybrid event in Cagliari, Italy, and in 2020 it was organized as virtual
event, whilst earlier editions took place in Saint Petersburg, Russia (2019), Melbourne,
Australia (2018), Trieste, Italy (2017), Beijing, China (2016), Banff, Canada (2015),
Guimaraes, Portugal (2014), Ho Chi Minh City, Vietnam (2013), Salvador, Brazil
(2012), Santander, Spain (2011), Fukuoka, Japan (2010), Suwon, South Korea (2009),
Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow, UK (2000),
Singapore (2005), Assisi, Italy (2004), Montreal, Canada (2003), and (as ICCS)
Amsterdam, The Netherlands (2002) and San Francisco, USA (2001).

Computational science is the main pillar of most of the present research, and
industrial and commercial applications, and plays a unique role in exploiting ICT
innovative technologies. The ICCSA conference series provides a venue to researchers
and industry practitioners to discuss new ideas, to share complex problems and their
solutions, and to shape new trends in computational science.

Apart from the 52 workshops, ICCSA 2022 also included six main tracks on topics
ranging from computational science technologies and application in many fields to
specific areas of computational sciences, such as software engineering, security,
machine learning and artificial intelligence, and blockchain technologies. For the
52 workshops we have accepted 285 papers. For the main conference tracks we
accepted 57 papers and 24 short papers out of 279 submissions (an acceptance rate of
29%). We would like to express our appreciation to the Workshops chairs and co-chairs
for their hard work and dedication.

The success of the ICCSA conference series in general, and of ICCSA 2022 in
particular, vitally depends on the support of many people: authors, presenters, partic-
ipants, keynote speakers, workshop chairs, session chairs, organizing committee
members, student volunteers, Program Committee members, advisory committee
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members, international liaison chairs, reviewers, and others in various roles. We take
this opportunity to wholehartedly thank them all.

We also wish to thank our publisher, Springer, for their acceptance to publish the
proceedings, for sponsoring some of the best papers awards, and for their kind assis-
tance and cooperation during the editing process.

We cordially invite you to visit the ICCSA website https://iccsa.org where you can
find all the relevant information about this interesting and exciting event.

July 2022 Osvaldo Gervasi
Beniamino Murgante
Sanjay Misra


https://iccsa.org

Welcome Message from Organizers

The ICCSA 2021 conference in the Mediterranean city of Cagliari provided us with
inspiration to offer the ICCSA 2022 conference in the Mediterranean city of Malaga,
Spain. The additional considerations due to the COVID-19 pandemic, which neces-
sitated a hybrid conference, also stimulated the idea to use the School of Informatics
of the University of Malaga. It has an open structure where we could take lunch and
coffee outdoors and the lecture halls have open windows on two sides providing
optimal conditions for meeting more safely.

The school is connected to the center of the old town via a metro system, for which
we offered cards to the participants. This provided the opportunity to stay in lodgings in
the old town close to the beach because, at the end of the day, that is the place to be to
exchange ideas with your fellow scientists. The social program allowed us to enjoy the
history of Malaga from its founding by the Phoenicians...

In order to provoke as much scientific interaction as possible we organized online
sessions that could easily be followed by all participants from their own devices. We
tried to ensure that participants from Asia could participate in morning sessions and
those from the Americas in evening sessions. On-site sessions could be followed and
debated on-site and discussed online using a chat system. To realize this, we relied on
the developed technological infrastructure based on open source software, with the
addition of streaming channels on YouTube. The implementation of the software
infrastructure and the technical coordination of the volunteers were carried out by
Damiano Perri and Marco Simonetti. Nine student volunteers from the universities of
Malaga, Minho, Almeria, and Helsinki provided technical support and ensured smooth
interaction during the conference.

A big thank you goes to all of the participants willing to exchange their ideas during
their daytime. Participants of ICCSA 2022 came from 58 countries scattered over many
time zones of the globe. Very interesting keynote talks were provided by well-known
international scientists who provided us with more ideas to reflect upon, and we are
grateful for their insights.

Eligius M. T. Hendrix
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Abstract. The article considers the linguistic foundations of the Kazakh language
for the Kazakh speech synthesis system. A formalization of phonological rules
is presented for the implementation of an automatic transcription of words into
transcriptional notation, which can be applied to speech synthesis and recognition
systems.

Keywords: Speech synthesis - Transcriptor - Phonological rules

1 Introduction

This work is carried out within the framework of the project BR11765535 “Development
of Scientific and Linguistic Foundations and IT Resources to Expand the Functions and
Improve the Culture of the Kazakh Language”. The aim of the project is to develop sci-
entific and linguistic foundations and IT resources to expand the functions and improve
the culture of the Kazakh language as a language of interethnic communication in digital
format, which is an urgent and important problem in the strategic direction of develop-
ment of our state. The solution of this problem will be carried out on the basis of: an
analysis of the scientific, methodological and normative foundations of the grammar of
the Kazakh language and computational linguistics; research of models and methods of
speech synthesis; building a formal description of the grammar of the Kazakh language,
artificial intelligence technology for the development of an intelligent synonymizer, an
electronic reference book, a mobile application “Fascinating Onomastics”, an electronic
dictionary of terminology of school textbooks, a Kazakh speech synthesizer and an
intellectual system “Akhmettanu”. The main approaches to conducting research are the
construction of a formal description of the grammar of the Kazakh language, the creation
of a database of synonymous words, proper names, and terms for the relevant subject
areas (socio-political and public life, grammar of the Kazakh language and school text-
books), taking into account their history, use and possible interpretations, the formation
of an audio and text corpus for the synthesis of Kazakh speech, as well as the creation of
aknowledge base on Akhmet Baitursynuly’s scientific heritage and on all structural tiers
of the language in the light of his teachings. The solution to this problem is possible only
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with the use of intelligent technologies for computer processing (analysis and synthesis)
of oral and written texts (data) in the Kazakh language. This article will consider the lin-
guistic foundations of the synthesis of Kazakh speech based on Akhmet Baitursynuly’s
works, as well as some ethical aspects of the perception of his scientific and cultural
heritage.

2 Related Works

The development of low-resource languages is accompanied by a number of difficulties,
which are different in countries depending on their historical and cultural heritage.

There are works [1—4] on natural language processing, where various ethical issues
related to the processing of natural languages are solved.

Similar research and development of low-resource languages is carried out to prevent
its disappearance and its development, to study the knowledge contained in the original
works in these languages in [5—7]. The ethical aspects of the development of low-resource
languages are also often touched upon, since often low-resource languages are infringed
for various reasons in their development. When it comes to Akhmet Baitursynov, an
outstanding Kazakh scientist (1872-1937), philologist, publicist [8], etc., a multifaceted
scientist whose life was tragically cut short due to his patriotic and political activities,
it is difficult to choose the type of his activity that made the greatest contribution to
scientific and social-political life of Kazakhstan [9-12]. However, this work will use
the fundamental foundations laid by A. Baitursynov in the linguistics and phonetics
of the Kazakh language, which became the basis for developing a transcriptor for the
Kazakh speech synthesis system. Particularly surprising is the fact that all his studies
were carried out about 100 years ago [13-20], however, they most accurately reflect
the modern sound and phonetic structure of the Kazakh language and allow building
the highest quality speech synthesizer. Speaking about the ethical aspect of the attitude
towards A. Baitursynov’s works, it should be noted that the attitude towards his works
changed over the years and they were completely unpopular in the Soviet era of the
development of the Kazakh language, in view of the unpopularity of the views of the
author, who was recognized as an enemy of the then existing government and only
newfound independence made possible a fresh look at his writings. The development
of artificial intelligence and the creation of systems for recognizing and synthesizing
Kazakh speech only emphasized the fundamental nature and scientific validity and value
of his scientific heritage.

3 Kazakh Speech Synthesis System

The Kazakh speech synthesis system is not fundamentally different from any other
speech synthesis system. The peculiarity of the language has an influence mainly on
the transcriptor, which feeds the transcription of the text to the input of the model that
directly synthesizes the sound. Of course, phonological features of the language may
influence the choice of a model. However, a number of previous works of the authors have
shown that the synthesis of Kazakh speech is implemented quite effectively on existing
models, whether they are probabilistic models on Hidden Markov models, models on
neural networks, diphonic, phonemic and other models [21-24].
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4 Transcriptor

A transcriptor of words into a transcription record is present in all natural language pro-
cessing systems, such as translators, recognition systems, or speech synthesis. However,
depending on the intended purpose of the system, we select one or another transcriptor
model. So, for example, a simplified transcription can be used for speech recognition
systems, while for speech synthesis systems it is necessary to use the most detailed
transcription containing the acoustic characteristics of sounds.

The segmental phonetic transcription of the text, the construction of which completes
the work of the linguistic block, is carried out by an automatic transcriptor. To do this,
first of all, the standard reading rules that operate in the language are used, that is,
equivalents of the type “letter ® phoneme ® sound”. The degree of phonetic detail (the
number of distinguishable sounds), which is selected in specific synthesis or recognition
systems when constructing transcription, can be different. Often the choice is dictated
by tradition, followed by phonetic descriptions of the synthesized language and the most
representative and commonly used dictionaries.

In a number of languages (for example, English), the relationship between spelling
and pronunciation is very complex — many words do not follow standard reading rules.
Words whose pronunciation “falls out” of the standard rules have to be processed sep-
arately, either by creating narrower, specific rules for them, or by writing the phonetic
transcription of the word directly into its dictionary characteristic, i.e., memorizing, and
not deriving from reading rules.

Representatives of the linguistic approach emphasize the need for a wider use of
phonetic and physiological knowledge in automatic speech recognition and synthesis
systems.

According to the American researcher V. Zu [25], one of the most active supporters
of this approach, the failures of acoustic phonetic recognition in various systems are due
to two reasons:

1) the use of too simplified ideas about the relationship between the speech signal and
its phonemic (allophonic) reflection in the language;

2) the use of such methods of primary acoustic processing of the speech signal, which
are too far from how it is carried out in the human auditory system.

The phonetic alphabet is the basis for the operation of the speech recogni-
tion/synthesis block. The symbols of the phonetic alphabet should unequivocally corre-
spond to those sounds, the distinction of which is essential in the process of recognition.
Therefore, minimizing the size of the phonetic alphabet without compromising the qual-
ity of recognition should be carried out by identifying in the alphabet only those sounds
that are closest in sound from the point of view of a person [26].

Therefore, for the correct construction of the transcriptor and the use of the phonetic
alphabet, we first need to translate the record of the word into an intermediate alphabet
of 31 letters, which are characteristic of the Kazakh language. At the second stage, this
record of the word is translated according to the formalized linguistic (phonological)
rules of the Kazakh language [27]. At the third stage, the received words are translated
into a transcription record in symbols of international transcription.
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It should be noted that the current Cyrillic alphabet of the Kazakh language instead
of 31 letters contains 42 letters [28]. Of these, 11 letters were erroneously introduced in
1940 only to ensure that the writing and reading of Russian words in the Kazakh text
were carried out in accordance with the norms of the Russian language. These include:
Yo, I, Ch, Sch, Ts, h, E, Yu, Ya, hard sign, soft sign.

Therefore, for the correct construction of the transcriptor and the use of the phonetic
alphabet, we first need to translate the record of the word into an intermediate alphabet
of 31 letters. Equivalence of characters is presented in Table 1.

Table 1. Symbols of the current alphabet and the intermediate alphabet

Current Interme- Tran- Current Inter- Transcrip-
alphabet diate alpha- scription alphabet mediate tion
bet alphabet
[a]
[]
[e]
[]
[o]
[v,u]
[yl
[w]
[ 1]
(|
[ya]
[yw]
[yo]
[iy]
[wgj]
[t/

[b]
[v]
[g]
[v]
[d]
[3]
[z]
[yl
(k]
[q]
(1]
[m]
[n]
(0]
[p]
[r]
[s]
[t]
[w]
)
(1]
[h]

[te]
(h]

CFE PO ESSESEmANMNU—~I < <£0O0OHO >
L XOEEEESEEm—~g<«x00oma >
XSO EYKHO9TOA I IS S AR SWHENN W
O E<YHov o RS AR SKWENMT T X

5 Methods for Analyzing Natural Language Sounds

To study the sounds of natural language, phonetic methods and phonological methods
of analysis will be used.
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Phonetic methods of analysis are:

— articulation analysis;
— acoustic analysis;
— Perceptual analysis.

Articulatory analysis determines the organs of speech and their movements involved
in the formation of the sounds of the language. The articulatory analysis of the tongue
establishes the following articulatory features:

— participation of voice and noise in the formation of sounds;

— the place of formation of sounds (both active and passive organs of speech must be
indicated);

— the way sounds are produced.

According to the involvement of the voice, the sounds of the language can be divided
into vowels and consonants. When pronouncing the vowels of the language, the vocal
cords vibrate completely, and there is no contact between the organs of speech and an
obstruction in the oral cavity. When pronouncing consonants, there is an incomplete
oscillation of the vocal cords (sonorous consonants and noisy consonants) or it is absent
(deaf consonants), and in the oral cavity there is contact between the organs of speech
and a barrier.

According to the place of formation, the vowel sounds of the language can be divided
into: front-lingual (alveolar); pre-lingual; back-lingual (uvular); labial; non-labial.

According to the place of formation, consonant sounds of the language can be
divided into: front-lingual dental; front-lingual front-palatal; pre-lingual pre-palatal;
back-lingual pre-palatal; back-lingual post-palatal; bilabial; labial-dental. In the first
place is the active organ of speech, in the second — the passive organ of speech.

According to the method of formation, the sounds of the language can be subdivided
into occlusive and fricative. When pronouncing occlusive consonants in the oral cavity,
a complete closure of the organs of speech occurs and the air stream, noisily overcoming
the closure, finds a way out. When pronouncing fricative consonants in the oral cavity,
a gap is formed between the organs of speech and the air stream seeps noisily through
the gaps.

For occlusive consonant sounds, exposure turns on the moment of complete cessa-
tion of the flow of the air stream through the oral cavity. Fricative consonants can be
subdivided into: explosive; confluent; nasal; flicking; explosive-lateral; vibrant.

The acoustic analysis of the language determines the presence of phonetic patterns
in the formation of syllables and words from vowels and consonants. In the Turkic
languages, including the Kazakh language, such phonetic regularity is vowel harmony.

Vowel harmony requires that all vowels and consonants in a syllable or a word be
pronounced with a single timbre.

Vowel harmony is formed from a combination of four timbres: solid non-labial; soft
non-labial; hard labial; soft labial.

Speech recognition uses acoustic analysis based on the physical characteristics of a
sound.
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Based on the physical nature of sounds, sounds can be classified into nine groups of
features:

e vocality — non-vocality

1. vocalsounds: O, A, LY, ¥, ©,E, bl,O,H, H M, P, JIL U, V
2. non-vocal sounds: IL, b, T, /I, K (K), " (F), C, 3,111, XX, ®, B, X (h)

e consonance — non-consonance
1. consonant: I, b, T, JI, K (K), I (F), C, 3,1, X, &, B, X(h), ¥, P
2. non-consonant: O, A, LY, ¥, ©, E, bl, O

e high pitch — low pitch

1. high pitch
2. low pitch

o diffuseness — compactness

1. diffuse
2. compact

e flatness — non-flatness
1. flat: O, ©, Y, ¥, TI°, B°, M°, V, T°, JI°, H°, K°, F°, Hp, T1°, C°, 3°, P°, I1I°, JK°, JI°,
e, B°, M, V', T, 1'°, H°, K'°, F*°, H'°, ', C’°, 37, P™°, 1II"°, )K", JI"™
2. non-flat: ©, A, I, BL, I, 5, M, ¥, IT', B, M, V, T, I, H, T, U, H", K, I, H, ", K,
'y, w,cC 3,p,C, 3", P, UL X, J, I, X, JI', KTH U
e sharpness — non-sharpness

l. sharp:©, LY, ©,II, b, M, T, I, H, K, T"H', ', C’,

2. non-sharp: A, ¥, bI, O, I 5, M, T, I, H, K, ' H, i1, C, 3 ,
v, T°, JI°,H°, Ko, F°, He,|° ,C°,3°, P, 1II°,K°, JI°, IT°B° M"Y,
K, Fro, HeJJd® ,C°37°, P, II°XK™, JI"

e discontinuity (pausedness) — incessancy

1. non-continuous: I, b, T, /I, K (K), I (F) .
2. continuous: 9, A, LY, ¥, ©,E b, O, M,H, H, C,3, P, 111, XX, JI, 1, ¥
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e sharpness — non-sharpness

1. sharp: P,
2. non-sharp: ©, A, L Y, ¥ 6, E,bl, O, IL, 5, T, 11, K(K), I (F), C, 3, I1I, XX, ®, B, X
(h), ¥

e sonority — voicelessness

1. voiced sounds: 9,A,L Y, ¥, ©, E,bl, O,H, H, M,P, JI, I, V, B, T (F),3,XK,B
2. unvoiced sounds: I, T, 11, K (K), C, III, @, X(h)

Phonological methods are:

— synharmonic-articulatory analysis;
— synharmonic-acoustic analysis;
— synharmonic-perceptive analysis.

6 Formalization of Phonological Rules of Sound Combinations
in the Kazakh Language

The Kazakh language has 9 vowels and 22 consonants.

Let introduce the following notation for vowels: G is the set of Kazakh vowels, G is
the set of hard vowels, G is the set of soft vowels, G3 is the set of non-labial vowels, G4
is the set of labial vowels, Gjs is the set of back-lingual vowels, Gg is a set of front-lingual
vowels, G7 is a set of open vowels, Gg is a set of closed vowels, Gy is a median vowel
in pairwise distinguishable features of sounds in each group, i.e.

G = {A9,0,6,Y,Y,bl1,E}
G, = {A,0Y,bl} & G;
G, = {9,0,Y,} & G;
G, = {A9,b,1} & G;
G, =1{0,06YY}<G;
G, = {A0,Y,bl} & G;
G, = {9,6,Y,} S ¢;

= {A,9,0,6} & G;

(YY,b,1} & G;

G, = {E} < G.

& N
o

We also introduce the notation for consonants: S — consonants of the Kazakh lan-
guage, S| — unvoiced consonants, S — voiced consonants, S3 — sonorous consonants,
S4 — labial consonants, S5 — anterior lingual consonants, S¢ — midlingual consonants,



10 G. Bekmanova et al.

S7 — posterior lingual consonants, Sg — stop consonants, S9 — round-slit consonants, S1¢
— flat-slit consonants, S; — tremulous consonants, S, — lateral consonants, that is

S, = (KKILO,C,T,X 1} & 5
S, = {B,B,I,F, 1,3} & s;
S, = {i,J,;M,HH,PV} & s;
S,= {B,M,1,V} & s;
Se = {1,%3,J,H,P,C T I} & s;
Se= {B,T.K @} & s;
S, = FRKX}E S
Se= (B,I,F,LKKMHHITI S S;
So= BCIES;
S =K HIy & s
S11 = {P} = S;
Sz = {1} - S;
Let A be the alphabet of the Kazakh language, i.e. A = G U S, then the set of all
chains (words) of finite length in the alphabet A is denoted as:

A*=AuAluAauaiu. .., (1)

where A? = {¢} is a set of words of 0 length, Al = A is a set of words of 1 length,
A? = A x Ais a set of words of 2 length, A3 = A x A x A is a set of words of 3length,
x is the sign of operations of the direct (Cartesian) product of a set.
The elements of the set A* will be denoted by lowercase (small) Greek letters: o, B,
Y,.... In this case, a word of 0 length (the empty word) will always be denoted by e.
The set of all words of non-zero length in the alphabet A are denoted by A+, which
is formed by excluding the set of empty words from A%, i.e.

At = A*\{e} (2)

It is clear that any phonological unit of the Kazakh language is an element of the set
AT [29-31].
Now we will start the formalization of phonologic rules of the Kazakh language:

1. Connection of two unvoiced consonants. On a connection of two unvoiced conso-
nants in one word or in a case when one word ends to a unvoiced consonant, and
another word begins with a unvoiced consonant, both consonants remain unvoiced:

a Cy,a=oxa #&xel5,8 Sy, B=yP1,y€83,2€$

y = (@) (zp1)

Example: The junction of two unvoiced consonants is possible at the root of the
word “akpan”, “akpar”, at the junction of the root and the affix (suffix or ending)
“atakpen”, “bakpen”, at the junction of two words “ak sandyk”, “ak sausak”. In all
these cases, the transformation of unvoiced consonants does not occur [28].

3)
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2. Connection of two consonants unvoiced and sonorous.
2.1. During the connection of two consonants, unvoiced and sonorous, in one
word or in one case when one word ends with a unvoiced front tongue consonant
(c, T, m), and another begins with a sonorous consonant, the unvoiced consonant
remains unvoiced, and soa norous consonant remains SOnorous:

aly,a=ax,a;1 #&,x€S1NS5,Cy,B=yB1,y €83
y = (1x)(yB1)

“4)

where §1 NS5 = {C, T, LI}.

Example: The junction of two unvoiced and sonorous consonants is possible at
the root of the word “asmar”, at the junction of the root and the postfix (suffix or
ending) “betmonshak”, at the connection of two words “zhas mal”. In all these cases,
the transformation of consonants does not occur [28].

2.2. During the connection of two consonants, unvoiced and sonorous, in one
word or in one case when one word ends with an unvoiced non-front tongue consonant
(%, K, 1, ¢,), and another begins with a sonorous consonant sound, the unvoiced
consonant is replaced with its matching sonorous consonant:

aCly,a=ax,ay #&,x€815,BCy,B=yB1,y€S83,2€ 5,

5
y = (a1x)(zB1) ®)

where S5 = S1 — (S1 N S5)

Example: The connection of two unvoiced and sonorous consonants is possible
at the junction of two roots Bekmagambet (pronounced Begmagambet), Aknur (pro-
nounced Agnur) in compound words and at the junction of two words ak mandai
(pronounced agmandai), kok nayza (pronounced kognayza). In all these cases, there
is a transformation of consonants [28, 31].

3. During the connection of two consonants, voiced and unvoiced, in one word or at
the connection of two words, the voiced consonant remains voiced, and the unvoiced
consonant is replaced with its matching voiced consonant

or

voiced consonant is replaced with its matching unvoiced consonant and unvoiced
consonant remains unvoiced

aCy,a=ox, 0 #&XENHN By, p=yB,yESI,ZESH
y = (1x)(zf1)

aCy,a=ax,a; #&,x€8,2€S8, Sy, B=yB1,y €S
y = (12)(yf1)

(6)

)

Example: The junction of two voiced and unvoiced consonants is possible at the
junction of a root and a postfix and at the junction of two roots sozsiz (pronounced
so0zsiz), kymyzkor (pronounced kymyzkor) and at the junction of two words tez
pisti (pronounced tes pisti), zhuz pyshak (pronounced zhus pyshak). However, it is
possible to pronounce it as follows: kymyz kor — kymyz gor, tez pisti — tez bisti,
zhuz pyshaq - zhuz byshak [28, 31].
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4. During the connection of two consonants, unvoiced and voiced, in one word or at
the connection of two words, the unvoiced consonants is replaced with its matching
voiced consonant, and the voiced consonant remains voiced

or
unvoiced consonant remains unvoiced, and voiced consonant is replaced with its
matching unvoiced consonant.

aCy,a=ax,01 #&,x€81,2€5,BC v, B=yB1,y €S
y = (012)(yB1)

aCy,a=ax,a1 #&,x€S, Sy, B=yB1,y €S, 2z
y = (1x)(zpB1)

Example: The connection of two unvoiced and voiced consonants is possible at
the root of the word akbar (pronounced akpar), does not occur at the junction of the
root and the postfix, at the junction of two words ak gul (pronounced akkul). In all
these cases, the voiced consonant turns into an unvoiced consonant. However, you
can pronounce these words in a different way: akbar (pronounced agbar), ak gul
(pronounced aggul [28, 31, 32].

®)

€))

The formal phonological rules of the Kazakh language obtained in this way will
make it possible to build a transcriptor that automatically builds a transcription of a
word, which is an important element in the development of a Kazakh speech synthesis
system.

7 Conclusion

This paper presents the results of the formalization of phonological rules and their
application in the implementation of a transcriptor for a speech synthesis system. The
transcriptor was based on the works of the Kazakh scientist, reformer of national writing,
the founder of Kazakh linguistics A. Baitursynov. Formalization, digital processing
of the works of A. Baitursynov contributes to the improvement of the culture of the
Kazakh language, as a language of interethnic communication in digital format, will
allow obtaining new scientific results in terms of the scientific and linguistic foundations
of the Kazakh language for various intelligent information systems that process natural
languages, will allow transferring knowledge to the future generation in implemented
applications, and will also have a direct impact on the development of the ICT industry
in Kazakhstan and the quality of digital services in the Kazakh language.

8 Further Work

This work is carried out within the framework of the project BR11765535 “Development
of Scientific and Linguistic Foundations and IT Resources to Expand the Functions and
Improve the Culture of the Kazakh Language”. In total, 7 big tasks are planned in the
project, 2 of which are devoted to the synthesis of the Kazakh speech, and 1 — to the
creation of an intellectual knowledge system on A. Baitursynov’s heritage. After the
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creation of the transcriptor, it is planned to create a speech synthesis system based on
the integrated End-to-End model. At the same time, it is also symbolic that the modern
phonetics of the Kazakh language, used as a theoretical basis for the synthesis of the
Kazakh speech, is based on the works of this outstanding scientist.

Funding. This research is funded by the Science Committee of the Ministry of Education and
Science of the Republic of Kazakhstan (grant no. BR11765535).

References

10.
11.

13.
14.
15.
16.
17.
18.
19.
20.

21.

. Baia, A.E., Biondi, G., Franzoni, V., Milani, A., Poggioni, V.: Lie to me: shield your emotions

from prying software. Sensors 22(3), 967 (2022). https://doi.org/10.3390/s22030967

. Milani, A., Franzoni, V., Biondi, G.: Parsing tools for Italian phraseological units. In: Gervasi,

0., etal. (eds.) ICCSA 2021. LNCS, vol. 12955, pp. 427-435. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-87007-2_30

Atif, M., Franzoni, V., Milani, A.: Emojis pictogram classification for semantic recognition
of emotional context. In: Mahmud, M., Kaiser, M.S., Vassanelli, S., Dai, Q., Zhong, N. (eds.)
BI2021. LNCS (LNAI), vol. 12960, pp. 146—156. Springer, Cham (2021). https://doi.org/10.
1007/978-3-030-86993-9_14

Franzoni, V., Milani, A., Mengoni, P., Piccinato, F.: Artificial intelligence visual metaphors
in e-learning interfaces for learning analytics. Appl. Sci. 10(20), 7195 (2020). https://doi.org/
10.3390/app10207195

Magueresse, A., Carles, V., Heetderks, E.: Low-resource languages. a review of past work
and future challenges. ArXiv, abs/2006.07264 (2020)

Sebastian, R.: The 4 biggest open problems in NLP (2019)

Emily, B.: High Resource Languages vs Low Resource Languages. The Gradient (2019)
Dossanova, N., Abdimanuly, O., Kapagan, E.: The influence of Akhmet Baitursynov’s literary
publicistic heritage on the spiritual development of Kazakh people at the beginning of The
XXth century. J. Hist. Cult. Art Res. 9, 286 (2020). https://doi.org/10.7596/taksad.v9i4.2669
Allworth, Ed.: Central Asia: A Century of Russian Rule. 1st Edn. University Presses of
California, Columbia and Princeton (1967)

Abdimanuly, O.: Akhmet Baytursynuly: zertteu-essay. Arda, Almaty, 293 b. (2007)
Dakenov, M.: Baitursynov’s role in the development of the sociology of culture and education
in Kazakhstan. Bulletin Abay Kazakh National Pedagogical University (2012)

Aibarshyn, A.: The Man Who Led His Nation to Enlightenment: Kazakhstan Marks 150th
Anniversary of Prominent Scholar Akhmet Baitursynov. The Astana times (2022)
Baytursinov, A.: New primer with drawings (8—17 thousand). Qizilorda (1926). (in Kazakh)
Baytursinov, A.: Problems of Kazakh linguistics. Abzal-Ai, Almaty (2013). (in Kazakh)
Baytursinov, A.: Til — qural. Sardar, Almaty (2009). (in Kazakh)

Baytursinov, A.: Til tagilimi. Pavlodar (2008). (in Kazakh)

Baytursinov, A.: Forty examples: poems. Zhazuschy, Almaty (2001). (in Kazakh)
Baytursinov, A.: Alphabet: new manual. Rauan, Almaty (1998). (in Kazakh)

Baytursinov, A.: New rules. Zhety zhargy, Almaty (1996). (in Kazakh)

Baytursinov, A.: A five-volume collection of works. Volume 1: Poems, literary and scientific
research. Alash, Almaty (2003). (in Kazakh)

Yessenbayev, Z., Karabalayeva, M., Sharipbayev, A.: Formant analysis and mathematical
model of Kazakh vowels. In: Proceedings - 2012 14th International Conference on Modelling
and Simulation, UKSim 2012, articleNe 6205485, pp. 427-431 (2012). https://doi.org/10.
1109/UKSim.2012.66


https://doi.org/10.3390/s22030967
https://doi.org/10.1007/978-3-030-87007-2_30
https://doi.org/10.1007/978-3-030-86993-9_14
https://doi.org/10.3390/app10207195
https://doi.org/10.7596/taksad.v9i4.2669
https://doi.org/10.1109/UKSim.2012.66

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

G. Bekmanova et al.

Yessenbayev, Zh., Saparkhojayev, N., Tibeyev, T.: Implementation of the intelligent voice
system for Kazakh. J. Phys.: Conf. Ser 495(1), cratest Ne 012043 (2014). https://doi.org/10.
1088/1742-6596/495/1/012043

Sharipbayev, A.A., Bekmanova, G.T., Shelepov, V.U.: Formalization of Phonologic Rules of
the Kazakh Language for System Automatic Speech Recognition. http://dspace.enu.kz/han
dle/data/1013. Accessed 12 May 2022

Bekmanova, G., Yergesh, B., Sharipbay, A., Mukanova, A.: Emotional speech recognition
method based on word transcription. Sensors (Basel, Switzerland) 22(5), 1937 (2022). https://
doi.org/10.3390/s22051937

Zu, V.V.: Linguistic approach to automatic recognition of speech signals. In: Proceedings of
the Institute of Electrical and Radio Electronics Engineers (TIIER). Speech Communication
with Machines, no. 73, pp. 51-54 (1985)

Sharipbayev, A., Torekhanov, S.: Qazaq tili dauisti dibistarinin matematikalik modeli.
L.N.Gumilyov atindagi Euraziya ulttik universiteti. «Khabarshi» Ne 3—4, 2002. 14. Qazaq
grammatikasi, Astana (2002)

Bekmanova, G., Nicenko, A., Sharipbayev, A., Shelepov, V.: O nekotoryh voprosah
svyazannyh s raspoznavaniem kazakhskoy rechi. Bulletin ENU, Astana (2009)

Kazakh Grammar. Phonetics, Word Formation, Morphology, Syntax; Astana-Poligraphy:
Astana, Kazakhstan (2002). (in Kazakh)

Babin, D., Mazurenko, I., Holodenko, A.: On the Prospects of Creating a System of Automatic
Recognition of Fused Russian-Speech. Mir, Moscow (1999)

Bekmanova, G.: Transcript of Kazakh words for speech recognition. Bulletin NAN RK,
Almaty (2009)

Sharipbayev, A., Bekmanova, G.: Mathematical methods of recognizing combinations of
sounds of the Kazakh language. In: Proceedings of the International Scientific-Practical Con-
ference “Innovative Technologies: Integration of Science, Education and Business” KazNTU.
K. Satpayeva. Almaty (2008)

Bekmanova, G., Nicenko, A., Sharipbayev, A., Shelepov, V.: Algorithms for recognizing
Kazakh words as a whole. Structural classification of words of the Kazakh language. Bulletin
ENU, Astana (2010)


https://doi.org/10.1088/1742-6596/495/1/012043
http://dspace.enu.kz/handle/data/1013
https://doi.org/10.3390/s22051937

®

Check for
updates

Hate Speech and Stereotypes
with Artificial Neural Networks

Giulio Biondi'®, Valentina Franzoni2®)® . Alessio Mancinelli,

Alfredo Milani'®, and Rajdeep Niyogi®

! Department of Mathematics and Computer Science, University of Perugia,
Perugia, Italy
{giulio.biondi,alfredo.milani}@unipg.it,
valentina.franzoni@dmi.unipg.it, alessio.mancinelli@studenti.unipg.it
2 Department of Computer Science, Hong Kong Baptist University,
Kowloon, Hong Kong, China
3 IIT Indian Institute of Technology at Roorkee, Roorkee, India
rajdeep.niyogi@cs.iitr.ac.in

Abstract. Information technology is ubiquitously integrated into all
areas of human and social life. It becomes progressively critical to build
trust in systems while exposing their limitations along with utility and
values. The harmonic integration of applications into society will promote
the ability of the individuals to positively adapt to change (resilience and
response) only if, instead of imposing an Al-centric world on humans,
the central goal is to rearrange Al to environments around all aspects
of human life. Current Al architectures and applications are increasingly
designed taking into account ethical issues, to support the educative role
of advanced research tools in improving the interaction between indi-
viduals and ultimately in the betterment of society. This work aims at
detecting hate speech and stereotypes in textual communication using
Artificial Neural Networks and Natural Language Processing. Starting
from data from the Evalita 2020 competition, we analyse 6851 tweets
which include stereotypes and hate speech, including text and emoti-
cons. Training our neural network with the Adam optimizer, we obtain
very promising results, of accuracy for the hate speech task and the
stereotype prediction task.

Keywords: NLP - Affective computing + Ethical computing

1 Introduction

The debate over free speech, stereotypes and hate speech, and legislation with
international protocols to be applied to digital social networks is a topic of broad
interest and still without consensus on a solution [11]. In social media and in all
communication channels that involve relatively short texts, including the head-
lines of newspaper articles, the diffusion of extremist ideas is favoured by the
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rapid mode of communication that does not promote depth and argumentation
[9,17,18]. Extremist ideas are often exploited by politicians and journalists with
click-bait marketing models. Hate speech is usually referred to lack of politically
correct attitude or animated conduct where an individual or a community, often
characterized by wide cultural differences, is denigrated on the basis of one of its
characteristics, such as the not universally accepted concept of the human race,
or skin colour, national or geographical origin, sex or gender identity, disability
or health status, religious faith or beliefs, ideological orientations. While coun-
tries and companies decide what to consider a shared undesirable outcome, Al
research is developing techniques to enhance the detection of hate speech and
stereotypes.

Techniques based on Natural Language Processing (NLP) and Artificial Neu-
ral Networks (ANN) are among the most promising methods for stereotypes and
hate speech detection [1,3,5,15]. This work considers and tests ANN and NLP
on the data of the Evalita 2020 competition [6,12] for supervised classification
including 6851 tweets labelled for stereotypes and hate speech. The added value
of the Evalita data sets is to provide text in Italian [14], while most of the data
sets for research on hate speech and stereotypes are in English only [4,8,10].
Non-English languages are being taken into consideration recently for the same
classification tasks [7,13,16] because of the relevance and criticality of the issue.
After a preprocessing phase, we proceed to split data into training and test sets
and the proposed novel ANN prototype is tested obtaining very promising results
for hate speech and good results for stereotype detection in the Italian language.

2 Architecture of the Proposed Solution

The solution we propose and discuss has been developed in different stages, see
workflow in Fig. 1, where rectangles represent data, and oval shapes represent
activities:

— Data Collection, data acquisition and preliminary transformation (e.g., emoti-
cons to text)

— Data Preprocessing: cleaning, filtering, features, word embedding computa-
tion

— Data set creation & split: training set and test set split

— Training: ANNs model setup, training and generation of trained model

— Testing: application of trained model to test set

— Results analysis

2.1 Data Set Source and Preprocessing

The original data set is from the Evalita 2020 competition [6] proposing different
NLP and speech challenging tasks in the Italian language. The Evalita 2020
data set consists of Twitter messages targeting specific social groups prone to
stereotypes, e.g., foreigners, people of minority religions in Italy, and nomads,
collected using specific keywords. Such minorities are often at the heart of the
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Fig. 1. Architectural flow of the solution
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public social and political debate, and target of hate speech. The data set is
available in a tab-separated format and contains 6851 tweets, with the following
hate speech/stereotypes distribution:

— 4074 with no feelings of hate
— 2777 with feelings of hate
3804 with no stereotypes

— 3047 with stereotypes.

We decided to avoid balancing classes because in our case the loss due to elim-
inating terms is greater than the advantage of balancing them. In the data
set, we consider the tweet text and the tags about hate speech (hs) and stereo-
type. Before transforming text into a format suitable for training the model,
we exploit a preprocessing phase filtering put noisy non-meaningful words. We,
therefore, eliminate some specific strings within the text, e.g. URLs or Quser
tags, and stop-words in the Italian language (i.e. prepositions, articles, posses-
sive, demonstrative and interrogative adjectives, conjunctions). Usually, in NLP
tasks, proper names and location names are also not taken into consideration.
However, in our case, they can prove meaningful, e.g. Rome as the Italian seat of
the government, or names/surnames of politicians involved in the public debate;
therefore, we decided not to filter them out. Moreover, Particular attention has
been paid to emoticons (i.e., the symbolic representation of emojis) [2], which
could bring useful information that the model can learn to recognise. For their
transformation, we used the emoji library that maps the analysed emoji with
its respective text-symbolic representation. For the removal of stop-words, we
used the nltk library that filters out articles, lexical particles and words without
meaning in Italian by using a predefined list of strings. Another common tech-
nique in Natural Language Processing tasks is stemming, i.e., reducing inflected
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or derived forms of a word to the stem or root of the word to identify the same
meaning in different contexts. Although Italian is a very inflected language,
when compared for instance to English preliminary experiments in this work
did not evidentiate any improvement using stemming, and therefore no prepro-
cessing was done in this sense. In Table1 sample tweets before and after the
cleaning/filtering phase are shown.

Table 1. Examples of text before and after preprocessing

Original:

@user Rom 7 Non illudiamoci. Loro non si cambieranno mai, non vogliono lavorare
e sono disposti a tutto per rubare soldi. Il loro dio €’ il denaro e non ascoltano
altrove. Mi dispiace per il clochard.

Preprocessed:

rom illudiamoci cambieranno mai vogliono lavorare disposti rubare soldi dio
denaro ascoltano altrove dispiace clochard

Original:

Leggendo questa notizia, mi vengono in mente la Fornero e Monti! Hanno varato
una Legge per mandare in pensione gli ITALIANI a due passi dalla miglior vita,
per dare i NOSTRI soldi agli IMMIGRATI? Ma chi li appoggia ancora, non si
VERGOGNA? URL

Preprocessed:

leggendo notizia vengono mente fornero monti varato legge mandare pensione
italiani due passi miglior vita dare soldi immigrati appoggia ancora vergogna

Original:
Zuccaro il magistrato leghista massone escluso dai suoi colleghi dalle indagini
mafiose e costretto per farsi notare ad attaccare le ONG e i poveri immigrati

Preprocessed:

zuccaro magistrato leghista massone escluso colleghi indagini mafiose costretto
farsi notare attaccare ong poveri immigrati thinking_face thinking_face

Original:
Penso che chi non vuole vedere che gli attentati terroristici sono motivati da
volonta di sottomettersi tutti (islam) sia in malafede

Preprocessed:

penso vuole vedere attentati terroristici motivati volonta sottomettersi islam
malafede

Original:
Q@user Quser Va deindustrializzata la tratta degli africani e resa compatibile con lo
stato di diritto.

Preprocessed:

va deindustrializzata tratta africani resa compatibile stato diritto
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2.2 Word Frequency Features and Hate/Stereotype Classes

In this section we discuss some elements characterizing word frequency which
can be used to characterize hate speech and/or stereotype. In the following we
provide and analyze one Italian sentence for each of the three different classes
(i.e., hate speech and stereotypes, hate speech only, stereotypes only); to make
the criteria more understandable a translation in English of the sentences and
the single words are shown, moreover a general statistic view of the word usage
in the data set is provided:

Sentence labelled both hate speech and stereotypes: #londonattack ask
the good ol’ boy what the hell they want to do with the Islamic because if 1
ask, all I get is insults on my mouth.

Sentence labelled neither stereotypes nor hate speech: Quser Quser in
facts since they have gained with the #rom fields everything was ok with
#Alemanno #Hypocrites

Sentence labelled no hate speech but stereotypes: Of course in #Tunisia
it must not be easy to investigate extremism in #Tunisia Islamic. They are
all extremists.

Sentence labelled hate speech but no stereotypes: #SicilyChannel has
broken my balls all over the world: politicians, smugglers and immigrants.
Close borders and stop.

A the statistics of the 20 most used words is shown in Fig. 2 the corresponding
English words are in order: not, is, Roms, migrants, are, immigrants, [taly,
everybody, Rome, has, Italians, immigration, foreigners, have, more, only/alone,
home, camp, terrorists, away. On the horizontal axis frequency of use is shown,
while the term is shown on the vertical axis. Figure 3-Fig. 4 show a class-based
analysis:

— Figure 3a shows the 20 Italian words most-used by hate speakers, in order:
not, is, are, everybody, immigrants, migrants, Italy, Roms, Italians, has,
have, home, foreigners, terrorists, Islamic, Muslims, more, illegal immigrants,
only/alone, Islam

— Figure 3b shows the 20 words most-used by non-hate speakers: Roms, non, is,
migrants, are, Rome, Italy, immaigrants, everybody, has, immaigration, camp,
nomad, foreigners, have, Italians, more, away, only/alone, Salvini

— Figure4a shows 20 words most-used by writers using stereotypes: non, is,
Roms, are, immigrants, everybody, migrants, Italy, has, Italians, have, Rome,
foreigners, home, more, illegal immigrants, only/alone, Islamic, Muslim, ter-
TOTIStS

— Figure4b shows 20 words most-used by writers not using stereotypes: non,
Roms, 1is, migrants, are, Italy, immigrants, everybody, Rome, immigration,
has, camp, foreigners, Italians, more, away, Salvini (italian politician), have,
only/alone, nomads

It is interesting that while the set of words is almost the same, except for some
meaningful words, the frequency of use distribution is the most relevant feature
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to distinguish the user groups. The most used word throughout the data set is
Roms (nomads from Romania), with 1479 occurrences. Users writing texts con-
taining hate speech (i.e., hate speakers) use more frequently words such as tutti
(All) (i.e., conveying absolute and ultimate concepts), immigranti (immigrants)
and migranti (migrants), compared to non-hate speakers, using more words like
Roma (Rome) and Italia (Italy), showing more conceptual focus on facts than
on characteristics. The most used words by people using stereotypes are also
tutti (All), Roms and immigranti (immigrants), while in the rest of the classes
we always have the words Roma (Rome) and migranti (migrants). As we can
see, the word Roma (Rome) is very often used by both of them since is the seat
of the Italian government then is a central place often mentioned on decisions
about how to manage immigration issues. The word only in this paper corre-
spond to the English for the Italian word solo. In Italian “solo” can mean “only”
or “alone”, and the meaning may change in context of different tweets, but it
seems apparent that the meaning only is the best translation, being a term used
to separate classes. Figure 5 and Fig. 6 show the intersection of words present in
the text both including and not including hate speech, and the intersection of
words present both in the text including and not including stereotypes, which
are somehow shared between different groups of users.

Regarding the intersection between the twenty most frequent words used by
those who write texts containing hate speech, more than half of the words are
used by both classes (i.e., from left to right correspond in English to Roms, not,
s, migrants, are, Italy, immigrates, all, has, foreigners, have, Italians, more,
alone/only) but with different frequency. The same observation applies to the
intersection between the most frequent words of those who write texts contain-
ing stereotypes and not (i.e., from left to right they correspond in English to,
not, Roms, is, migrants, are, Italians, immigrants, all, Rome, has, foreigners,
Italians, more, have, only/alone).

Analysing the emoji frequency within the texts, we have circa only 282 over
7000 tweets containing emojis. The emoji angry is the most used both by those
who write texts containing feelings of hate and stereotypes, while emoji face
with tears of joy (i.e., laugh) is used very frequently from all classes (see Fig. 7a—
Fig. 8b). Despite the trivially lower frequency of emoticons than words, the signif-
icance of emojis for the meaning understatement is apparent. It has to be noted
that the problem of hate speech in the social network is particularly diffused
because text messages, especially short ones and written without a cognitive
filtering step taking time to re-read and correct the message, are particularly
guided by emotions, and do not convey the intention of the writer. Therefore,
such immediate text replays to posts can be easily misunderstood, while emoti-
cons, despite being still supported for the emotional side and not explaining
intentions, can clarify the meaning of the text.



Word

T
5]
=

Hate Speech and Stereotypes with Artificial Neural Networks 21

non I
< I
rom B
migranti
sono I
immigrati
Italia B
tutti
Roma [
ha I
italianiti
immigrazione | NG
stranieril

hanno N
pil

solo |
casalliiiny
campo [N
terroristit
via [l

0

500 1000 1500

Occurrences

Fig. 2. Twenty most-used words in the whole data set
non rom
- non
sono S <
tutt: migrant I
sono
Roma I

Immigrati B
migrant! G
Italia
Immigrat
Eurtti SR

Italia
rom
italian S— o
bz X ha
hanno o immigrazione S
casa [ = campo N
stranieri nornadi S
terrorist N stranieri SN
istamici [ hanno S
musulman! [ italizni
i pic —
clandestin) NN via
soloI solo
islam Salvini
0 200 400 600 800 0 200 400 600 800 1000 1200
Occurrences Occurrences
(a) Twenty most-used words by hate (b) Twenty most-used words by non-hate
speakers speakers

Fig. 3. Twenty most-used words by hate and non-hate speakers



22 G. Biondi et al.
noeng nong =
< rorm
rami el
sono I migrant;
Immigrati} sanol)
v Tealia I
migranti§ | immigratif
Tta i ot
hall % Romai |
-E italizni -E immigrazione NG
g hannel 3 g hal 2
Rorri I carmpo I
stranierif stranierif
casz N itatiani EE_—
pilf | pial i
ciandestini N via
solaf i Salvinl l
istamic: N hanno R
musulmani | soloff
terroristi N nomadi
i} 200 400 600 a00 a 200 400 &00 800
Occurrences Occurrences

(a) Twenty most-used words by people us-
ing stereotypes

(b) Twenty most-used words by people

not using stereotypes

Fig. 4. Twenty most-used words by people using and not using stereotypes

Top—-20 Hate/Non-Hate

rences

~~UTE

Fig. 5. Intersection of words shared between hate speakers and non-hate speakers

2.3 Feature Engineering

For the feature engineering phase, a preliminary analysis on the length of tweets
was carried out, to investigate the possible correlations between text length
and Hate/Stereotypes speech. The findings are reported in Table2; on average
content flagged as containing Hate Speech or Stereotypical is longer in terms of
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Table 2. Average sentence length, # of characters

Class Average # characters
Non-hate 136.40
Hate 165.73
Non-Stereotype | 137.95
Stereotype 161.19

Fig. 6. Intersection of words shared between users using and not using stereotypes

characters. The previous statement is supported also by the figures in Table 3,
showing the average length of tweets in terms of words; again, Hate-Speech or
Stereotype tweets present a higher number of words. The following features have
been computed for each tweet, on the basis of the previous figures and the data
in Subsect. 2.2:

— # of words (including stop-words)

— # of characters

— Average Words Length in the sentence (including stop-words)

— Number of stop-words

— Number of words among the top 20 most used words in the whole data set

— Number of words among the top 10 most used words in hate speech tweets

— Number of words among the top 10 most used words in stereotype tweets

— Number of words among the top 10 most used words in non-hate speech
tweets
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— Number of words among the top 10 most used words in non-stereotype tweets
— # Punctuation signs

— # Exclamation marks

— # Question Marks

— # Fully capitalized words

— # Words starting with a capital letter

— # mentions (Quser)

— # of Hashtag signs (#)

— # emojis in the tweet

— # of emojis among the top 5 most used words in hate speech tweets

— # of emojis among the top 5 most used words in non-hate speech tweets
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Table 3. Average sentence length, # of words

Class Average # words
Non-hate 26.34
Hate 31.44
Non-Stereotype | 26.59
Stereotype 30.67

— # of emojis among the top 5 most used words in stereotype tweets
— # of emojis among the top 5 most used words in non-stereotype tweets

In the experiments, word embeddings were also calculated and employed as
features. Word embedding layers create a higher-dimensional vectorial dense
representation of words in a corpus. Words which frequently appear close to
each other are mapped to closer vectors; embeddings are frequently employed in
NLP machine learning tasks.

3 Artificial Neural Networks for Stereotypes and Hate
Speech Detection

The purpose of the network described in the following is to solve two binary
classification tasks. The first task classifies tweets as Hateful/Non-Hateful, and
the second as containing/not containing stereotypes.

Fully connected neural networks have been employed, with several network
preliminary designs tested to choose the best performing ones for the final exper-
iments, for training the network and finally conducting the experimental test. In
experiments, the data set training and test sets have been split with an 80%—20%
rate.

For the HS detection task, the network has been designed as follows:

— An Embedding layer was prepended to learn the Word Embeddings, with a
vocabulary size of 17986, i.e. the number of unique words in the data set
after preprocessing, and output size and input length of 42, i.e. the maximum
length of a sentence in the data set.

— A Flatten layer, to transform the 2D, [42*42] output of the Embedding layer,
to a 1D vector of length 1764.

— A Concatenate layer, to concatenate the word embeddings to the 21 numeric
features previously described in Sect. 2.3, with a final vector of 1785 features.

— Three Dense (i.e. Fully Connected) layers, respectively having 64, 32 and 2
neurons; the activation function was Softmax for the last layer, and ReLLU for
the others.

The structure of the network is shown in Fig. 9. The network was trained using
the Adam Optimizer for 4 epochs, with a batch size of 128; the Loss function
was Categorical Crossentropy. Additional experiments were performed, feeding
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the network either with text features only or word embeddings only. All the
settings, including the network structure, were kept fixed, except for the number
of training epochs, raised to 20 when only the text features were considered
and lowered to 3 for the training on embeddings only. For the Stereotypes task,
experiments were performed using the same network structure and combinations
of features tested for the HS task. The network was trained for 4, 3 and 20
epochs for, respectively, the Text Features+Embeddings input, the Embeddings
only input, and the Text Features only input. Other settings are the same as in
the HSD experiment.

mput: | [(None, 42}]
output: | [(None, 42)]

mput_1 | InputLayer

nput: (None, 42)
output: | (None, 42, 42)

embedding | Embedding

4

mput: | (None, 42, 42) ) mput: | [(MNone. 21)]
flatten | Flatten — mput 2 | InputLayer
output: | (None, 1764) output: | [(None, 21}]

SN

mput: | [(None, 1764). (None. 21)]
output: (None, 1785)

concatenate | C'oncatenate

Y
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denge | Denge

Y
mput: | (None, 64)

dense_1 | Dense - -
output: | (None, 32)

\
nput: (None, 32)

denze 2 | Dense

output: | (None. 2)

Fig. 9. Neural network structure, HS task

4 Results and Discussion

In this section the results of the experiments for the HSD and ST tasks are
reported and discussed.
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4.1 Evaluation Metrics

The evaluation metrics include global Accuracy and Macro-Average F1-Score
and per-class Precision, Recall, and F1-Score. Let define:

— T Pyate = True Positives i.e., the number of correctly classified items belong-
ing to class Hate

— FNpate = False Negatives i.e., the number of misclassified items belonging
to class Hate

— FPrae = False Positives i.e., the number of Non-Hate items erroneously
classified as Hate

— T Nyate = True Negative i.e., the number of correctly classified Non-Hate
items

The same definitions apply to the (resp. Stereotype, Non-Hate or Non-
Stereotype) All the per-class metrics are defined in terms of TP, TN, FP, FN.
Precision, measuring the rate of relevant instances among the retrieved

instanced:
TP,

TP, + FP;

Recall, measuring the rate of relevant instances that have been recalled:

precision; =

l; = TP
recall; = TP + FN,

F1, evenly weighting precision and recall, for each class i:

2 *x precision; * recall;
Flz _ D i %

precision; + recall;
Macro-Average F1, calculated as the average of the per-class F1-Scores:

k
Macro — AverageF'1 = Z
i=1

F1;

d

Accuracy, in binary classification tasks, is defined as the ratio between the num-
ber of correctly classified items and the total number of items in the data set:

TP+TN
TP+TN+FP+FN

The final results are evaluated with Accuracy and Macro-F1.

accuracy =

4.2 Hate Speech Detection Task

In Table 4(a) the per-class results are reported for the model exploiting both text
features and word embeddings; the corresponding confusion matrix is reported in
Table 5(a). The accuracy and Macro Average F1-Score values are, respectively,
75.47% and 73.5%, making this model the best performing for the HSD task.
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Table 4. Per-class metrics, HSD task

(a) Word embeddings + Text features

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-hate) | 78% 83% |80% 75.47% | 833

1 (Hate) 71% 64% |67% 537

(b) Word embeddings only

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-hate) | 78% % | 78% 72.84% |833

1 (Hate) 65% 66% | 66% 537

(c) Text features only

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-hate) | 67% 85% | 75% 65.98% |833

1 (Hate) 61% 36% | 45% 537

Table 5. Confusion matrices, HSD task

(a) Word embeddings + Text features

Class Predicted non-hate | Predicted Hate
0 (Non-hate) | 689 144

1 (Hate) 192 345

(b) Word embeddings only

Class Predicted non-hate | Predicted Hate
0 (Non-hate) | 643 190

1 (Hate) 182 355

(c) Text features only

Class Predicted non-hate | Predicted Hate
0 (Non-hate) | 710 123

1 (Hate) 343 194

In Fig. 10 the Accuracy and Loss values during the training process are shown.
A higher number of epochs led to overfitting; therefore, the training process was
stopped after four epochs. The additional experiments, exploiting either word
embeddings only or text features only, delivered lower results. Complete figures
are reported in Table4(b), Table 5(b), Table 4(c) and Table 5(c).

The accuracy values for the Text Features only and Word Embeddings only
experiments are, respectively, 65.98% and 72.84%, and the Macro-Average F1-
Score 60% and 72%. It is apparent, from the results, that the most significant
contribution to the task is given by the Word Embeddings, while the text features
increase the performance only marginally.
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Fig. 10. Accuracy and Loss during training

4.3 Stereotypes Detection Task

Stereotypes detection proved to be a more difficult task for an automated sys-
tem. For all the experimental settings, the figures are lower than the corre-
sponding experiments for HSD. The best results, reported in detail in Table 6(a)
and Table7(a) were again obtained after training the network with the Word
Embeddings and Text Features, which delivered an Accuracy of 69.19% and a
Macro-Average F1-Score of 68%.

Training and validation accuracy Training and validation loss

090 - = Training accuracy — Training loss
— Validation accuracy 0.9 —— Validation loss

Accuracy

10 L 20 2.5 10 15 40 1.0 15 20 25
Epochs Epochs

Fig. 11. Accuracy and Loss during training

In Fig.11 the Accuracy and Loss values during the training process are
shown. A higher number of epochs led to overfitting; therefore, the training
process was stopped after four epochs. Feeding the network with the Word
Embeddings only led to a slight loss in performance, lowering the Accuracy and
Macro-Average Fl-score to, respectively, 68.75% and 68.5%, showing a promi-
nent role for the Embeddings in the ST task; complete figures are available in
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Table 6. Per class metrics, ST task

(a) Word embeddings + Text features

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-stereotype) | 70% 8% | 74% 69.19% | 773

1 (Stereotype) 67% 57% | 62% 597

(b) Word embeddings only

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-stereotype) | 75% 68% | 71% 68.75% | 773

1 (Stereotype) 63% 70% | 66% 597

(c) Text features only

Class Precision | Recall | F-Score | Accuracy | Support
0 (Non-stereotype) | 60% 84% | 70% 59.92% | 773

1 (Stereotype) 58% 29% | 39% 597

Table 7. Confusion matrices, ST task

(a) Word embeddings + Text features

Class Predicted Non-stereotype | Predicted stereotype
0 (Non-stereotype) | 605 168

1 (Stereotype) 254 343

(b) Word embeddings only

Class Predicted Non-stereotype | Predicted stereotype
0 (Non-stereotype) | 522 251

1 (Stereotype) 177 420

(c) Text features only

Class Predicted Non-stereotype | Predicted stereotype
0 (Non-stereotype) | 648 125

1 (Stereotype) 424 173

Table 6(b) and Table7(b). Experiments with the Text Features only did not
deliver any appreciable result; the system is only marginally capable of recogniz-
ing stereotypes, classifying most of the tweets in the data set as stereotypes-free.
The accuracy score, in this case, is 59.92%, and the Macro-Average F1-Score
is 54.5%, determined by the low F1-Score for the Stereotype class; results are
reported in Table 6(c) and Table 7(c).

5 Conclusions

In this work we present a system for detecting hate speech and stereotypes usage
in text communication in Italian language using Artificial Neural Networks and
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Natural Language Processing; such systems prove useful in online communica-
tion contexts to promote non-aggressive and respectful dialogue between users
of social networks, taking into account language-specific aspects. The system has
been trained and tested on a data set used for the Evalita 2020 competition; it
achieves very promising results on Hate Speech Detection, with an accuracy of
75.47% and F1-Score of 73.5%, and good results on the Stereotype Detection
task, with an accuracy of 69.19% and F1-Score of 68.0%. Future experiments
aim at improving the performance by experimenting additional textual features
and verifying the proposed architecture for hate speech/stereotypes detection on
longer texts.
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Abstract. Learning Management Systems (LMSs) enable teachers and
educational institutions to manage the organization of the courses offered
and deliver courses in blended form, with LMSs offering support to in-
person teaching, or fully online. LMSs, despite having been used for a
long time, saw a dramatic increase in usage due to the Covid-19 pan-
demic; the purpose of this study is the analysis of student behaviour
within the Moodle platform, by exploiting the user interaction logs as
recorded by the platform itself. Two models are proposed to predict the
final outcome of students’ exams based on their behaviour within the
platform. The first model consists of a support vector machine, while
the second model consists of an artificial neural network; both models
were tested on two real-world data sets, delivering outstanding results in
terms of accuracy, above 90% for some of the tested configurations.
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The term wuser profiling indicates the process of collecting personal user data
aimed at creating an abstract image, which represents the cognitive and intel-
lectual abilities, preferences and interactions that the user has with the system,
which can be used to predict the user behaviour and support, facilitate or guide
its activity in the interaction with the system itself. All this information will
then be stored and processed dynamically, as user behaviour can still vary over
time; this structured knowledge and the protocols to infer from and interact with

it represent the user model.
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1.1 User Behaviour Data Sources

Information about users can be obtained in two main ways: the first one is
to explicitly request from users information about themselves before they start
interacting with the system. This can be achieved by an interview conducted
during the registration phase, where specific data can be collected and allowed
to be modified later by the user. While in principle this is a straightforward way
to collect data quickly, on the other hand building a user model based on this
information, exposes it to the risk of quickly becoming obsolete and most of all
of not being fully objective and trustworthy. Reliability would depend entirely
on the collaborative attitude of the users to provide sincere information about
themselves, their attitudes, their interests, and its continuous update. It is very
unlikely that further updates would happen once the initial registration process
is over and, obviously, the user bias about her/himself cannot be eliminated.
One advantage of this approach, however, is that it allows the user to have full
control over the data that the system has access to. Another more objective
approach is to allow the system itself to collect observations of user behaviour;
in this case, the system monitors, as an example, the sequence of actions that
the user performs to solve a given task, and therefore the information, unlike the
first method, is not user provided, and it is objective. A problem in this case is
that, to guarantee a high accuracy of the model without having initial data, the
system has to collect a certain amount of information before being adequately
performant. Therefore, it will not be able, initially, to make any prediction by
facing the so called ‘Cold start’ [1] issue. However, when the amount of infor-
mation becomes sufficient, the models will start to provide useful information
and can then be adjusted automatically, allowing the model to adapt to user
behaviour evolution [14].

1.2 Adaptable and Adaptive Systems

Adaptation refers to the ability of the system to react differently to each user
by creating a single model of each of them, and adapting its response over the
time when user behaviour evolves.

Systems with adaptation can be divided into two types based on how they use
the user model: adaptable systems and adaptive systems. In the first class of sys-
tems, it is the user himself that can modify the aspect and the functionality of the
system going to actively select the possible options. In the second case instead,
the adaptation is executed autonomously by the system in a dynamic way, using
the currently created user model [3,12,16]. Adaptability can be achieved, for
instance, by manipulating the order in which content is shown to a user, thus
modifying the navigation itself. One approach based on adaptive system is col-
laborative filtering, where information about a user is compared with that of
others interaction with the same system. That is, if the characteristics of the
current user match those of another, the system can make assumptions about
the current user assuming that he or she has similar characteristics in areas
where its model lacks enough data, by making changes based on them. Each
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user has his or her own characteristics and interests, as well as varying levels of
familiarity with the subject under consideration; a system that knows nothing
about its users would behave in exactly the same way for each of them. It is
correct to consider, for instance, even the limitations of the users, such as dis-
ability, to allow the system to assist them. Considering the context of adaptive
E-learning systems [17], a user model can be defined as an abstract image of the
user within the system [6]. This image must contain information inherent to its
domain of knowledge, such as progress in study, goals, and interests. Based on
this model, the system will then be able to adapt its behaviours, providing, as
an example, more detailed material for users with higher proficiency in a given
subject. These elements are well summarized by the definition of an adaptive
e-learning system according to Stoyanov and Kirschner:

“An adaptive e-learning system is an interactive system that personalizes and
adapts e-learning content, pedagogical models, and interactions between partici-
pants in the environment to meet the individual needs and preferences of users
if and when they arise.”

1.3 Learning Management Systems and Moodle

A Learning Management System is typically a web based application platform
that simplifies the management, distribution and analysis of an organization’s
online training program. These platforms allow users, typically students and
instructors, to enrol, access and hold online educational activities correspond-
ing to their role, by giving them the ability to access them at any time. Given
these features, for instance, LMSs are used as verification tools for a group of
company employees to assess their competence level and productivity, or for
a class of university students for conducting ongoing evaluation tests to assess
their knowledge level. It is particularly important the role of high-level users
like administrators, whose task is to create courses and training plans, track the
progress of those who use the LMS and upload contents within the platform, and
instructors, which can monitor at any time the progress made by specific learn-
ers in a specific course [9]. Depending on the LMS used, different information
is stored for each user, such as the total time they spend in a single course, the
number of times they access the platform or performance automatically obtained
in a given test (e.g. a multiple answer quiz), or assessed by the instructor for a
given assignment. To promote the ‘social learning’ modality, an LMS can include
features that support collaboration, such as forums and wikis where it is possible
to create discussion groups or develop specific content on a specific topic collab-
oratively. In order to increase user engagement, gamification tools can also be
used, through the installation of plugins, which will eventually reward the user
through a system of rewards based on the score obtained. Corporate training is
not the only application of LMS as they are also used within educational insti-
tutions, finding applications in schools and universities. Moodle, for instance, is
an LMS distributed free of charge under an open source license, giving organi-
zations the possibility to access the source code, thus enabling them to create
numerous additional plugins aimed at adding functionality to improve the user
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experience of students as well as instructors. The learning style that Moodle fol-
lows is based on the interaction that the user has both with the learning material
[5] and, most importantly, with other learners of the same by various forms of
collaboration [11,13]. This system offers enormous advantages to teachers, since,
after creating the course, it allows them to publish the material of the lessons
from time to time, and also insert specific quizzes to check the student’s learning
progress. The platform allows the instructor, for instance, to keep track of which
student has been most/least active throughout the course [2], since the system
stores the logs (i.e. all the events that a user performs) in a relational database
[8,15], the instructor can therefore plan learner specific activity/actions such as
deepening a certain topic or repeating difficult topics. Moodle LMS stores infor-
mation about user activities on more than 145 interrelated tables [4]; in this
paper, we focus on the data of table mdl_logstore_standard_log: it collects all the
registration of user activities and information about the events taking place in
a given course, also including activities carried out within forums or wikis.

In this paper we will describe the architecture of a system using machine
learning techniques to make predictions on final exams outcomes of university
students; the system uses logs from a Moodle platform for building a meaning-
ful user model. In Sect. 2 the data preprocessing, filtering and feature selection
phases to build the data set used in the experiments are described. In Sect. 3 the
machine learning architecture, the experiments held and the obtained results are
presented and discussed. Conclusions are finally drawn in Sect. 4.

2 Data Preprocessing, Features Selection and Datasets

The data we considered describe the history of a university course supported
by a Moodle e-learning platform in mixed modality, i.e. lessons held in physi-
cal classes, but supported by material distributed online and tests, quizzes, and
assignments submitted online. The events took place over a time span of 24
months, or 101 weeks, from the actual course creation date in the LMS to the
effective course ending date; a few weeks were excluded because no user events
were recorded. Figure 1 and Fig.2 show the distribution of the events, respec-
tively, per month and per week across the selected time span.

The mdl_logstore_standard_log Moodle records for each event 21 different
attributes; for the purpose of this work, four were considered:

— userid

— eventname
— timecreated
— objectid

During the first weeks, the system recorded only a few events; it is apparent
that from March, i.e. the course starting month onwards, they become much
more frequent with peaks in the June/July 2018 and January/February 2019
periods. The scarcity of events in the beginning weeks is due to the date of
Moodle course creation not necessarily corresponding to the actual start date of
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the course. The events in the first months, which constituted a tiny fraction of
the total in the data set, mainly represented course enrollment events and were
thus deemed not significant for the work. Therefore, 2018-01-01 was chosen as
the course start date; the course ending date was set instead to April 16th 2019,
the last exam session of which results were available. All of the events within the
original data set were generated by 620 single users, including administrators
and system applications; filtering the users to consider students only lowered
the figure to 605 and applying the date-time filtering described above, the users
finally fell to 575. Of these, 368 took the exam, while 207 did not attempt any
session within the analysed period. The initial total number of events by the
620 users was 99011, reduced to 93024 after applying the filter on students,
and finally to 91564 by considering only those events within the course period.
Considering the users who passed the exam, all the events following the successful
attempt were filtered out since they were deemed not meaningful to train the
models. The rest of the data set consists of students who have never passed the
exam or attempted it. For such students, the date of the first event recorded
since the beginning of the course was also taken into account but, as the final
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date, April 16th, 2019, i.e. the last considered date, thus not filtering out any
event.

April Data Set. All the features extracted, as described in Subsect. 2.1, from
the 575 students were used to build the first data set, the April data set.

July Data Set. A second data set, the July data set, was built by considering
all the students who took the exam within the month of July, i.e. during the
first exam session; it contains data of events from 2018-01-01, i.e. the course
beginning date, to 2018-07-24, i.e. the last July exam session date.

2.1 Feature Selection

The following per-user features were selected and extracted from data on a time-
based interval to build the April and July data sets:

# of events Each row within the data set corresponds to an event performed
by the user uniquely identified in the ‘userid’ column; therefore, counting the
occurrences of each user-id within the data set yields the total events.

# of course accesses The event ‘\core\event\course viewed logs the
accesses to the course; the total number of accesses per user was counted.
Furthermore, a key aspect linked to the total accesses is their temporal dis-
tribution over the different weeks and months of the course. The assumption
is that users who accessed the course from the earliest days, on a recurrent
basis, will have better exams outcome on average and should thus be assigned
more credit than those who waited for the exam sessions.

# of viewed discussions The event ‘\mod_forum\event\discussion_viewed’
records discussions’ views by users on the course forum, which is typically
used to communicate course information to students, and stores the reference
to the discussion in the objectld attribute. The number of different discussions
viewed by each user is counted.

# of viewed resources similarly to obtaining the number of discussions; in this
case the event considered is: ‘\mod_resource\event\course_module_viewed’

final exam outcome Indicates the final outcome of each user’s exam, i.e. the
variable that the models will predict.

3 Experiments Design and Results

In this section, the machine learning architecture, the experiments held and the
obtained results are presented and discussed.

3.1 Experiments Design and Architecture

In this work two ML classifiers have been employed, i.e. Artificial Neural Net-
works (ANNs) [10] and Support Vector Machines (SVM) [7].
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K-fold Validation. After preliminary experiments which showed a tendency
to overfit with both ANN and SVM, a K-fold cross validation technique was
employed to divide the data set into kK = 5 partitions of equal size. In cross-
validation, a system is trained on k—1 partitions and tested on the kth remaining
partition; the process is repeated until each partition has been used as a test set.
Considering the April data set, for each partition 460 of 575 users, i.e. 80% of
the original data set were used as the training set and 115, i.e. the remaining 20
as the testing set. For the July data set, the total number of students was 340,
with 272 used as training set and 68 as test set.

SVM. Two SVM kernels were tested, i.e. linear and RBF; various parameter
values were tested for each kernel to find the best performing combinations. The
parameter values were selected following a grid search approach, exhaustively
testing, in selected ranges, combinations of the parameters subject to optimiza-
tion, and evaluating the performance of the classifier for each parameters combi-
nation. This approach generally guarantees good results at the price of the high
computational capacity required to train from the beginning a classifier for each
of the combinations tested. The ranges of values used for the choice of param-
eters are reported in Table 1, while the final values chosen for the experiments
are reported in Table 2.

Table 1. SVM grid search ranges

Parameter | Values
C 0.001 0.01 |0.1 |1 |10/|100
¥ 0.0001 |0.001/0.01|/0.1/1 |10

Table 2. SVM parameters

Kernel |C |y
Linear | 0.1 | Not applicable
RBF | 100 0.0001

ANNSs. A Fully Connected Neural Network has been designed, with the fol-
lowing architecture: the input layer has 88 neurons (resp. 41), i.e. the number
of features in the April data set (resp. July). The two hidden layers are com-
posed respectively of 32 and 16 nodes with relu activation function, while the
final output layer consists of a single neuron with sigmoid activation function.
The Adam optimizer was used in the training process; binary cross-entropy was
chosen as loss function and Accuracy as performance metric.
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Evaluation Metrics. The main evaluation metric chosen for the experiments

is accuracy.
Let define:

— T Ppgsseq = True Positives i.e., the number of correctly classified items belong-
ing to class Passed Fxam

— F Npgsseq = False Negatives i.e., the number of misclassified items belonging
to class Passed Fxam

— FPpgsseq = False Positives i.e., the number of Failed Fxam items erroneously
classified as Passed Exam

— T'Npgssea =True Negative i.e., the number of correctly classified Failed Exam
items

Accuracy is defined, for binary classification tasks, as the ratio of the correctly

classified records to the total number of records:

TP+ TN
TP+TN+FP+FN

accuracy =

Other computed metrics include per-class Precision, Recall, and F1-Score.

3.2 Experiments Result

In this section the results of the experiments on the July and April data sets are
reported; all the figures in the tables are averaged over 5 folds.

July Data Set. In Table3(a), Table 3(b) and Table 3(c) the results for, respec-
tively, the SVM models with Linear (SVM/L) and RBF (SVM/RBF) kernels
and the ANN model are reported.

The best results are achieved by the SVM/L model, with an Accuracy of
85% in predicting the exam outcome; the other models show slightly lower per-
formance, while still equal or above 80%.

Table 3. Average results on the July data set

Class ‘ Precision ‘ Recall ‘ F-score ‘ Accuracy | Support
(a) SVM/L model, C = 0.1

0 82% 82% |82% 85% 28
1 87% 8% |87% 40
(b) SVM/RBF model, C = 100, y= 0.0001

0 78% 6% | 76% 81% 28
1 83% 84% | 83% 40
(¢) ANN model

0 80% 1% | 74% 80% 28
1 81% 8% | 84% 40
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Table 4. Average results on the April data set

‘ Precision ‘ Recall ‘ F-score ‘ Accuracy | Support
(a) SVM/L model, C = 0.1

0195% 97% | 96% 96% 52
1{98% 9%6% |97% 63
(b) SVM/RBF model, C = 100, y= 0.0001
0/91% 88% 1 89% 90% 52
1{90% 92% |91% 63
(¢) ANN model

0|86% 83% |84% 89% 52
1|86% 89% | 87% 63

April Data Set. In Table 4(a), Table4(b) and Table 4(c) the results for, respec-
tively, the SVM/L, SVM/RBF and ANN models are reported.

The figures on the April data set are higher for all the models when compared
to the July data set; such results can be traced to the higher number of samples
and the wider set of features, covering a longer timeframe. The lowest Accu-
racy score, as in the case of the July data set, is obtained by the ANN model;
furthermore, similarly to the other data set, the ANN and SVM/RBF models
offer comparable performance, albeit with a higher ~90% Accuracy. The SVM/L
model shows the highest figure, with a remarkable 96% Accuracy on 115 samples
and comparable Precision, Recall and F-score values across the two classes. All
models offer better performance on the April dataset; ANN turned out to be,
in both datasets, the model that offers worse accuracy, although very high. We
can see that the performance of ANN and the SVM model with RBF kernel are
similar, but the latter offers better performance in both datasets. In general,
however, we can conclude that all the proposed models offer a good solution to
the problem, guaranteeing high accuracy in assigning an exam outcome given
the behaviour of a student within the platform. The model that offers better
performance for the posed problem is the SVM having linear Kernel and a value
of 0.1 for the C parameter.

4 Conclusions

This research work shows and analyzes how students approach the Moodle plat-
form, how different their behaviours can be, and how such behaviours can lead
to predictable consequences in terms of passing an exam. All of the proposed
models showed good performance in solving the problem at hand; in particular,
the SVM model achieved very high accuracy, almost always correctly predicting
the outcome of the exam of the analyzed students.
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Abstract. One of the negative influence of climate change is the occur-
rence of large-scale disasters. All over the world, climate change-related
disasters such as torrential rains, heavy snowfalls, floods, and landslides
are occurring. For example, the number of torrential rains has increased
1.4 times in the last ten years and is increasing dramatically.

In the case of a large-scale disaster, communication and power supply
are not available; Typhoon No. 15 in 2019 caused a 20-day power outage
in Chiba prefecture, Japan. The power outage also causes the carrier
communication network inoperable, leading to a secondary disaster that
prevented smooth evacuation instructions.

A system that can stably collect weather data and provide evacuation
instructions at public facilities in the case of a disaster would greatly con-
tribute to disaster prevention. The authors developed a general-purpose
communication module for LPWA-based communication and designed
a protocol to build an autonomous mesh communication network. This
paper describes the implementation of this developed system for a ground
monitoring system using soil sensors and reports on the proof experiment.

Keywords: LPWA network - Disaster prevention - Ground
monitoring system

1 Introduction

Around the world, climate change-related disasters such as torrential rains, heavy
snowfalls, floods, and landslides are occurring. In Japan, a power outage that
lasted for hours of storage resulted in a secondary disaster in which communi-
cations systems dependent on carrier communications networks were lost and
smooth evacuation instructions could not be given.

Since communication and power supply cannot be secured in the event of
a large-scale disaster, a communication system that does not depend on power
supply and carrier communications is desired.
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A system that can stably collect weather data and also provide evacuation
instructions at public facilities during a disaster will contribute to disaster pre-
vention. The authors have developed a general-purpose communication module
for LPWA-based communication and designed a protocol to build an autonomous
mesh communication network. The authors implemented an LPWA communica-
tion protocol and an application that collects data from a weather meter using
this protocol. This paper describes the implementation of a monitoring system
using the developed system and the results of a demonstration experiment.

2 Sensing for Disaster Prevention

2.1 Requirements

This paper shows the design and implementation of a communication system for
disaster prevention and disaster reduction. The proposed system will contribute
to the prevention of many recent disasters.

This system includes the following elements; remote sensing with reliability,
and a notification function to provide evacuation instructions at public facilities.
These features are useful for disaster prevention and disaster reduction.

This communication system covers a wide area and does not depend on
the networks of telecommunication providers. Furthermore, this communica-
tion mechanism has security features to prevent unauthorized communication by
unauthorized parties. In addition, to make the resilient communication infras-
tructure to disasters, it will have redundancy and have a mechanism for recon-
structing communication routes.

This communication module has an interface to attach the required sen-
sors to detect the occurrence of disasters. Ensure those sensors, which will vary
depending on the geographical situation, can be changed flexibly.

2.2 LPWA Communication

Low-power Wide-area communications, commonly referred to as LPWA| is a
promising communication for IoT devices in recent years, and a variety of stan-
dards have been proposed [1]. LPWA has several standards, shown in Table 1.

For this study, the LoRa standard, one of the LPWA communication meth-
ods, was adopted to configure a flexible network and to use a proprietary proto-
col.

The LoRa method includes the LoRa (which stands for Long Range) modu-
lation standard and the LoRaWAN standard. LoRa has a spread spectrum mod-
ulation scheme as a specification, and also the communication physical layer is
specified. LoRa uses a license-free radio band that can be used for long-distance
transmission with low power consumption. LoRaWAN, on the other hand, spec-
ifies a software communication protocol and system architecture. As the name
implies, it uses LoRa modulation and specifies a bi-directional communication
upper layer. LoRaWAN uses cloud-based MAC (Media Access Control) and a
communication gateway managed by the Laura Alliance.
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Table 1. LPWA standards

LoRa Promoted by the LoRa Alliance and freely available for private use
Only the modulation method is specified

LoRaWAN | Communication network based on the LoRa system,

which requires the use of LoRa Alliance-certified equipment
NB-IoT Using the the mobile carrier band

Available only in the carrier’s service area

Sigfox Services provided by SIGFOX, Inc

Commercial service and worldwide available

through international roaming

LTE-M LTE for machine-type-communication

Same area as LTE service. Relatively high speed communication

In this study, we chose LoRa because this is the most cost-effective way to
achieve a proprietary communications infrastructure suitable for disaster preven-
tion and disaster reduction. The communication system will design and imple-
ment a protocol and communication control system using the LoRa modulation
scheme to provide effective communication during disasters.

2.3 Security Features

Communications that use radio waves must have security measures since anyone
can receive radio waves. The proposed system must not only ensure security but
must also be power efficient because it must operate resiliently against disasters.

Security enhancements require computational power for their enhancement.
If a system has strong cryptography capabilities, it requires a lot of computing
power and consumes power. Assume that the communications required during
a disaster are issuing alerts for evacuation, sending out urgent SOS, and so on.
These disaster messages need not be secret. On the other hand, unauthorized
messages by malicious parties should be rejected. In other words, the ability to
detect unauthorized communications is an essential requirement.

Based on the above requirements, the system has a mechanism to verify that
the received message was sent by the sender. This function can be regarded as
a type of electronic signature. Design a lightweight verification mechanism that
satisfies the requirement of power-saving.

2.4 Sensors for Disaster Prevention

While there are different types of disasters, this study will focus on heavy rainfall
and the landslides caused by rain. Sensors to measure rainfall (called accumula-
tive rain meters) and soil pressure sensors for landslides detection will be installed
in the experimental field. The data acquired by those sensors will be transmitted
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to a central station (which will be called the head quarter; HQ) using LPWA
communication.

If the values received by the HQ from the rainfall and soil pressure sensors
exceed the threshold values, the HQ sends out an alert message via LPWA com-
munication. All indicators which the LPWA communication module is connected
receive alert message. Finally residents receive the alert messages.

3 Implementation

3.1 LPWA Communication Module

We have implemented communication middleware for secure LPWA communica-
tion, which uses the LoRa modulation scheme so that it can be used in disaster
situations. The communication middleware has the following functions;

— Variable length messages are sent using LoRa modulation.
— The received message is verified with a pre-shared key. If the verification fails,
this module discards the invalid message.

In addition, to make it simple to prototype the system and to facilitate
demonstration experiments, this LPWA module also provides the following func-
tions;

— Connect to a PC via USB cable and treat LPWA communication transpar-
ently as serial communication

— Shared keys can be updated by serial communication commands (known as
AT commands)

In the LoRa system, there are legal restrictions on how often radio waves can
be transmitted. After one message is transmitted, the next message is transmit-
ted after a certain amount of time has elapsed. In the case of Japan, the legal
requirement is to wait 10 times the length of time it took to transmit (Fig.1) .

Therefore, the measurement of the time length taken to send a message and
the subsequent suppression of transmission is an essential function of the LPWA
module. The time length required to transmit can be calculated using the LPWA
modulation rate. This time length can determine the time for next transmitting.

The LPWA module developed in this study has three FIFOs: LPWA trans-
mit, LPWA receive, and USB serial receive. The LPWA module provides enqueue
and dequeue APIs of these FIFOs, so that user applications can only make per-
mitted FIFO accesses. The LPWA module’s timer interrupt mechanism takes
control of the FIFOs and sends messages using the LPWA at the appropriate
time (Table2).

Figure 2 shows the relationship between the LPWA module middleware and
the user application. The FIFOs are strictly managed by the LPWA module
middleware, which performs processing on each FIFO at the appropriate time
through interrupts and scheduling. This middleware allows user applications to
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Fig. 1. LPWA communication system for disaster prevention

send and receive messages without concern about the timing (or legal restric-
tions) of LPWA communications.

As for the FIFO for output from the LPWA module to the PC via USB
(USB TX), the PC side has a sufficient buffer that is controlled by hardware.
Therefore, the LPWA module does not have a FIFO (USB TX).

With this feature, the user application developer need only implement a
program such as the one shown in Listing 1.1 for the simplest bidirectional
chatting.

3.2 Reconstructing Routes

LPWA modules can communicate over long distances. In previous experiments,
they have successfully communicated over 10 km in open areas. However, if there
are obstacles between the modules, they cannot communicate each other; the
sub-giga-band radio waves used in LPWA are difficult to diffract. Therefore,
relaying repeater for LPWA communications is necessary.

The communication realized in this research can be regarded as a tree struc-
ture with HQ as the root. Each node of the tree is an LPWA module, and the
leaves of the tree are sensors and indicators. Just as a tree structure in program-
ming has a pointer to the parent node of the tree, the LPWA module also keeps
the parent node link information of the node on the HQ side.
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Table 2. FIFO access APIs

FIFO Enqueue Dequeue
LPWA TX User request Middle-wear

Send message On scheduled timing
LPWA RX Middleware User request

By hardware interruption Receive message
USB serial RX | Middleware User request

Using hardware flow-control | Console output

User application
software

1L
=5

Middleware on
LPWA module

LoRa Chip

Fig. 2. FIFOs in LPWA module

A mechanism that allows flexible updating of the parent-child relationship of
the nodes will result in a resilient network. Physical loss of the LPWA module
due to a landslide would cause a disconnection of the communication network.
This disconnection should be avoided for a disaster communication network.

Communication in the LPWA consists of (1) the transmission of a message
(alert) from the HQ to the indicator and (2) the transmission of a message
(sensor value) from the sensor to the HQ. This message is denoted as Message.

To distinguish the message in (1) from messages sent in the past, a sequence
number Seq is added when HQ creates the message. Seq is a natural number
that is incremented. In addition, messages in (1) and (2) have SenderID as the
ID of the module that sent the message. The module that created the message
is the SenderID.

Thus, the message in (1) is

{Message, Seq, SenderI D} (1)
and the message in (2) is

{Message, SenderID} (2)

Every module keeps MyID as its ID, the parent node on the HQ side as
UplinkID, and the PreviousSeq is Seq of the last received message. The module
in HQ has UplinkID = Myl D.
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Listing 1.1. example: Chat Application Program

void lpwa_chat_demo (void) {
uint8_t buf [MAX MESSAGESIZE+1];

1
2
3
4 // PC(serial input) —> LPWA TX

5 if (QueueSize(&fifo_serial) > 0) {

6 uint8_t size = DeQueue(&fifo_serial , buf);
7 EnQueue(&fifo_tx , buf, size);

8

}
9
10 // LPWA RX —> PC(console output)
11 if( QueueSize(&fifo_rx) > 0 ){
12 uint8_t size = DeQueue(&fifo_rx , buf);
13 buf[size] = 0;
14 printf ("%s 7, buf); // without FIFO
15 }
16}

Now consider the message transmission in (1). When HQ sends a message
{Message, Seq, SenderI D}, all modules that receive this radio wave receive the
message.

The receiver compares the Seq in the message with its PreviousSeq, and
only if Seq > PreviousSeq, it knows that a new message has been received.
At this time, the SenderID is assigned to the UplinkID and the parent node’s
information is updated. Next, change the SenderID to MyID and send the
message again. This resending of the message is the relay function.

Next, consider the message transmission in (2). The module that wants to
send a sensor value sends the message { Message, UplinkI D, MyID}. The mod-
ule receiving this message compares the UplinkID in the message with its ID
(MyID). If UplinkID = MylID, the module determines that it relays this mes-
sage and sends the message {Message, UplinkI D, MyID} again. Note that HQ
knows that the message has reached HQ because of UplinkID = Myl D.

4 Experimentation and Results

We designed, developed, and implemented a communication control program for
the LPWA communication module. Experiments were done in an experimental
field in Soeda-Cho, Fukuoka, Japan. In Soeda-Cho, a landslide caused by heavy
rainfall occurred in 2021, and the railroad track was damaged by soil and sand.
The experimental field is located near the site where this landslide occurred
(Fig. 4).
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Fig. 4. Landslide field in Soeda-Cho, Japan

We deployed three sensors with an LPWA communication module; a rain
meter, soil pressure sensor, and water level meter in the experimental field,
where the landslide has occurred. And one HQ LPWA module in the town hall
building. The distance between the experimental filed and the town hall is about
7.2km (Fig. 3).
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4.1 LPWA Modules

I developed an LPWA module using the B-L.072Z-LRWANT1 from STMicroelec-
tronics. We implemented the firmware on this microcontroller board and used it
in our experiments.

The microcontroller board, solar panels, and batteries were combined and
installed in the experimental field (Fig.5).

An experiment was conducted in which one message was sent intermittently
from the sensor to the HQ every 4 min, and The module was operated on battery
power for 200 h. In actual operation, the module has a mechanism to continuously
recharge the battery by generating electricity with the solar panel, so it can
survive disasters.

<—— LPWA module

Rain meters —__ = i

Fig. 5. Installed LPWA module

4.2 Sensor Values

The system will visualize data from weather sensors placed along with the LPWA
module.

The weather sensors send messages every 4 min with data on rainfall, tem-
perature, humidity, wind speed, and wind direction. Three weather sensors were
placed in the experimental field. HQ receives the messages from these three
weather sensors and stores them in a time series database.

We have implemented an application to access and visualize the time series
database. The system correctly collected the sensor data (Fig. 6).
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Fig. 6. Visualization of sensor values

5 Conclusion

This study showed a system consisting of a middleware that provides a platform
for communication of the LPWA module, a weather meter application on the
middleware, and a data collection and visualization program.

The weather meter and LPWA module were placed in an outdoor experimen-
tal field. The experiment ran for six months and had an up-time of 96%. The
downtime of the experiment (4% of the experiment period) was for maintenance,
and there was no communication breakdown except for the maintenance time.
The results of this experiment showed that stable data acquisition was possible.

In the future, sensing with an additional soil pressure sensor and soil moisture
meter will be added to the experiment to predict landslides [3].
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Abstract. Information quality is becoming an increasingly important
issue as social networks have become the primary source for misinfor-
mation dissemination. Because of their ease of use, spreading behavior,
and low cost, social network platforms are leveraging news consumption.
Because of its negative impact on society, this term became more pop-
ular and dangerous following the 2016 U.S. presidential election. Many
studies have been developed on methods to improve rumor classification,
particularly on misinformation detection on social media, with promis-
ing results in recent years. Despite the growth of this type of research, it
is difficult for a researcher to identify the most up-to-date literature on
misinformation detection. To address this challenge, this paper presents
a systematic review of the literature that provides an overview of this
research area and analyzes high-quality research papers on fake news
detection. According to our search protocol, more than 670 articles were
discovered during this systematic literature review. Then, we put these
studies through a series of scanning stages to ensure that they were of
high quality. We chose 76 high-quality studies based on our selection pro-
cess flow diagram, which is described in this paper. This review describes
10 years of research on social media misinformation and presents the main
methods and data sets used in the literature.

Keywords: Misinformation detection * Fact check - Disinformation -
Social media

1 Introduction

When compared to more traditional communication methods, such as the printed
newspaper, social networks have increased news consumption due to their ease of
access, broad audience reach and low cost. They have become the ideal platform
for disseminating misinformation. This can have a significant impact on society’s
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day-to-day operations, create economic harm, and even affect a nation’s political
decisions directly or indirectly [90].

On the other hand, detecting fake news on social media, is a difficult under-
taking since even people have been known to overlook misinformation. A fake
news site also makes an effort to include sensational and very unfavorable phrases
in its content. In this regard, the most recent studies in this field reveal that
text mining approaches paired with Deep Learning (DL) or Machine Learning
(ML) algorithms produce considerable results in terms of detecting disinforma-
tion [14,15,58]. Based on the existing work, in the near future, modern society
could be able to detect misinformation automatically via information system
techniques, allowing for a certain level of information transparency on social
networks [50].

As a result, it is critical that users, developers and specialists in Information
Systems (IS) are aware of the existing solutions to problems they may encounter
throughout the usage or building of the systems. Hence, this systematic review
of the literature was created to help with these and other more particular topics,
such as analysing the primary sources of information, the primary data-sets used
as use cases, and the primary ML and AT algorithms for each scenario. The most
relevant publications retrieved in this systematic review process provide answers
to these issues.

2 Systematic Review Process

A systematic literature review (SLR) is a study that tries to discover and evaluate
a research issue by decreasing superficial information, and analysing and provid-
ing the gaps and greatest contributions in a research area [29]. An SLR, according
to Kitchenham and Charters [40], is a three-phase process that includes plan-
ning, execution, and evaluation. In this study, we conducted a systematic map-
ping investigation of existing research on misinformation detection and spread
in social networks.

This work is structured as follows. Section 3, Sect. 4, and Sect. 5 explain the
methodology utilized in this study, including the three phases of the systematic
review and the instruments employed in each. Finally, Sect. 6 and Sect. 7 reviews
the findings and suggest areas for future investigation.

3 Planning the Review

3.1 Research Questions

The primary purpose of this research is to conduct an SLR on misinformation
detection for social networks. The major goal of this research is to answer the
following key research issues on this research topic.

— RQ1: How was the distribution of papers on misinformation detection dis-
tributed over the years?
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— RQ2: What types of publications have been developed in the area of detecting
misinformation?

— RQ3: Which social networks are mostly used as a case study?

— RQ4: What are the domains in which the publications are being used?

— RQ5: What type of misinformation exists on social networks?

— RQ6: What kind of approaches are proposed for misinformation detection
and spread in social networks?

3.2 Data Sources and Search Criteria

A systematic search strategy is required to identify the whole population of
scientific articles that could be related to the selected study topics. We were able
to conduct a repeatable and transparent evaluation of external assessments. The
first step in the search strategy was to define the search space. The research for
this study was performed in six electronic databases.

—~ ACM Digital Library (https://dl.acm.org)
IEEE Explore (https://ieeexplore.ieee.org)
— Scopus (https://www.scopus.com)

— Springer (https://www.springer.com)

Web of Science (https://mjl.clarivate.com)
— Wiley (https://onlinelibrary.wiley.com)

After defining the search space, we specified the search phrases that would
be used in electronic database search inquiry forms. The search was based on
the study questions’ keywords, synonyms, and alternate words. The following
search string is used:

(‘misinformation detection’ or ‘misinformation spread’ OR ‘misinformation
sharing’” OR ‘disinformation’) AND (‘social media’ OR ‘social network’) AND
(‘fact check’ OR ‘fake news’)

3.3 Inclusion and Exclusion Strategy

The inclusion and exclusion criteria have been established in order to accurately
assess the quality of the available literature. The authors evaluated and discussed
the papers before making an inclusion or exclusion decision. For a paper to be
considered for a primary study, it must meet the following criteria:

Research field: Computer Science
— Language: English

— Publication date 2012 to 2022
Type of work: Scientific studies
— Availability: Full Text
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3.4 Selection Process and Quality Evaluation

We assessed the scientific quality requirements of the chosen studies to determine
the relevance of the review results in order to assist the analysis of the results in
the included literature and to show the value of conclusions. The results of the
included papers’ quality rating can identify potential limitations of the current
search and lead to further research on the subject. The following criteria were
created to compare chosen research for an analysis or corresponding relevance
to the topic.

— Are the research goals well-defined?

— What is the research article’s year of publication?

Was the proposed solution explained detailly and clearly?

— What is the distribution of detection techniques across these categories?
Did the researcher identify which dataset to use?

— What is the size of the validation dataset?

— Do the datasets contain detailed information?

Are the findings of the study presented in a clear and concise manner?

— Are the results consistent with the objectives?

— What are the study’s limitations and recommendations for future research?

The proposed quality assessment process comprises three main measures for
quantitative purposes. A ‘yes’ answer receives a score of 1, a partial answer
receives a 0.5 score, and a ‘no’ answer receives a score of 0, and some questions
do not apply to some articles [41]. The aggregated sum of these scores can be
used to assess the relevance of the retrieved research articles.

4 Conducting the Review

The second step of our literature review includes the following: (1) searching
for primary studies; (2) choosing primary articles by applying inclusion and
exclusion criteria; (3) assessing the applicability and relevance; and (4) retrieving
information.

The automatic search tools in the digital libraries indicated in the search
strategy were used to look for primary research. We utilized a form to catego-
rize and record the information from each document after searching the digital
libraries using the stated research string pattern. The results of the search were
also saved in an Excel spreadsheet and the Mendeley application.

After extracting the population of scientific publications related to the study
topics, the query returned 672 unique results. The articles related to the review
purpose were then chosen using the set of criteria specified in Sect.3.3. The
title, abstract, and results of the 672 findings were assessed in the first round.
We examined the whole text of each article in a second round and applied quality
criteria, resulting in the retrieval of 76 papers. Totally 596 studies were turned
down. As a consequence, 76 studies were chosen and placed into the spreadsheet.
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Each paper’s inclusion and exclusion status is documented for future dis-
cussion and reassessment. The systematic review of the literature generated 76
primary studies. We have also included additional works at the time of the
final editing of this report to make this study more comprehensive. Quantitative
statistics for primary studies are shown in Table 1.

Table 1. Search results after phases

Database First round | Second round | Third round
ACM Digital Library | 217 32 11

IEEE Explore 128 84 33

Scopus 87 58 7

Springer 159 54 18

Web of Science 28 16

Wiley 53 12 3

5 Review Results

76 relevant scientific papers were found as a result of the systematic review. These
are the key studies that were utilized to address the six research questions defined
in Sect. 3.1. Following that, we present the results of each of these questions. All
the main results obtained as the output of the SLR are detailed in Table 2 in the
Appendix section.

5.1 RQ1: How Was the Distribution of Papers on Misinformation
Detection Distributed over the Years?

Figure 1 reflects the intensity of publications that propose to solve the problem
of spreading misinformation on social networks. It is seen that the number of
papers written on this subject has increased in 2016. It is predicted that one
of the biggest reasons for this is the election results in America [14,90]. It has
been seen how effective misinformation is in people’s political decisions, and as a
result, the number of studies has increased. Since the first three months of 2022
were taken into account while conducting the study, the reason for the decrease
in the graph is due to the absence of data for the rest of the year.

Considering the distribution of articles by years and digital libraries from
Fig. 2, it is seen that there are more articles in IEEE and Springer. In addition,
it is clear that the number of all results coming from each digital library has
increased after 2016.
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5.2 RQ2: What Types of Publications Have Been Developed
in the Area of Detecting Misinformation in Social Networks?

Figure 3 represents an overview of which types of primary studies are most pub-
lished. Conferences and journals are the primary targets of scientific effort, as
seen in the diagram. The fact that conferences have a more rigid structure of
publication and a smaller scope than journals can explain the larger number of
papers published at conferences [41]. Furthermore, at the conferences, technical
conversations between researchers take place in technical sessions, significantly
enhancing knowledge regarding the conference’s issues.

Another factor to consider is that detecting misinformation on social media
is a very recent topic. As a result, their works are less likely to be subjected to
the more time-consuming process of journal and book review and acceptance.

5.3 RQ3: Which Social Networks Are Mostly Used as a Case
Study?

Figure 4 reveals that most of the selected primary studies use Twitter, Weibo,
and Facebook as an environment for experimenting with social networks [63,76].
Besides that most used data set is FakeNewsNet [70] for fake news detection [62,
83]. Both of these results are expected because these are the most used social
networks with widespread news reading and sharing tools [13,36,45,88].

5.4 RQ4: What Are the Domains in Which the Publications Are
Being Used?

Misinformation spreads in a variety of ways, and some studies are attempting
to identify domain-specific characteristics [6]. The number of publications by
domain is shown in Fig. 5. There are four primary domains that have been dis-
covered.

Papers in this general category provide methods for detecting disinformation
in social media posts using common variables such as the number of followers
and particular linguistic patterns, etc. This type of method may be used in a
variety of domains and is unaffected by domain-specific characteristics [55,68].
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Fig. 1. Papers by year. Fig. 2. Papers by year and by source.
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The techniques in the News category are developed particularly to deal with
journalistic news. The majority of fact-checking techniques fall into this category
since they aim to uncover false news by extracting and confirming the facts
included in the news [12,36].

The health category contains methods for disseminating health-related dis-
information. Because of the Covid 19 pandemic, this kind is currently the most
prevalent [52,59]. The usage of external knowledge databases is a significant
aspect of categorization in both of these efforts, and both employ information
from medical databases as ground truth [61,66,81].

The Politics category contains publications which are related to rumor
spreading and conspiracy theories. This kind of misinformation can identify peo-
ple’s political decisions and cause polarization in society [14,82].
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Fig. 5. Papers by domain. Fig. 6. Papers by solution distribution.

5.5 RQ5: What Type of Misinformation Exists on Social Networks?

Misinformation is merely incorrect information. It can be propagated inadver-
tently. However, sometimes the source may or may not be aware of the accuracy
of the information he or she is sharing [5]. To make the distinction from false
information that is shared on purpose, we use the term disinformation, and with
it we define false information that is generated to deceive the reader on purpose.
Disinformation is misleading information spread with the explicit goal of decep-
tion. While some authors have listed disinformation as another subcategory of
misinformation, such as in [37], we work with an alternative taxonomy presented
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in Fig. 7. The authors in [60] also use the term disinformation to differentiate
the malicious false news.

Propaganda is news that is produced for a specific audience and is usually
utilized in a political setting. In political circumstances, advertisements are fre-
quently used to disparage an opposition party or even a specific country. This
method is often employed during political campaigns to persuade voters against
the other candidate using entirely fake or partially genuine news, as well as lan-
guage modifications that confuse people who consume content [82]. Propaganda
is often used to polarize societies, and today we also see a rise of fabricated
content and the use of deepfakes in media for this purpose.

Stories that seek to explain a situation or incident by evoking a conspiracy
without providing evidence are mainly stories concerning acts committed by gov-
ernments or influential persons. These ideas frequently present information with
no known sources or untrusted sources as truths and reject an evidence-based
approach [8]. Consideration of authenticity issues as the basic misinformation
related analysis is presented in [23].

Rumors consist of news whose veracity is ambiguous or never confirmed. This
type of false information is widely spread on social media. Therefore, several
studies have analyzed this type of news [46].

Spams are unsolicited communications that are delivered on a mass and
repeated basis with the intent of advertising, amusement, or pranking. This is a
sort of diffusion circulation in which the message is reiterated so many times at
a rapid pace that it begins to mix with the current and relevant data [25].
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Fig. 7. Misinformation types. Fig. 8. Misinformation detection approaches.

5.6 RQ6: What Kind of Approaches Are Proposed
for Misinformation Detection in the Literature?

Techniques. The numerous methodologies that we have investigated for our
research are summarized in Fig. 8. Recently, DL and Al algorithms have been
used more heavily. Also, hybrid methods were applied in some articles and bet-
ter results were obtained in terms of performance. Most of the techniques for
detecting misinformation presented in the literature approach the topic as a
classification problem, aiming to correlate labels such as misinformation or not.
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Researchers have used ML and DL methodologies in the majority of situations,
with encouraging outcomes [27,67] (Fig.6). Other researchers have used alter-
native techniques, such as Bidirectional Encoder Representations from Trans-
formers (BERT), based on natural language processing techniques, to forecast
the class of documents or events, or to assess their validity [38].

Parameters. We also want to point on the parameters used for misinformation
detection. Of course, the type of account is at the front of studies. For example,
an interesting work that states that misinformation is spread more widely and
deeply than truthful information and it is more likely to be spread by humans
than bots is presented in [80]. Thus, while doing studies on misinformation detec-
tion running the experiments with considering bots and without them will give,
needless to say, also important information on misinformation detection but
also spreading. Work on the type of users that spread misinformation is also
presented in [30]. Another differentiating parameter that studies should consider
is also the validated or non-validated types of accounts, e.g. for studies on Twit-
ter. Fvidentiality is another parameter that comes at the forefront of studies in
both misinformation detection and misinformation spreading, such as presented
in [91]. Network indices, such as centrality indices, are used as parameters when
studying influential nodes in misinformation detection and spreading studies as
well, e.g., in [60]. Homophily is also considered as a parameter in detection of
misinformation and spreading patterns, e.g., [73].

6 Threats to Validity of Research

As with any systematic review process, the results of this study may contain
flaws arising from the execution and analysis process and analytical imperfec-
tions. It is about quality and relevance criteria that may not be satisfactory to
conceptualize a study as relevant because of the subjective criteria that each
researcher develops based on his/her profile.

One of the inclusion/exclusion criteria in our work is considering works writ-
ten in English only. In a way, this limits the contribution of authors who may
have written in another language. Another one is the research area limited to
computer sciences. This may have caused some articles that may be relevant to
be excluded from the review process.

7 Conclusion and Future Work

The benefit of using a comprehensive systematic review process is that out of
context publications that made it through the screening step may be deleted in
the subsequent phases before the quality evaluation. This emphasizes the need
of doing a thorough and systematic literature review.

The major goal of this SLR is to provide a list of the most important and
relevant works on misinformation as well as their specific topics and catego-
rizations. The responses to our study questions revealed that Twitter, Weibo,
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Youtube, and Facebook are the most popular social media sites for misinforma-
tion detection studies. In addition, we can conclude that DL and AI algorithms
have been widely used in the detection process in recent years, which adds value
to the literature and practical applications. Finally, it was determined that using
various forms of data, such as social, temporal, or emotional resources, together
with, or in addition to text analysis, can increase the correctness of the offered
solutions.

Finally, the findings of this systematic review revealed potential areas for
future research. There are few publications focused on presenting studies for
non-English language misinformation. This is unsurprising given the large group
of people working on natural language processing technologies for English. As a
result, future studies with this goal will be regarded as notable by the scientific
community for their unique qualities, even if their detection findings do not differ
significantly from those reported in this SLR. As another result of the research,
fake news and video detection, spammer, and bot detection issues stand out
as problems that need to be solved. Also, there hasn’t been much progress in
developing real-time detection systems. Last but not the least, network dynamics
based on time analysis is also of crucial importance so that data about how
long does misinformation survive within the network and what are the related
parameters of influence can better inform our societies of the misinformation
spreading dynamics and issues.

A Appendix A

Table 2. Systematic literature review results.

Ref | Year | Source | Type Dataset Method Domain
[54] | 2012 | Scopus | Conference | Twitter DL News
[43] | 2014 | Springer | Conference | Twitter ML Health
[25] | 2015 | IEEE Book Twitter DL News
[19] | 2017 | IEEE Book Twitter DL General
[14] | 2017 | ACM Conference | FakeNewsNet | NLP + DL | Politics
[74] | 2018 | Scopus | Book Twitter DL General
[11] | 2018 | Springer | Artice LIAR NLP General
[83] | 2018 | ACM Conference | FakeNewsNet | ML News
[15] | 2018 | IEEE Book Twitter ML + NLP | News
[76] | 2018 | ACM Conference | Weibo, Twitter | DL Politics
[35] | 2018 | IEEE Book Twitter DL News
[2] |2018 | IEEE Book Twitter NLP News

(continued)
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Table 2. (continued)

Year | Source Type Dataset Method Domain
[79] | 2018 | ACM Conference | Twitter ML Politics
(63] | 2018 | Springer Article Weibo NLP General
[77] | 2019 | IEEE Book Reddit Hawkes General
(7] |2019 | Wiley Conference | Twitter ML General
[64] | 2019 | ACM Conference | Facebook ML News
(10] | 2019 | IEEE Conference | LIAR ML News
[82] | 2019 | Springer Article Twitter DL General
[88] | 2020 | ACM Conference | Weibo, Twitter | DL News
[60] | 2020 | Springer Article FakeNewsNet | DL News
(20] | 2020 | IEEE Conference | Twitter DL Health
[49] | 2020 | Scopus Article Twitter ML General
[46] | 2020 | Scopus Conference | Twitter DL Health
(78] | 2020 | IEEE Conference | Twitter ML News
(68] | 2020 | Springer Article Twitter ML General
[85] | 2020 | ACM Conference | Twitter DL News
[55] | 2020 | ACM Conference | FN-COV DL News
(3] |2020 IEEE Article LIAR DL Health
[75] | 2020 | IEEE Book Koirala, FNSD | ML, NLP News
[90] | 2020 | IEEE Conference | Twitter ML Politics
[27] | 2020 | IEEE Conference | Twitter ML, DL Politics
(23] | 2020 | IEEE Conference | Twitter NLP News
(8] | 2020 | IEEE Article Twitter DL General
(13] | 2021 | IEEE Conference | FakeNewsNet | ML News
[62] | 2021 | IEEE Conference | FakeNewsNet | DL General
[4] |2021 | Wiley Article Twitter ML General
(48] | 2021 | Springer Article Twitter PageRank News
[44] | 2021 | Scopus Article Instagram DL Politics
(28] | 2021 | IEEE Conference | FakeNewsNet | ML News
[87] | 2021 | IEEE Conference | FakeNewsNet | ML, NLP, DL | Health
[17]] 2021 | ACM Conference | Twitter ML + DL News
[1] | 2021 | IEEE Article philstar.com ML General
(89] | 2021 | IEEE Conference | Twitter ML Health
[31] | 2021 | IEEE Conference | Facebook ML News
[72] | 2021 | IEEE Conference | Twitter ML News
[56] | 2021 | Springer Article Twitter ML Health
(18] | 2021 | IEEE Conference | FakeNewsNet | DL General
[86] | 2021 | Scopus Article Facebook Optimize General
[24] | 2021 | WebOfScience | Article Twitter DL General
[22] | 2021 | IEEE Conference | Twitter ML, NLP Health

(continued)
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Table 2. (continued)
Ref | Year | Source Type Dataset Method Domain
(26] | 2021 | IEEE Conference | Liar, Fakenews | Sentiment | Health
[21] | 2021 | IEEE Conference | FakeNewsNet DL Politics
[71] | 2021 | IEEE Conference | Liar DL Politics
(33] | 2021 | IEEE Conference | FakeNewsNet DL News
[9] |2021 | Springer Article Twitter DL Health
[12] | 2021 | Springer Article FakeNewsNet DL News
[47] | 2021 | Springer Article Twitter DL News
[36] | 2021 | ACM Conference | Weibo, Twitter | DL News
[16] | 2021 | Wiley Article Twitter DL General
[84] | 2021 | ACM Conference | Twitter Text Mine | General
(38] | 2021 | IEEE Conference | Fake News AMT | NLP Health
[67] | 2021 | IEEE Article Weibo NLP News
[42] | 2021 | Springer Article Twitter DL General
[66] | 2021 | Scopus Article Youtube ML Health
[34] | 2021 | IEEE Conference | Twitter ML + NLP | Health
[61] | 2021 | IEEE Conference | Twitter NLP Health
(58] | 2022 | Springer Article LIAR NLP + DL | News
[32] | 2022 | Springer Article Twitter ML General
[57] | 2022 | Springer Article Twitter DL News
[39] | 2022 | WebOfScience | Article Twitter ML Politics
[45] | 2022 | WebOfScience | Article Twitter, Weibo | DL General
[51] | 2022 | Springer Article Twitter DL News
[65] | 2022 | Springer Article FakeNewsNet ML Politics
[69] | 2022 | Springer Article Twitter DL Health
[53] | 2022 | WebOfScience | Article Weibo Regression | News
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Abstract. Today, we see that prefetching systems are widely used to
decrease the network traffic, data access latency, energy consumption,
and computing performance inefficiency of data-intensive operations.
However, prefetching is a concept used in different computing and IT
fields such as microprocessor design, micro-controller design, hard disk
design, database, network, web application, mobile application, etc. The
fact that the concept of prefetching is used in different fields causes diffi-
culties in literature review and research. Therefore, these studies need to
be organized systematically for each field. This study presents a system-
atic literature review of prefetching related mobile and web applications
to identify research gaps, define new study subject opportunities, and
present future directions. We think that this study will make it easier
for other researchers to work in this field with the research gaps and
opportunities indicated.

Keywords: Web prefetching - Mobile prefetching - Systematic
literature review - Intelligent techniques - Prefetching strategies

1 Introduction

With the development of technology, the internet has an important place in
people’s lives, easier to access. Companies have started to serve many users and
their demands in this way. However, the users are impatient to access the services.
The increased demands require improved service [20,37]. Google reported that
when searches were answered 100 to 400 ms. late, the number of daily searches
per user decreased by 0.2% to 0.6 % [7]. Similarly, it has been shown in various
studies that delay problems are directly effective in user satisfaction and revenue
growth [5,27].

Bandwidth limitations, distributed design, long query processing, etc.,
increase the access latency. Better hardware and technologies or intelligent tech-
niques such as caching and prefetching can be implemented to satisfy users
suffering from it [29,36,37].
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Fig. 1. Search results of “web or mobile prefetching” words on Google Scholar by years

The previously accessed data may be required near future. Because of that,
it is stored for reuse in memory [11]. This approach called caching meets client
needs in an instant while reducing server-side stress [17,35]. The basic approach
to caching includes responding from data stores for the user’s request for the
first time and storing it in the cache to not occupy the server if the same request
is made again. For example, thanks to Facebook’s photo caching mechanism,
90.1% of the incoming requests come through the cache, while the rest is taken
from the storage space [15].

User’s requests in the near future can be predicted from previously accessed
data, and responses to the requests can be fetched into the cache [11,29,30,
40]. This approach is called prefetching, another research area to reduce access
latency. It aims to minimize user access latency using optimum memory and
bandwidth [26,29].

Web prefetching and mobile prefetching is hot topic that has been studying
over and over again with novel prediction approaches for near future since past.
Search results of “web or mobile prefetching” words on Google Scholar by years
support it. This results is shown in Fig. 1 in order to present publication counts
year by year. When we scan the literature, we found a systematic literature
review for web caching strategies including proxy-side and client-side prefetching
[41]. There has not been a systematic literature review or mapping study on
mobile and web prefetching that would identify publication trends, research gaps,
and future directions.

In this paper, we share our systematic literature review steps and findings
on mobile prefetching and web prefetching to identify research gaps, define new
study subject opportunities, and present future directions. We share carefully
selected publications on prefetching published in the last ten years and some
statistics and information we have obtained from these publications. We think
that this study will make it easier for other researchers to work in this field with
the research gaps and opportunities indicated.

The rest of the paper is organized as follows: Sect.2 provides information
about our systematic literature review process. We answer the research question
and discuss outputs obtained from the data extraction process in Sect.3. The
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threats to the validity of the systematic literature review study are presented in
Sect. 4, and in the last section, Sect. 5, we describe a conclusion and future work.

2 Systematic Literature Review Process

SLR or SMS aims to review all the primary studies to identify, classify and
compare the research area and answer the research questions. SLR provides a
clear perspective to literature for future direction through methodological steps.
We follow the methodology presented by Petersen et al. [34], which includes
planning, conducting, and documenting. We have applied systematic literature
review method to our secondary study research on topic of “Web or Mobile
Prefetching: A Systematic Literature Review”.

2.1 Planing the Review

We define the research questions to obtain literature knowledge and to give a
form to the review process. In the Table 1, research questions and main motiva-
tions of them are displayed.

Table 1. Research questions

Research questions Main motivation
RQ1: What are the main practical The aim is to get ideas about the main
motivations behind using prefetch? reason for organizing the software

architectures with prefetching modules

RQ2: How many studies are published | The aim is to provide a trend analysis

on the web or mobile prefetching? graph

RQ3: What are the most frequently The aim is to provide information on
used prediction methods for the most frequently used techniques

prefetching?

RQ4: What are the existing research The aim is to understand and reveal
issues, and what should be the future |the research gaps and identify future
research agenda? research directions

RQ5: Which journals include studies Identify the journals for authors to
on the web or mobile prefetching? submit their studies

2.2 Search String to Find Primary Studies

In order to find primary studies, we have defined a search string including mobile,
web, and prefetching keywords. The search string we have defined is “(Mobile
OR Web) AND Prefetching.”
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Using the search string, we collect results from 4 digital libraries between 2011
and march 2022. The name of libraries and how many papers are downloaded
from the library are presented in Table2. It isn’t easy to download, organize,
and manage the papers manually. Therefore, Zotero [3] references management
tool was used. The search results were automatically imported to Zotero, the
papers were organized, duplicated papers were removed, and filters and exclusion
criteria were applied.

Table 2. Search results in digital libraries

No | Name Result

1 |IEEE 378

2 | Science Direct | 703

3 |ACM 1606

4 | Springer Link | 1402
Total 4089

Table 3. Applied filters to search results

Filter Description

Filter-1 | We excluded publications in
unrelated journals and
conferences and remove
duplicate studies

Filter-2 | We read the title and
abstract of studies and

eliminated irrelevants

Filter-3 | We read the abstract deeply
to apply the our criteria
deciding inclusion or

exclusion of studies

We applied three filters described in Table 3 to find out the primary studies.
The number of obtained papers after the filters are shown in Fig. 2. The Filter-1
described in Table 3 is applied to search results obtained from 4 digital libraries
IEEE, Science Direct, ACM, and Springer Link. At the last moment of the
filtering process, we get 102 primary studies.

Filter-1 Filter-2 Filter-3

[ M— — [ —
T S el s Rl

Fig. 2. This figure shows the number of studies left after applying the filters defined
in Table 3.
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2.3 Inclusion and Exclusion Criteria

In this systematic literature review study, we collect search results and eliminate
the results according to our first two filter descriptions shown in Table 2. How-
ever, we need to select the appropriate papers objectively and answer the research
question with the selected papers. For this reason, we determined inclusion and
exclusion criteria, presented in Table 4, at the beginning of our study [22,31,34].

Inclusion Criteria. From the remaining paper after Filter-1 and Filter-2, We
included studies whose abstract or keywords contain “prefetch” term. We also
include studies that contribute to mobile prefetching and web prefetching, such
as a theory, a demonstration, an approach, etc.

Exclusion Criteria. We excluded studies that do not openly associate with
SLR topics. We did our searches from digital libraries, but we decided from
the beginning to exclude possible blog and presentation files that we might
encounter. The prefetching studies on the CPU, memory, microprocessor, flash
storage devices and networks are excluded because of domain differences and
SLR limitations.

Table 4. Inclusion and exclusion criteria

In/Excl Criteria

Inclusion Abstract/keywords include the term

¢

‘prefetch”

It is clear from abstract that it is contributes to
mobile or web prefetching

Exclusion | Blogs and presentations are excluded

Hardware-based prefetching studies, for example,
prefetching studies on CPU, memory, microprocessor,
flash storage devices, etc., are excluded

The prefetching studies on networks are excluded

2.4 Classification Schema

We categorized 102 studies left after the filtering process according to places of
prefetching [4,8] and prediction methods [29,41]. We created a column for each
study called “objective,” including the study’s objective, and tried to extract
some things from research fields. We also labeled the research issues and obtained
a data extraction form based on this. Eventually, we classified 102 studies accord-
ing to classification schema presented Table 6.
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Table 5. Classification schema

Category Subcategory Definition
Prefetching Server-side Even at the origin server, the data
places can be stored in a server-side for
reducing the need for redundant
computations or database retrievals [4]
Client-side It is located in the client machine [8]
Proxy-side It is located between client machines
and origin server [4]
Prediction The future access data can be predicted
method by a method such as lstm, k-mean,
for c-mean, etc., for prefetching. This
prefetching the category defines the prediction method
to help the prefetching decision [41]
Research Long resource One of the aims of prefetching is the reducing

issues

loading time

latency and satisfying
the impatient users [10,23,24,28,41]

Energy consumption

The prefetching system, especially on mobile
and IoT devices must concern with energy
consumption [14,23,29]

Computation
intensive
operation

The prefetching cache mechanism can improve
all system performance. Computational intensive
operations demanded in the near future

can be calculated by a prefetching

mechanism in advance [23,24,28,41]

Network traffic

The prefetching system, especially on mobile
and IoT devices, must also be concerned

with network traffic issues to overcome

data transfer, energy consumption, connections
cost, etc. [4,9,13,33]

Security and
privacy

In the prefetching mechanism, it is necessary
to use personal data securely and to
protect its privacy [38,39]

2.5 Data Extraction and Mapping of the Literature

To analyze in a planned way, we extracted data from selected primary research
studies. We prepared a form to extract data shown in Table6 and used it to
extract data. Research issues, prefetching places, and prediction methods fields
were not filled during data extraction unless clearly defined to avoid assumptions.

At the beginning of the data extraction process for 102 studies, we selected
a few studies randomly. Then, authors extracted data from the same studies set
according to Table6. We did cross-check, but we couldn’t detect any conflict.
After realizing that everything was fine, we started to data extraction process

for 102 studies to obtain results.
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Table 6. Form for data extraction

No Data extraction column

1 Study ID (ex: S2)

2 Title: Paper’s title (ex: Big data stream analysis: a
systematic literature review)

3 Author: Author’s name

4 Year: Publication year (ex: 2020)

5 Item Type: (ex: Book Chapter)

6 Book Title/Conference Name/Journal Name: Any book,
conference or journal name

7 Objective: The propose of the study (ex: Predicting data to
be accessed in the near future with association rule mining to
prefetch)

8 Prediction Method: Used prediction method in the study (ex:
k-means)

9 Research Issue: computation intensive operation, network
traffic, latency, energy consumption, privacy or/and security

10 Dataset: Used dataset/datasets to evaluate study (ex:
National Lab of Applied Network Research logs)

11 Prefetching Places: client-side, server-side, proxy-side

3 Results

In this section, we discuss outputs obtained from the data extraction process
described in the previous section. Each research question presented in Table1 is
answered objectively and evaluated separately using the information in Table 5
and data extracted according to Table 6.

3.1 RQ1l: What are the Main Practical Motivations Behind Using
Prefetch?

The main motivation of prefetching is to satisfy users and service providers [4,
9,11,29]. In order to better define the motivations, it is necessary to look at
the needs from the perspective of the user, provider, and system. The users
surfing on the applications can be impatient. Therefore, the motivation is to
satisfy the users by reducing latency [2,11,12]. Energy consumption and net-
work usage are essential metrics for the things running on the edge. From this
perspective, the motivation for prefetching is reducing consumption [21,25] and
network usage [18,33]. The motivation for prefetching of the system provider
can be increasing performance, optimizing system resources, and spreading the
load to time [1,6,19]. We explained the motivation from different sides for bet-
ter understanding. However, all these pointed out are the reasons behind using
prefetch.
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3.2 RQ2: How Many Studies are Published on the Web or Mobile
Prefetching?

Within the scope of the study, the studies in the literature in the last ten years
on mobile and web prefetching topics were filtered, and 102 primary studies
were obtained. The frequency of primary studies by year is shown in Fig. 3.
According to Fig.3, the number of publications has decreased in the last five
years. This result seems to be incompatible with search results of “web or mobile
prefetching” words on Google Scholar by year shown in Fig. 1.

™
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Fig. 3. Selected primary studies frequencies per year

3.3 RQ3: What are the Most Frequently Used Prediction Methods
for Prefetching?

Mobile or web prefetching is the approach to predict accessed data in the near
future [26,38,39]. We tried to extract prediction approaches for prefetching from
obtained primary studies to answer this research question. We read studies
profoundly and found out prediction approaches in the prefetching module.
However, we realized that while some of the studies to be shared the algo-
rithm’s name, the concept and technique were shared in others. Therefore,
we extracted terms associated with the predictions for prefetching used in the
studies, wrote them down, and calculated frequencies for each term. The key
terms are presented in Table 7. According to Table7, we can group prediction
approaches for prefetching as clustering-based, association rule-based, statistical-
based, classification-based, and custom approaches.

The prefetching can be implemented in client-side, proxy-side and server-
side [16,28,32]. While we were extracting the key terms, we tried to find the pro-
posed prefetching place. In the studies, when we couldn’t find that the prefetch-
ing place was written explicitly, we tried to understand the prefetching place
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from the proposed architecture. We left this field blank when we could not find
it in the text and from the architecture. Also, we found in some studies that
prefetching can be in more than one place. After reading all the primary studies,
the frequency information we obtained about the prefetching place is shared in
Fig. 4.

SHNGF5Ide

clisntside

proy-side

Fig. 4. Prefetching places of some primary studies

3.4 RQ4: What are the Existing Research Issues and What Should
be the Future Research Agenda?

In Subsect. 3.1, we have described research motivation on prefetching from dif-
ferent perspectives. We have also described key terms associated with prediction
approaches for prefetching in Subsect. 3.3. The answer to these questions gives
an opinion about the existing research issues and solution approaches. How-
ever, we classified the research issues on prefetching as follows: computation
intensive operation [10,23,24], network traffic [9,13,33], long resource loading
time [10,23,24,38], energy consumption [23,29], security and privacy [38].

Figure 5 has been created according to the research issues used in our 102
primary studies. Some studies contain more than one research issue. Network
traffic, long resource loading time, and energy consumption issues are hot and
innovative. With the new prediction methods, novel prefetching approaches can
be implemented. According to Fig. 5, prefetching for computation-intensive oper-
ation and security and privacy for prefetching are less studied issues, so these
may present opportunities for identifying future research directions.

The need for prefetching on edge servers or on the client-side is increasing,
especially on mobile phones and IoT devices. Even if prefetching is used, its
efficiency needs to be increased. Also, there are things to be done to protect
privacy and security while prefetching. Prediction for prefetching without any
private data on the proxy-side and server-side are issues that need to be studied.
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Table 7. Key terms associated with prediction methods for prefetching extracted from
primary studies and their frequencies

Prediction method cnt | Prediction method cnt | Prediction method cnt
amp 1 |intentionally-related long 1 | prefetch state of bookmarked | 1
short term model segments
appriori 1 |jaccard similarity coefficients |1 | prefixspan(pattern-growth 1
dfs)
artl neural network 3 | joint probability density 1 | probability graph 1
function
association rule mining 3 | k-means 3 1
bayesian network 3 | k-nearest neighbor 2 | quickmine 1
bi-lstm 1 | k-order markov model 1 |rank-based selection 2
breadth-first search latest 1 |linear svm 1 |rate adaption algorithm 1
potentialy pages for users
c-miner 1 | Long-time-to-live data types |1 |referrer graph 1
are prefetched
clasp (closed) 1 |lstm 1 | rough-set clustering 1
cluster-based 1 |lstm-attention 1 |semantic-based prediction 1
cluster-based latent bias 1 | markov chain 6 | sequential pattern mining 1
model
compare-by-hash 1 | markov decision process 1 | skslru 1
competitive agglomeration 1 | markov random fields 1 |slob 1
context-aware prefetching 1 | maxsp 1 |social-aware prefetching 1
crowdsourcing 1 | mithril 1 |socially-driven learning based |1
prefetching
dead-reckoning based 1 | most popular prefetching 2 |spade 1
prediction
decision-tree induction 1 | most promising pages 1 | spam (apriori all bfsdfs) 1
deepevent multi-class svm 1 |statistical methods 1
dependency graph 3 | navigation trajectory 1 | stochastic gradient boosting |1
extrapolation
directed graph 1 | neural networks 2 | stochastic gradient descent 1
directhit 1 | newman clustering 1 |stochastic optimization 1
double dependency graph 1 | omnibox prediction 1 |stochastic sequential model 1
epf-dash 1 | on/off strategy 2 | support vector machine 2
eschedule 1 | pagerank 1 |tag-based prediction 1
fp-growth 1 | palpatine 1 | task-level prediction 1
frequently-based prediction 1 | partial maching 2 | top-n prediction 2
fuzzy c-means 1 | path-based next n-trace 1 | transparent informed 1
prefetching
gradient boosted regression 1 | pattern-based prediction 1 | user access pattern-based 1
tree prediction
greentube 1 | petri nets 1 | user-aware dynamic markov |1
chain
gsp 1 |plwap 1 | vgen (generator) 1
history-based prediction 3 | popularity-based prediction |8 |video content analysis 1
hits-based algorithm 2 | partial match prediction 2 | video slicing mechanism 1
hits-based algorithm 1 | history based prediction 1 | vmsp (maximal) 1
improved support vector 1 | preference-based popularity |2 |weighted rule mining concept | 1

machine

prediction
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Fig. 5. Research issues on prefetching

3.5 RQ5: Which Journals Include Studies on the Web or Mobile
Prefetching?

The journals which accept papers on mobile or web prefetching topics are listed
in Table 8 with their scimago journal ranks.

4 Threats to Validity of Research

We discuss the thread of the validity for the mapping study steps to wrong
decision makings to identify primary studies, research questions, publication
selection, and data extraction.

Publication Selection: Determining the scope of the study was a challenge
because prefetching is a concept used in different computing and IT fields such
as microprocessor design, micro-controller design, hard disk design, database,
network, web, etc. These fields use the prefetching concept in different ways and
for different goals. To avoid bias, we searched prefetching terms with mobile and
web words separately on digital libraries and collected results with snowballing.
But, we can not guarantee that we have accessed all related studies to apply our
criteria.

Research Questions: This study is a systematic literature review that logically
covers the mobile or web prefetching literature with research questions. But, it
may not cover in detail.
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Table 8. Journal names

No | Journal name SJR
1 | IEEE Wireless Communications 3,216
2 | IEEE Transactions on Wireless Communications | 2,010
3 | IEEE Transactions on Wireless Communications | 2,010
4 | IEEE Transactions on Mobile Computing 1,276
5 | Future Generation Computer Systems 1,262
6 |IEEE Transactions on Multimedia 1,218
7 | Journal of Network and Computer Applications | 1,145
8 | World Wide Web 1,033
9 | IEEE Communications Letters 0,929
10 | IEEE Systems Journal 0,864
11 | Journal of Systems and Software 0,642
12 | IEEE Access 0,587
13 | ACM Trans. Multimed. Comput. Commun. Appl. | 0,558
14 | Journal of Intelligent Information Systems 0,424
15 | ACM SIGPLAN Notices 0,310
16 | ACM Transactions on Storage 0,309
17 | ACM SIGARCH Computer Architecture News -

Data Extraction: The data extraction was done manually by the authors.
Therefore, it may contain incorrect decisions. However, we cross-checked during
the extraction process, talked together about the conflicts, and decided together.

5 Conclusion and Future Work

In this study, we aimed to investigate literature on the web or mobile prefetching
topics systematically and define research gaps and future directions. The main
contribution is to present the state of the literature on mobile or web prefetch-
ing. By analyzing the trends on this studies topic shown in Fig.1, an almost
equal number of studies are added to the literature each year. According to
obtained key terms presented in Table 7, prediction approaches for the prefetch-
ing have been grouped as clustering-based, association rule-based, statistical-
based, classification-based, and custom approaches. These key terms and groups
help to find new research areas. We also defined future directions and research
issues in Subsect. 3.3. Based on all this, we conclude that the mobile or web
prefetching topic is open to new contributions. Significantly, research on secu-
rity and privacy for prefetching and prefetching for computation-intensive oper-
ations may give good opportunities because of the lack of studies. We will focus
on prefetching for computation-intensive operations and security and privacy
problems for prefetching in future work.
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In recent years, sensors and devices have become increasingly popular. A wide
range of types of sensors and devices suitable for various applications is available
in the market, including sensors for measuring environmental conditions as well
as wearable devices for measuring personal health conditions. The internet of
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Abstract. With the widespread use of 10T sensors and devices, it has
become common to store data in the cloud. The huge and various types
of data with different purposes and forms are not directly stored in the
cloud but are sent to the cloud via edge computing devices. Applications
are running in containers and VMs to collect data from edge comput-
ing devices and sent to the cloud. However, the current deployment and
migration mechanisms for containers and VMs does not consider the con-
ventions and regulations of the applications and data they contain. The
problem is that it is easy to deploy or migrate a container and VM even
if the edge computing device to which it is deployed or migrated violates
the licensing terms of the application it contains, the terms of the organi-
zation, or the laws and regulations of the country in which it is located.
We previously proposed a data-auditing migration control mechanism
for VMs. The same problem was expected with containers as the num-
ber of edges increased. Therefore, this paper proposed a data-auditing
mechanism for container migration. Implementation and evaluation of
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things (IoT), where the data collected by these sensors and devices are stored
in the cloud via the edge computing devices, has become common. Web services
using these data are required to handle the huge volumes of data as well as data
containing personal information.

Therefore, pre-processing at the edge computing device is performed before
storing the data in the cloud. The aim is to reduce the volume of data or to
convert information associated with individuals into data that are not associated
with the individuals through secondary processing. The edge computing device
is expected to be indispensable for pre-processing huge volumes of data at high
speeds in the future. Pre-processing applications running at the edge computing
device need to be deployed on edge computing devices in parallel, which handle
huge amounts of data. For this purpose, containers and virtual machines (VMs)
need to be employed. These containers and VMs can be deployed on many edge
computing devices by managing them as images. It is also easy to extract an
image from an active edge computing device and deploy and migrate it to other
edge computing devices. Significant research work has been conducted on these
migration technologies for optimizing the network connectivity by dynamically
and automatically relocating edge computing devices, and likewise considering
the sensors and devices density as well as the geographic location. Some of these
migration technologies have already been put into service [1-3].

However, current mechanisms for deploying and migrating VMs and contain-
ers do not consider the conventions and regulations related to the applications
and data they contain. VMs or containers can be easily deployed or migrated,
however the edge computing device on which they are deployed or migrated
may violate the licensing terms related to the application it contains, the terms
of an organization, or the laws and regulations of a particular country (Fig.1).
When VMs or containers are deployed or migrated, they must be in locations
that conform to the applicable license terms and conditions or the organization’s
policies. The restrictions are even stricter, where national laws and regulations
are applied. The administrator of an edge computing device is not necessarily the
administrator of a particular application. As a result, in some cases, the terms
related to this application can be violated. There is a high possibility of violat-
ing national laws and regulations such as the general data protection regulation
(GDPR) [4], which is a very problematic situation.

To overcome this problem, we have proposed a live migration-control mech-
anism for VMs. In recent years, containers, which constitute a more lightweight
and flexible environment than VM, have been attracting increasing attention.
Web applications previously realized in VM are being migrated to containers,
one after another. Furthermore, as edge computing becomes more pervasive,
the demand for containers increases and the container migration attracts more
attention. Containers are often used on edge computing devices, which are very
inefficient compared to the cloud. However, the inability to handle multiple con-
tainers simultaneously limits the number of containers to be used simultaneously.
In this case, the container processes must be migrated to a neighboring edge com-
puting device. The same problem with VM is expected to occur in container, as
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the number of edge computing devices increases. In this paper, we proposed a
data-auditing mechanism for the migration of containers.

In Sect. 2, the related work along with our previous work is introduced. In
Sect. 3, the current status of container migration is described. In Sect. 4, a data-
auditing mechanism is proposed. In Sect.5, the proposed mechanism is imple-
mented and evaluated. Finally, Sect.6 describe our conclusion and the future
work.

Container/VM
el -

Edge

[1:&'!) (HX}] {T;;: (El;;; : E';j {ng:n} :
oo ofo / gdo oo/ pgbo gio /

“.Sensors Sensors '-S_ensors Sensors *Sensors Sensors
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Fig. 1. Mobile sensors in edge and cloud computing environment.

2 Related Works

Shubha et al. [5] proposed a method to significantly increase the aggregation rate
of data center environments by effectively managing the container state. In cloud
application services, the challenge is to design efficient mechanisms, which can
quickly reactivate idle containers and prevent degradation of the application’s
quality of service. In this paper, the proposed system is implemented on Amazon
EC2, and it was confirmed that the proposed algorithm was capable of managing
the container state and improving the container aggregation rate.

Omogbai [6] clarified the concept of container placement and movement on
edge computing servers as well as the scheduling model and algorithm developed
for this purpose. As a result, the container placement problem can be solved using
a multi-objective optimization model or a graph network model and the proposed
scheduling algorithm. This algorithm includes heuristic-based algorithms, which
can quickly produce suboptimal solutions. It was also found that a few container-
scheduling models consider distributed edge computing tasks.

Shunmugapriya et al. [7] proposed a framework, which enables a containerized
evolved packet core (EPC) virtual-component migration using an open-source
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migration solution. This framework also provides a comprehensive experimental
analysis of a live migration for two virtualization technologies (VMs and contain-
ers) and further scrutinizes container migration approaches. In their experiments,
they compared several system parameters and configurations, including the arbor
(image) size, the network characteristics, the processor’s hardware architecture
model, and the CPU load on backhaul network components. The results showed
that the proposed framework successfully reduces the live migration comple-
tion time on container platforms and the end-user service interruption time for
virtualized EPC components by approximately 70%.

These studies propose solutions for the quality of service and scheduling of
containers in edge computing. In other words, these algorithms can automati-
cally control a large number of containers, making it difficult for a human to
determine whether a container can be movement and placement in a specific
location. In this paper’s method can be used to solve this problem, allowing an
automated decision to be made as to whether or not to movement and placement
of containers.

3 Data-Auditing for VM Migration

VM migration in the cloud is the physical transfer of a VM running in the cloud
to another host machine. There are two types of migration: “live migration” and
“cold migration (offline migration)”. In live migration, VMs can be migrated
while processes are still running without stopping. In this way, the services in
the VM can be migrated while they are still alive. The memory image of the VM
running on a physical host machine is entirely transferred to a VM on a differ-
ent physical host machine. The operation continues on the destination physical
host machine, without stopping or disconnecting the running operating system,
the application software, or network connections. Although there is strictly a
millisecond-long pause during switchover, but the network session is not discon-
nected, and the VM user is unaware that the switchover has taken place. During
the cold migration, the VM is shut down, and then it is migrated to another
host machine. The VM running on the physical host machine is temporarily
stopped. Its memory image is moved to another physical host machine via stor-
age, etc., and resumes operation on the destination computer. Migration has
become an indispensable technology for cloud computing operations. However,
the problem is that the migration process has been simplified and can be easily
performed as long as the user satisfies the cloud’s permissions. In this process,
only the cloud’s authority and the possibility of physical migration are deter-
mined, without considering any VM internal data. This could lead to violations
of the internal company rules and national laws (Fig.2). Suppose that a VM is
running on the cloud of an IaaS Cloud Provider offering global IaaS services.
And, the VM that contains personal data cannot cross the country borders, and
that according to internal regulations, this personal data can be stored only in
Region A and Region B. There is no problem if the VM manager, who controls
which region the VM is launched in, migrates the VM from Region A to Region
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B. However, if the VM is migrated to Region C by the VM manager’s mistake
(IMISTAKE] in Fig.2), it will be a violation of the company policy. Also, if a
malicious person (VM Manager (Fake) in Fig.2) maliciously migrates the VM
to Region D in Country Y ([ATTACK] in Fig. 2), it may violate the laws of the
Country X. This is a very problematic situation and requires a control mecha-
nism capable of determining whether or not a migration is allowed, considering

the permissions and physical availability of the cloud and the data contained in
the VM.

NG
[MISTAKE]
o VM migration request

to Region C ) o
o — e = - T—
“ \ (s ——Permit all request I
VM Manager bt — = - =

L )
L EPPTT Ll T

—
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VM Manager to Region D
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Fig. 2. VM migration problem.

To overcome the problem of an inappropriate live migration regarding data
contained in VMs, we proposed a policy-based control mechanism. [8-10] The
operation of the control mechanism is shown in Fig.3. In the REGULATION,
the VM administrator describes a list of identifiers of countries and organizations
to which the VM data can be moved, according to the regulations attached to
the data. The CountryCode indicates the countries where data movement is per-
mitted (according to the regulations), and the OrganizationCode represents the
organization that instantiates and uses the VM. When the migration is executed,
the REGULATION of the VM to be moved is compared with the COUNTRY
and REGULATION of the destination host machine. First, it is checked whether
the CountryCode of the REGULATION is included in the CountryCode of the
destination host machine.

Similarly, it is checked whether the OrganizationCode of REGULATION is
included in the OrganizationCode of the destination host machine. If both checks
pass, the data acquired by the VM to be moved can be moved to the country or
organization where the destination host machine exists. In this way, the migra-
tion is executed. This migration process is the same as the traditional migration
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process. If both checks fail, the migration is not performed because the VM can-
not be moved to the country where the destination host machine is located. Using
these mechanisms, unintentional data breaches (caused by data migration) of
the terms and conditions, which are granted by different owners of various data,
national laws and regulations, and organizational rules, are avoided. In addition,
by managing the policies in blockchain, and if the REGULATION, COUNTRY,
or ORGANIZATION is tampered with by a malicious administrator on a host
machine running various VMs, an involuntary migration can be triggered, and
an inappropriate movement may occur. Therefore, to prevent malicious data
tampering, a method for preventing tampering using blockchain technology was
proposed. This method features a robust data protection mechanism.

The proposed mechanism was implemented in a cloud environment by reg-
istering the policies regarding VMs and host machines in the blockchain, and
the decision of allowing or disallowing a VM live migration in compliance with
the policies was evaluated. The execution time of the live migration using the
proposed mechanism was also measured, and no overhead cost was observed.

This paper extends our proposed mechanism targeting to container in the
edge. In the next section, we introduce the state of the art containers and con-
tainer migration.

4 Containers and Container Migration

There are several container platforms that implement container migration.

Docker [11] is the de facto standard for containers platform. In 2016, Docker’s
announcement of the live migration of containers sparked much attention. Since
the live migration allows containers to be migrated while processing continues, it
has become an essential technology in IoT environments, where edge computing
will be the de facto standard in the future. However, Docker still does not offer a
pure live migration. It supported migration by Checkpoint/Restore In Userspace
(CRIU).

Linux Container (LXC) [12] is a system container, which has replaced KVM
and Xen. Different for LXC from Docker, which is intended to run lightweight
virtual machines, the image it boots is a full OS image, complete with init and
systemd. It supported migration by CRIU and live migration is implemented
natively in LXD.

OpenVZ [13] runs on a single kernel, which is shared by multiple VMs on
the same machine, and it has the ability to run on multiple Linux systems
such as Fedora Core, CentOS, SUSE Linux, and Debian GNU/Linux. Migration
functionality is available for kernels 2.6.9 or higher. It supported migration and
live migration.
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Fig. 3. The data-auditing mechanism for the live migration of VMs

5 Proposed Data-Auditing Policy Mechanism

We considered that improper movement of data is a concern in container migra-
tion like VM migration. Therefore, we propose a data-auditing mechanism and
its policy during migration targeting containers by extending the policy of the
data auditing mechanism for VM. In difference to the VM’s host machine, the
edge computing device does not have huge resources, and hardware requirements
are needed in addition to information such as organization and country. There-
fore, our proposed mechanism adds hardware requirements in addition to data
audit requirements such as organization and country. A data-auditing operation
checks whether it is acceptable to migrate data in the software. A hardware-
requirement operation checks whether it is acceptable to migrate data in the
hardware. These policies are stored within the container at the edge computing
device. The container administrator writes and stores the container, according
to the container’s application and data conventions within the container. At the
edge computing device, the edge computing device administrator describes and
stores information similar to that of the edge computing device (Fig.4). Usually,
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these written policies are assumed to be unchanged. During container migra-
tion, the container policy in the container to be migrated is compared with the
policy of the destination edge computing device to determine whether migra-
tion is permitted or not. If the destination edge computing device satisfies the
requirements of the policy in the container, the migration will be executed.

<Data-Auditing>
O CreateiUpdate § CDAI, cDAO
v <Hardware Requirement>
cHRh, cHRt, cHRcu, cHRmu, cHRc,
¢ cHRm, cHRgpu, cHRac, cHRaf

Container Owner

A
Container Policy Container Policy Container Policy

" Container

" Container

Edge |- Edge
Edge Computing Edge Computing Edge Computing
» Device Policy Device Policy Device Policy

{ <Data-Auditing>
i eDAl, eDAo

H Create/Update
i <Hardware Requirement>
i eHRh, eHRy, eHRt, eHRc, eHRm,; =

i eHRgpu, eHRac, eHRaf Edge Computing

Device Owner

Fig. 4. Container and edge computing device policy allocation.

5.1 Container Policy

This policy establishes rules for determining whether the container cre-
ated/updated by container owner can be migrated or not. Table1 shows the
elements and description of Data-Auditing in container policy. It has two Data-
Auditing policies and nine Hardware Requirement policies. cDAI describes the
countries or regions where containers can be placed. cDAo describes the plat-
forms allowed to deploy containers, according to the conventions of the organi-
zation managing the containers. Table 2 shows the elements and description of
Hardware Requirements in container policy. cHRh describes the allowed edge
computing devices; cHRt describes the virtualization tool used by the container;
cHRcu describes the CPU utilization threshold of the destination edge comput-
ing device; cHRmu describes the memory utilization threshold of the destination
edge computing device; cHRc describes the minimum CPU frequency threshold
of the destination edge computing device; cHRm describes the minimum memory
capacity threshold of the destination edge computing device; cHRgpu describes
whether the destination edge computing device must support Al processing;
cHRac describes the Al accessor required at the destination edge computing
device; cHRb describes the minimum memory capacity threshold of the desti-
nation edge computing device; cHRc describes the minimum memory capacity
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threshold of the destination edge computing device; cHRaf describes the Al
framework required at the destination edge computing device.

Table 1. Data-auditing in container policy.

Element | Description

cDAI Countries or regions that are allowed

cDAo Administrative organizations that are allowed

Table 2. Hardware requirements in container policy.

Element | Description

cHRh Name of edge computing device manufacturers that are allowed
cHR¢t Virtualization tools to be used

cHRcu | CPU utilization at the destination edge computing device (%)

cHRmu | Memory utilization at the destination edge computing device (%)

cHRc Min CPU frequency at the destination edge computing device (GHz)

cHRm | Min memory capacity at the destination edge computing device (GB)

cHRgpu | Al support availability the destination edge computing device

cHRac | Al accessor required the destination edge computing device

cHRaf | Al framework required the destination edge computing

5.2 Edge Computing Device Policy

This policy establishes the rules for determining whether the edge computing
device which was created/updated by edge computing device owner can be
migrated or not. Table 3 shows the elements and description of Data-Auditing
in edge computing device policy. It has two Data-Auditing policies and eight
Hardware Requirement policies. eDAI describes the country or region where the
container is located; eDAo describes the organization managing the container;
Table 4 shows the elements and description of Hardware Requirements in edge
computing device policy. eHRh describes the manufacturer of the edge comput-
ing device; eHRv describes the available edge computing environment (VM or
container); eHRt describes the name of the virtualization tool that can be used;
eHRc describes the minimum CPU frequency; eHRm describes the edge comput-
ing device memory capacity threshold; eHRgpu describes whether Al processing
is supported; eHRac describes the available Al accessors; eHRaf describes the
available Al frameworks.
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Table 3. Data-auditing in edge computing device policy.

Element | Description

eDAIl Country of placement

eDAo Managing organization

Table 4. Hardware requirements in edge computing device policy.

Element | Description

eHRh Edge computing device manufacturer name

eHRv Available environment

eHRt Available virtualization tools
eHRc CPU frequency (GHz)
eHRm | Memory capacity (GB)

eHRgpu | AT support

eHRac | Available AI accessors
eHRaf | Available AI frameworks

6 Implementation

In this Section, an edge computing environment consisting of multiple edge com-
puting devices, which are virtually divided into multiple regions, is implemented.
All edge computing devices are assumed to run LXC and container-generated
applications. In addition, since CRIU is deployed at all edge computing devices,
the containers can be migrated among the edge computing devices. Further-
more, the components required to realize the proposed mechanism are assumed
to be applied at all edge computing devices. The implementation configuration
is shown in Fig. 5.

The implemented edge computing environment consists of eight edge com-
puting devices and four regions. Edge 1 has a container running an application.
These edge computing devices are running in an ESXi-6.5.0, which is a high-
performance server. The server consists of 20 CPUs (Intel(R) Xeon(R) CPU
E5-2660 v3 @ 2.60 GHz, 128 GB memory) and 3.45 TB HDD storage. All edge
computing devices are configured with 2 vCPUs, 8 GB memory, 80 GB storage
and Ubuntu 20.04 LTS OS. LXC and CRIU are installed and ready to run con-
tainers. The container policy for Appl which is running on edge 1 is shown in
Table 5. The edge computing device policies are shown in Table 6. These policies
are stored on the edge computing device for each row. Appl allows containers
to be placed in JP and US. Additionally, it allows containers to be deployed
on edge computing devices managed by orgl, org3, and orgd. This means that
Applicationl cannot be migrated to Edge 3, Edge 4, Edge 7 and Edge 8.
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Fig. 5. Edge computing environment implementation configuration.

The execution time is measured when the container is migrated from Edge 1
to Edge 5. The average execution time is the result from ten runs for same migra-
tion condition. The difference in execution time with and without the proposed
data-auditing mechanism is clearly observed. The case with the data-auditing
mechanism is 220 ms. The case without the data-auditing mechanism is 217
ms. The case with the policy mechanism is slower than the case without the
policy mechanism. Since the effect of the policy mechanism on the migration
time is very minimal. We can say that the proposed data-auditing mechanism is

sufficiently practical.

Table 5. Container attributes running on edge 1.

cDAL | ¢cDAo || cHRh | cHRt | cHRcu | cHRmu | cHRc | cHRm | cHRgpu | cHRac | cHRaf
jp orgl appl | lex 40 40 1.6 4 na na na
us org3
orgd
Table 6. Edge device attributes.
eDAl | eDAo || eHRh | eHRv | eHRt | eHRc | eHRm | eHRgpu | eHRac | eHRaf
Edge 1| jp orgl ||edgel |ctr Ixc 2.6 8 na na na
Edge 2 || jp orgl ||edge2 |ctr Ixc 2.6 8 na na na
Edge 3 || de org2 || edge3 | ctr Ixc 2.6 8 na na na
Edge 4 || de org2 || edged | ctr Ixc 2.6 8 na na na
Edge 5 || jp org3 || edgeb | ctr Ixc 2.6 8 na na na
Edge 6 || us orgd || edgeb | ctr Ixc 2.6 8 na na na
Edge 7 || us orgh || edge7 | ctr Ixc 2.6 8 na na na
Edge 8 || us orgh || edge8 | ctr Ixc 2.6 8 na na na
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7 Conclusion

In this paper, we focused on containers and container migration in edge comput-
ing environments, which have been in a rapidly growing demand in recent years.
We proposed a data-auditing mechanism for container migration. Extended poli-
cies for VM and created policies for container in the edge. The evaluation of the
proposed system in an implemented edge computing environment showed that
the addition of the proposed policy mechanism has minimal impact on the migra-
tion time. We believe that using the proposed mechanism will reduce incorrect
container movement and placement of containers. Therefore, the proposed policy
mechanism is sufficiently practical. In the future, we aim to extend our investi-
gation from the very compact and short-range environment examined to a real
network extending over a wide area.
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Abstract. Inrecent years, the Internet of Things (IoT) has been growing rapidly,
and new applications using the IoT includes autonomous driving systems, mobile
health, smart homes, VR/AR technologies, and many more. While IoT applications
plays important roles in enriching our lives, the size of each generated task is
increasing compared to tasks generated by traditional mobile devices, which can
cause high latency when deployed in traditional cloud computing. Edge computing
has emerged as a method to mitigate this problem. Edge computing can provide
services with lower latency than conventional cloud computing methods because
the tasks are processed in the vicinity of the user’s device. However, when the
tasks are concentrated in one of the distributed servers, the low processing power
of these servers becomes a bottleneck and high latency may occur.

In this paper, we proposed a deep reinforcement learning based offloading
mechanism in an edge computing environment which can dynamically offload a
task based on the performance and availability of nearby edge servers. Preliminary
experiment results are promising and offered insights on related issues.

Keywords: Edge computing - Deep reinforcement learning - Task offloading

1 Introduction

Over the past decade, mobile communication systems have evolved from the 3rd and 4th
generation (3G and 4G) to today’s Sth generation (5G). 5G networks are characterized by
extremely high speed, high capacity, low latency, and multiple simultaneous connections
compared to previous generations of mobile communication systems. It is said that 5G
networks will become a social infrastructure to further develop and promote the spread
of existing IoT devices and applications. Examples of IoT devices or applications that
are expected to develop in the future include VR/AR devices, mobile health, autonomous
driving systems, and a wide range of other fields [1]. However, these intelligent devices
and applications can only be realized by processing huge amounts of data in real time,
which poses a great challenge for servers and network bandwidth.

In conventional cloud computing systems, data generated from edge devices such as
IoT devices are processed by high-performance servers in a cloud data center. However,
when the physical distance between the data source and the server is far, high latency is
likely to occur [2]. Edge computing systems have emerged as a new technology to meet
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the needs of real-time and low latency requirements. By distributing edge servers with a
certain amount of computational power near the edge devices, edge computing can sig-
nificantly reduce the response time for requested tasks and also reduce the load on cloud
data centers. Edge computing is attracting attention as the next-generation computing
paradigm. However, to operate it efficiently, it is necessary to consider task allocation
and offloading. Task offloading here refers to uploading computationally intensive appli-
cations that cannot be processed by the local edge server and have the other server take
over the processing. In general, the following cases can be considered as types of task
offloading.

1. Local Execution
It completes all tasks generated by the edge devices using only its own computational
power.

2. Full Offloading
All the generated tasks are offloaded to other edge servers, and the processing is
completed by the computational power of these edge servers.

3. Partial Offloading
Part of the task is processed locally, and the rest is offloaded to another edge server.
This can be done only when the tasks can be divided.

In this paper, we study a dynamic task offloading mechanism for efficient edge
computing system operation. To achieve dynamic task distribution, this paper employs
reinforcement learning, which is one of the machine learning methods. Each edge device
is modeled as a Markov Decision Process, and a task offloading algorithm based on
multitasking and load balancing is proposed.

2 Related Work

For efficient task offloading, it is necessary to consider when, where, and to what extent
tasks should be offloaded. Several studies have already been done on the optimal task
offloading strategy for different scenarios.

Gao et al. developed a cooperative computing system consisting of mobile devices,
edge cloud and central cloud and designed a Q-Learning based task offloading policy
for optimal resource allocation and offloading based on it [3].

Mochizuki et al. focused on mobile data offloading, which is an effort by telecom-
munication carriers to meet the increasing demand for mobile data communications.
They propose a mobile data offloading method based on distributed deep reinforcement
learning [4], in contrast to the temporal offloading of existing methods (Mobile Data
Offloading Protocol) to maximize bandwidth utilization efficiency.

Shino et al. proposed an autonomous distributed task offloading method in which
applications autonomously determine the optimal execution node and offload tasks to
provide distributed processing that can cope with the increasing number of moving
applications and topology changes among nodes in edge computing environments [5].

These studies are like our work in that they adapt reinforcement learning-based
algorithms for optimal task assignment and task offloading for user devices in edge
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computing environments. On the other hand, they only make discrete behavioral deci-
sions for task offloading and do not support handling continuous variables that allow
detailed parameter decisions. In this study, we propose a method to solve not only the
discrete problem of deciding which server to offload to and determining task allocation,
but also the continuous problem of making detailed decisions on migration bandwidth
and other parameters during offloading.

3 System Model

In this paper, the tasks are generated from multiple user devices e = {1, 2, 3...}. Here,
we assume a general edge computing scenario where tasks are generated by multiple
user devices e = {1, 2, 3..., n} and processed by multiple edge servers E = {1, 2, 3...,
N} as shown in Fig. 1. Each user device ranges from common computing devices such
as desktop and laptop computers to web cameras and wearable devices used for mobile
health monitoring. Each of these devices generates a different size of demanding tasks.

In addition, the computing power of user devices themselves varies. If a user device
chooses to offload a task to an edge server, each user device thinks only of its own benefit
and tries to offload the task to the edge server with the highest computational power.
However, even a high-performance edge server cannot process all these tasks in real
time due to its limited computing power. It may not be able to allocate the necessary
resources in time, which may cause a large delay.

Therefore, task offloading in edge computing environments is important to balance
the distribution of tasks and to increase the utilization rate of each edge server to a certain
value.

Edige Servers

@) = (@)

Resource sliocation

Wireless
Comminications ~ Task data collection

Generated Tasks

— Ecge Devices

Fig. 1. An RL-based task offloading mechanism in edge computing
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The Proposed Method

Deep Q-Network (DQN), a deep reinforcement learning algorithm, is one of the most
effective methods for task offloading in edge computing environments. DQN is a useful
method for complex resource allocation problems and high-dimensional state spaces,
but it does not address the problem of continuous action spaces, and action decisions
must always be made using discrete values.

In this paper, we proposed a task offloading mechanism that makes continuous action
decisions in a single-agent scenario with a primary edge server as an agent. Deep Deter-
ministic Policy Gradient (DDPG), a deep reinforcement learning algorithm based on the
Actor-Critic model, is employed to realize complex decision making by the agent.

4 Reinforcement Learning — A Recap

Reinforcement learning [6, 7] is a machine learning method. It is characterized by the fact
that the system itself achieves optimal system control through trial and error. It differs
from supervised learning in that it does not require artificial labeling of the teacher
data (correct answer data). In reinforcement learning, the computer learns behaviors
to maximize the reward set as the objective in a certain environment. After a certain
number of trials, it is possible to learn a policy that maximizes the long-term reward for
the current environment. Furthermore, by combining this method with deep learning, it
is possible to adapt to high-dimensional states and behaviors, which greatly improves
the learning efficiency.

In this paper, we use deep reinforcement learning for efficient resource allocation
for optimal task offloading in edge computing environments. In reinforcement learning,
the dynamics of the environment are typically modeled by a Markov Decision Process
(MDP), and the algorithm is analyzed. Likewise, we establish the MDP and define the
following three elements to adapt the deep reinforcement learning algorithm to the edge
computing environment.

o State
The current state S_t is defined as the system load rate on each edge server. Each
edge server queues up a predetermined number of tasks in its own data structure and
processes them in turn.

e Action
In the current state S_t, the action A_t taken by the system refers to the decision
of the primary edge server on the task offload vector, task allocation, and migration
bandwidth during offload. The task offload vector and task allocation decisions are
discrete values, while the migration bandwidth decision is treated as a continuous
value.

o Reward
The system-wide reward R_t is defined as the total number of tasks processed by each
edge server for each trial episode in reinforcement learning.
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4.1 Markov Decision Process (MDP)

MDP is a stochastic model of a dynamic system in which state transitions occur stochas-
tically, and in which state transitions satisfy Markovianity. Markovianity means that the
transition to the next state depends only on the current state and action but is independent
of earlier states and actions. By modeling the representation of time-series state transi-
tions in reinforcement learning with MDPs, we can maximize the cumulative reward by
simply finding the value function applied by the MDP [8].

4.2 Value Function

In reinforcement learning, the reward is a measure of the immediate goodness or badness
of an action chosen from the current state, but the decision to act must consider the reward
that will come later. In reinforcement learning, the cumulative reward obtained over a
period is called the revenue. There are several types of revenue, but the most used revenue
is the discounted cumulative reward which is expressed by discounting the value of the
reward to be obtained later, as shown in Eq. (1).

o0

Gi= 3 V' Ri14:0 <y <1 (1)
=0
The sum of the discounted rewards is the sum of the rewards for a given interval,
and the content of the interaction is determined stochastically depending on the state
at the start of the interval. As a result, the revenue also becomes a value that varies
stochastically. Therefore, the expected value of the revenue is obtained conditionally on
the state, and the expected value is called the state value, which is used as an index for
defining a good strategy.
The state value is the sum of the rewards for continuing to take actions according to
the strategy m, starting from the state S, and can be expressed as in Eq. (2).

V() = Ex[Gis11S; = 5] ©)
The best strategy is called the optimal strategy 7t~ and is given by Eq. (3).
V*(s) = V7' (s) = maxV7 (s) (3)

Here, V* (s) is called the optimal state value function. To improve convenience when
making action decisions, we use a function called the action value function, which adds
actions to the conditions in Eq. (3) above. The action value function represents the value
of each action A; in each state S;, as shown in Eq. (4).

07" (s,a) = Ex[Gi111S; = 5, Ar = a] “4)

4.3 Deterministic Policy Gradient (DPG)

Deterministic policy gradient is a reinforcement learning algorithm presented by Silver
etal. in 2014 [9]. The DPG algorithm is a policy gradient-based algorithm, which models
the policy with parameter 6 and performs direct optimization. The DPG algorithm uses
a reinforcement learning approach called Actor-Critic, which is described later.
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4.4 Actor-Critic

The DPG algorithm is a reinforcement learning algorithm based on the Actor-Critic
model, which has a separate structure for representing policies, independent of the value
function, as shown in Fig. 2. The structure that represents the policy is called an Actor,
because it is used to select actions, and is expressed as Eq. (5), because it is a function
of deterministic measures whose actions are deterministic for a given state.

n(sl6") (&)

Here, 6" is a parameter of the measure function L.

The part that predicts the value function is called Critic because it critiques the
actions chosen by the Actor [10]. Critic is synonymous with the action value function
and is therefore expressed as in Eq. (6).

Q(s,a[6?) (6)

where 69 is a parameter of the action value function Q.
Since the strategy p only needs to learn to maximize the current value, we can
optimize 6" using the gradient shown in Eq. (7).

Voul ~ E[VerQ(s, al09)ls=s.amp(slom |

(7)
= E[Vor Q(s, al09) ls=s;,ampu(sy) Vor 1 (s10") 5=y, |

In addition, the action value function Q can be defined as the error function in Eq. (8)
from the Bellman equation [11], which holds for action values.

L(69) = E[(Q(s, al6?) — y)?]

(®)
where y; = r(s;, ar) + v Q(si+1, u(si41)[09)

The behavioral value function Q can be optimized by learning to minimize the error
function calculated in Eq. (4) above.

As described above, in the DPG algorithm, the optimal strategy function p* can be
obtained by simultaneously optimizing the parameter 6" of the strategy function w and
the parameter 6Q of the action value function Q during the learning process.
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Fig. 2. Overview of actor-critic

5 Deep Reinforcement Learning

Deep reinforcement learning refers to the use of neural networks for function approxi-
mation of the value function and the policy function in reinforcement learning. In con-
ventional reinforcement learning, linear functions are used to approximate the functions
of value and policy functions. In addition, the design of the features requires human
intervention. In deep reinforcement learning, however, the neural network designs the
features, eliminating the need for human intervention. In addition, it was confirmed that
deep reinforcement learning can significantly outperform conventional reinforcement
learning simply by providing the environment directly as input [12, 13].

5.1 Deep Deterministic Policy Gradient (DDPG)

The first innovation is a method called Experience Replay [15], proposed by L. Lin in
1992. Experience Replay is a method of learning by memorizing the past actions of
an agent and randomly selecting multiple memorized actions at regular intervals. This
method is called Experience Replay. The number of randomly selected actions is called
the batch size. By learning randomly in this way, it is possible to control the bias of the
samples and to learn the same training data repeatedly, thus improving the efficiency of
sample usage.

The second innovation is the fixed target Q-network. In a strategy-gradient type
reinforcement learning algorithm such as DDPG, the parameters of each function are
updated in the direction of optimizing the strategy function and the action value function.
The fixed target Q-network can stabilize the learning by updating some parameters
instead of the whole parameters. The fixed target Q-network can stabilize the learning
by updating some parameters instead of the whole parameters.

The fixed target Q-network can stabilize learning by updating some of the parameters
instead of updating the entire parameters. Let 0" and 6Q be the parameters of the strategy
function and action value function before the update, respectively, and 6" and 6" after
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the update (Fig. 3).
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Fig. 3. The DDPG architecture

6 Experiments

In this paper, we conduct experiments to evaluate whether the task offloading mechanism
learns according to the DDPG algorithm and allocates tasks to the optimal edge servers.

6.1 Experiment Methods

The simulation experiment was conducted on a virtual edge computing environment.
The open-source CRAWDAD mobility dataset was used as the training dataset. This
dataset shows mobility devices such as smartphones and wearable devices generating
tasks at regular intervals, as shown in Fig. 4. In this experiment, we evaluate the proposed
model by observing the offloading of data from this mobility dataset to multiple edge
servers and measuring the rewards obtained from the environment. First, the simulations
were performed with parameters such as the number of edge servers and the number
of user terminals. Next, we simulate the task offloading process using a task offloading
mechanism based on the DDPG algorithm. Three patterns were assumed here, i.e., 30,
50, and 80 edge devices, to evaluate the generality of the model. The parameters for
each simulation are shown in Table 1. The number of training trials varies dynamically
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depending on the training status of the model. The specification is that if the reward
obtained from the environment does not increase by the specified number of episodes,
learning terminates at that point. In addition, in one episode, the movement of mobility
data is divided into 3000 steps and executed. The reward defined in Sect. 5 was used as
the evaluation index.

Table 1. Simulation parameters

Parameter Value
Number of user devices (e) 50
Number of edge servers (E) 10
Maximum number of server processes (f) 5
Generation task size (r) 0-50 MB
Migration bandwidth (b) 0-1 Gbps
Number of training episodes (ep) 130
Number of steps in each episode (st) 3000
Experience replay buffer size (mem_cap) 10000
Learning rate for critic network (Ir_c) 1.0 x 1073
Learning rate for actor network (Ir_a) 2.0 x 1073
Bach size (batch) 32
Soft update rate for target network (tau) 1.0 x 1072
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-~ 200 £
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Fig. 4. The CRAWDAD mobility dataset
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6.2 Experiment Results

Using the set parameters, we conducted a task offloading experiment and observed the
changes in the reward obtained from the environment. The results are shown in Figs. 5
and 6.

Number of user devices Results

50 s

L o wn w [ wio

Fig. 5. Rewards from the environment per group of devices.
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Rewards from the environment per edge servers

Rewards

Learning episodes

Fig. 6. Rewards from the environment per group of devices (another view)

6.3 Discussion of Results

From Fig. 5 of the experimental results, the number of system-wide task processes set
as rewards varied with the learning episodes. We will look at the patterns in order of the
number of user devices, starting with the lowest number. In an environment with 30 user
devices, the reward tends to increase continuously, which indicates that the proposed
mechanism in the environment can offload tasks to the edge server appropriately for the
user devices. The same is true for the case of 50 user devices, but we can observe that the
range of rewards is lower than in the case of 30 user devices. This may indicate that some
episodes may have dropped out because they could not offload the task appropriately.
Finally, in the case of the 80 user devices, some episodes may have high rewards, but
the overall rewards are highly variable, and it is difficult to say that the rewards are on
an increasing trend. This may be due to too many user devices offloading tasks relative
to the number of edge servers in the experimental environment. Since all edge servers
in this environment have the same performance and the number of tasks that can be
processed is fixed, it is practically impossible to efficiently process too many tasks. This
issue needs to be addressed in future experiments and find a solution.

7 Concluding Remarks

In this paper, we described an optimal offloading mechanism for multi-users in edge
computing. Specifically, using the DDPG algorithm, which is a method of deep rein-
forcement learning. We define multiple user devices in the edge computing environment
as agents and proposed a mechanism to offload the generated task data to the optimal
edge server according to the DDPG algorithm.
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In our experiments, we built and simulated a virtual edge computing environment to
verify whether the proposed mechanism allocates tasks appropriately. From the exper-
imental results, we confirmed that as learning progressed, the mechanism started to
offload tasks appropriately, and the number of tasks processed by the entire system
increased.

As future work, it is necessary to conduct comparison experiments with other existing
methods to evaluate the usefulness of the offloading mechanism proposed in this paper.
In addition, the current environment does not consider the computational power of the
user device itself. Therefore, of the three types of task offloading introduced in Sect. 1,
only full offloading is being performed. In the future, it will be necessary to construct
a new edge computing environment that considers the two offloading methods of local
execution and partial offloading to make it closer to the real environment.
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1 Introduction

The article shows the application process of the Geodesign Workshop based on the study
area of the Metropolitan Region of Floriandpolis, located at Santa Catarina State, in the
south of Brazil (which in the study will be called MRSC). The study was part of a national
proposal in which 13 researches groups were invited to analyze different metropolitan
regions - in which they are partner, using the Geodesign method. The proposal, among
others, had the challenge of inciting actions that would help in the maintenance of areas
with vegetation, thus collaborating for the creation of carbon credits.

The main objective for this study was to plan the green future area to Floriandpolis
Region until 2050 - in this case three scenarios was planned. The first one was Scenario
A: “Early Adopter” — in which initial innovations were considered, resulting in changes
in 2035 and 2050; for Scenario B: “Late Adopter” — in which it was considered wait
until 2035, to then adopt innovations that can lead to changes in 2025; and Scenario C:
“Non Adopter” — in which no innovation was adopted, allowing for unplanned changes
for 2050. Therefore, for this experiment three scenario changes were planned focusing
on increasing the Carbon Credit to at least 30% more until 2050 — but clearly it was
an obligation to increase the green area surface for the Floriandpolis Region. Thus, the
basic tool for planning the three future scenarios, as well as discussing, proposing new
green areas and also considering the United Nations Sustainable Development Goals
was the Geodesign platform environment.

1.1 Study Area

For the study of MRSC the workshop was applied with the group of students of PhD
course related to Postgraduate Program in Territorial Planning and Socioenvironmental
Development - PPGPLAN, from the State University of Santa Catarina - UDESC.

The MRSC is one of the main centers of the technological industry (game software)
in Brazil, mainly Florianépolis, where tourism, civil construction, commerce and the
service sector also stand out. In the neighboring cities, mainly Sdo José, Palhoca and
Biguacu, there is a diversified and growing industrial pole, in addition to important
areas of services and business. Beyond that, most municipalities in the expansion area
present themselves as important areas for agriculture. As for the relief, the region has a
predominant area on coastal plain, which includes the coastal part and the mountainous
region, with vegetation from the Atlantic Forest biome and still restinga (sandbank) and
mangrove vegetation.

There is a strong contrast between the coastal area totally dense by buildings and real
estate exploration, in contrast to the continental area, which has a predominantly rugged
relief and has a predominance of tree cover with vegetation exuberance. The studied area
is composed of 22 municipalities, but the actual Metropolitan Region of Florianépolis
comprises 9 municipalities with a population of 1,050,000 inhabitants living in an area
of 2,700 km?, with the other 13 municipalities belonging to the Metropolitan Expansion
Area (Table 1 and Fig. 1).

Notoriously, this is one of the regions with the best life quality level in the country,
the Metropolitan Region of Floriandpolis has the highest HDI (Human Development
Index) of 0.840, among all metropolitan regions in Brazil [2].
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Table 1. Municipalities from RMSC [1].

Municipalities of the Aguas Mornas, Antonio Carlos, Biguacu,
Metropolitan Region of Florianopolis, Governador Celso Ramos, Palhoga,
Greater Florianopolis Santo Amaro da Imperatriz, Sdo José, Sdo Pedro de
Alcantara

Alfredo Wagner, Angelina, Anitapolis, Canelinha,
Garopaba, Leoberto Leal, Major Gercino, Nova
Trento, Paulo Lopes, Rancho Queimado, Sao
Bonifacio, Sdo Jodo Batista, Tijucas
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Fig. 1. The Metropolitan Region of Florianépolis (RMSC) in Brazil and other case studies in
Brazil, and the municipalities of MRSC. Source: the authors.

When analyzing the set of maps on the study area, it is initially necessary to observe
that the area is composed of a large island (54 km of length and 18 km width), in the
municipality of Floriandpolis, capital of the state of Santa Catarina, and by a significant
urbanized area on the continent, corresponding to the connection with the island (Fig. 2
- d). However, in the rest of the region there is low occupation and significant vegetation
cover, composed of Atlantic Forest (Fig. 2 - f).

The surface temperature has a greater impact in the central area of the island and in
urban area of the continent in connection with the island, being mild in the regions of
higher altitude (east—west axis to the south of the continent) and in unoccupied valleys
(Fig. 2 - a). The topography is composed of the low altimetry on the island and the
portion of the continent close to the island, with an east-west mountain range in the
south of the continent (Fig. 2 — b). The slopes are low and favorable to use, but with
the challenges of containing the risks of flooding on the edge of the island’s mainland,
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Fig. 2. Surface temperature (a), altimetry (b), slope (c), urban land use (d), NDVI (e) and
vegetation cover (f). Source: the authors.

but the difficulty of urban expansion in much of the territory is observed due to the high
slopes (Fig. 2 - ¢).

Regarding the vegetation index, the NDVI (Normalized Difference Vegetation
Cover) indicates the absence of vegetation in the large lagoons and the low presence
in the urbanized area of the continent that connects with the island, but in the rest the
vegetation is expressive and robust, which highlights the RMSC from the other studied
metropolitan areas (Fig. 2 - e). In summary, it is an area whose urban occupation is con-
centrated and dense in the relationship between island and mainland, with more impact
on the mainland portion, but with a wide area of expressive vegetation cover, of difficult
urban occupation due to slope barriers.

The distribution of commerce and service activities (Fig. 3 - a) demonstrate the
importance of the mainland area connected to the island (Biguagu, Palhoca and Sdo
José), and the same can be seen in the health services map (Fig. 3 - b), accessibility and
capillarity (Fig. 3 - c). It is observed that the density of roads, in the accessibility and
capillarity map, is even more expressive in this portion of the continent than on the island
(Fig. 3 - ¢). As observed in the previous cartographic collection, the remainder is a large
void, except for the axis that connects Canelinha to Sdo Jodo Batista and Nova Trento
(north portion) and the Palhoga axis to Santo Amaro da Imperatriz (central portion). In
this sense, the planning needs to consider the densification in the areas of the island’s
connection with the mainland and in these incipient axes of growth.

It is worth mentioning the fragility in the supply of sanitation, with the presence of
water network only in the mentioned areas (Fig. 3 - d) and many limitations in the sewage
network (Fig. 3 - e). It is worth noting the importance of the island area in terms of the
presence of cultural and archaeological heritage, as well as the presence of indigenous
land in the mainland area. (Fig. 3 - f).
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(d) (e)

Fig. 3. Commerce and services (a), health services (b), accessibility and capillarity (c), water
services (d), sanitation (e) and cultural and archeological heritage (f). Source: the authors.

The development of the study had two purposes: a) to enable the participating students
to carry out a geodesign study, while expanding their knowledge about the territory of
the RMSC; b) collaborate with studies on a national scale on 13 metropolitan regions in
Brazil, by verifying the reproducibility of the geodesign methodological process.

1.2 Geodesign

The Project that planned the study of Brazilian metropolitan regions, was entitled:
“Geodesign Brazil, Trees for Metropolitan Regions”. The idea was to use the Geode-
sign method in a standard, simultaneous format that would allow the application in
different scenarios but with a standard in the type of data used as well as in the applied
methodology.

Geodesign is a methodological process that explores the potential of geospatial
technologies, Geographic Information Systems and their web-based resources, for co-
creation processes in shared planning. Its structure is a work framework that starts with
the consumption of data, which are translated into information and generate knowl-
edge about the area of study. As it has a geographical base, it explores geovisualization
resources and access to different actors in society, so that participatory planning actually
takes place [3-8].

The basis of Geodesign is the proposition of a work framework, in which steps and
objectives to be accomplished, actors and teams of participants, decision support, goals
to be met, negotiation and results evaluation methods are specified. In the case study
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in question, the script initially proposed by the IGC (International Geodesign Collab-
oration) and its adaptation to Brazilian case studies was followed, using the GISColab
(UFMG) platform and using the same initial list of maps and characterization data of
the study areas [14, 15]. However, due to local differences, each group was free to adapt
the processes to their specific objectives.

In the RMSC case study, the adaptation took place due to the composition of the
participants. As the workshop had as actors the postgraduate students in Territorial
Planning and Social and Environmental Development, not all participants had skills and
practice in the use of Geographic Information Systems. It can even be said that many of
the participants did not feel comfortable working with geographic information as a first
reference. In this sense, the main adaptation to the method was the brainstorm process of
co-creation of ideas, elaborated in the form of a table of alphanumeric proposals that, not
necessarily, emerged from map information, but were translated in the second moment to
the geographic location. It is an adaptation contribution on ways of working considering
participants from professional areas who do not necessarily have knowledge and skills
of geographic spatial analysis.

2 Methodology

Brazil is a country of continental dimensions and of big differences in spatial, social and
economic conditions. Carrying out urban planning in such complexity requires adaptabil-
ity and scalability conditions, as the regions will have different conditions of participation
and resources. Starting with digital inclusion and access to technological resources, there
are great disparities. It was the intention of the group of Brazilian universities linked
to the IGC (International Geodesign Collaboration - https://www.igc-geodesign.org/) to
carry out a study together, but at the same time with freedom for the necessary adap-
tations due to local specificities. The 13 studies carried out presented variation in the
form of development (asynchronous and synchronous), of the actors involved (under-
graduate, graduate students, planning professionals of university researchers), access to
additional tools (application development and specific and additional methodological
procedures), in the time available for the experiment (in more concentrated processes or
with more time between stages). Even with the local differences, it was possible to follow
a common script and, at the same time, record and measure the adaptability condition
to contemplate each local need [9-21].

All followed the schedule proposed by the IGC to consider the scenarios for the
year 2021, 2035 and 2050, in view of the global climate agreements and the Sustainable
Development Goals [13]. And to act according to different planning patterns, related
to traditional processes, which do not adopt innovations at first and then accept them,
or those that are innovative from the beginning. With this temporal scale of behavior
variation, proposed by the IGC, the expectation would be to expand the capacity for
innovation and, mainly, the measurement of gains in meeting the goals of sustainable
development (SDG) (Fig. 4).

Also as proposed by the IGC, participants had access to a list of assumptions, a set
of best practices on the different planning systems, as a way of encouraging the use of
innovations. The systems proposed for all participants were: water, energy, vegetation,
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Fig. 4. Sustainable development goals [10].

institutions, agriculture, transport, housing and mixed use, commerce and industry. In
the opinion of the organizers, two other systems could be added, and the Brazilian group
chose to include tourism and culture and to include a specific system to propose and
measure contributions to the Carbon Credit (Fig. 5).

Water

Agriculture Transport

Carbon credit

Fig. 5. Workshop themes. Source: authors (2021).

All Brazilian projects received the same collection of representation maps and pro-
cesses (data and information on the spatialization of occurrences and their areas of
influence) and the use of the Brazilian Geodesign platform, GISColab [11, 12, 19]. The
EA-UFMG Geoprocessing Laboratory was responsible for assembling a collection of
around 40 maps for each of the metropolitan regions involved. With this, it was possible
to measure the scalability of the process of setting up a workshop, in terms of time and
access to a minimum set of information. Free access data, made available on a spatial
data infrastructure platform or satellite imagery, were used. The time spent on producing
the maps was measured and it was observed that in order to set up a case study on a
regional scale, in Brazil, a week of work would be necessary, even for regions with fewer
resources [9].

It would be possible to assemble a much more robust data collection for the island
of Floriandpolis, but not exactly for the entire metropolitan region. In order to apply
the same conditions for the entire country, the quality and resolution cut to a regional
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scale was carried out, as a first approach, without prejudice to the development of future
studies in greater detail.

For visualization of geospatial data layers and spatialization of proposals, the GISCo-
lab platform was adopted [16]. GISColab is based on the SDI (Spatial Data Information)
and OGC standards for data consumption via WMS or WES, allowing both cases to
increase performance by WPS (Web Processing Service). For training in the software
navigation, the groups had videos recorded by Professor Ana Clara Mourdo Moura and
assistance from the monitors: Beatriz Fernandes and Thiago Lima. In use, adaptations
were made to the process, demonstrating the flexibility of both the method and platform.

For standardization in the analysis proposed in the workshops, all groups had as
main objectives:

e Increase the area of robust vegetation by 30% by 2050, as a contribution to carbon
credits;

e Contemplate the 10 pre-determined systems (or themes) for carrying out the actions,
prioritizing projects that were associated with carbon credit;

e For all possible actions, consider the 17 Sustainable Development Goals (SDGs) of
the Global Compact, a UN initiative.

For the MRSC, the following specific objectives were listed:

Informing places of conflicts of environmental interest and real estate exploitation;
Implementing Conservation Units in areas of dense vegetation;

Improve mobility;

Consider sustainable technologies for civil construction;

Deploy renewable energy sources - mainly solar energy;

Implement a sewage treatment system;

Improve tourism activities with a focus on ecological tourism;

Implement policies to protect areas of the marine coastline;

Extend the protection of springs and hill tops.

The main goals and framework developed is presented in Fig. 6. The area was divided
in two: the coastal area and the continental area, according to the conditions of poor
vegetation and robust vegetation. The goals were to consider the SDGs and the increase-
ment of carbon sequestration. The consensus about the proposals were constructed using
alphanumeric tables, presenting the list of ideas, the description of each of them, their
relation with the main systems, the year of reference, and the place indicated for them.
The column of place initially was a generic description that, with the development of
the workshop, was transformed into polygons (Fig. 6).

The chronology of the activities followed the general indications of the project but
with adaptations to the profile of the workshop participants. The meetings took place for
4 weeks, once a week, in the online format and the contact between the participants was
carried out daily with an instant messaging application. A total of 9 students from the dis-
cipline of Multipurpose Land Registry and Territorial Planning from PPGPLAN/UDESC
participated. In summary, the actions taken were as follows:
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Coastal area Continental Area
High building density Low urban density
well known area Green areas

Poor Vegetation Area Robust Vegetation Area

Demand for Biomass CO2 above and
innovation linked with below ground in the
SDO Area

Poor Trees /km2 High Biomass CO2 /km2

Consensus Proposals based on list table - local
specific properties (based on excel software)

Numbers to achieve goals — 30%
Reached - 31,38%

Script creation in GISColab Tools — accepted

Fig. 6. Decision making process. The background figure (excel table) is a simple illustration
to demonstrate that the process started with the decision of ideas by theme, followed by the
negotiation on spatialization. Source: the authors (2021).
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e Day 1 - Reading enrichment - Indication of potentialities, vulnerabilities, charac-
teristics and needs in the 2020 scenario, by Annotations, using a Web-GIS with 40

maps.
e Day 2 - Construction of Ideas for “Non-Adopter” 2035 and 2050, through the tool
Dialogues.

e Day 3 - Construction of ideas for “Late-Adopter” 2035 and 2050, through the Dia-
logues tool. They had the target to increase of 30% of CCO2 until 2050, using the tool
Widgets that calculates the percentage reached, number of trees and the sequestration
of CO2 above and below ground. They used the list of Assumptions.

e Day 4 - Construction of ideas for “Early-Adopter” 2035 and 2050, through the “Di-
alogues” tool. They used Widgets to increase of 30% of CCO?2. They used the list of
assumptions. Debates through comments and voting on the Dialogues tool.

For the spatialization of the proposals, the GISColab platform was used [17, 18], in
which thematic layers of geospatial data such as Conservation units, urban areas, among
others, were previously inserted, so that the analysis could deepen according to local
characteristics.

The compilation of thematic data took place in a pre-workshop stage in which,
in addition to the data collected, basemaps were created for all metropolitan regions,
planning of the automated calculation tool for the number of trees, CO? and percentages.
For better organization, after the first moment of Reading Enrichment, a spreadsheet was
created in which all participants collaborated with the proposals, listed by themes, groups
and authors. With the spreadsheet ready, discussions and votes were held to maintain
or withdraw proposals. It should be noted that the proposals were listed for different
scenarios, explained in Fig. 7.

cenario Description ‘

Early adopter Proposals should contain more innovations, with more
(years of 2035 and 2050) advanced technologies
Late adopter Proposals with less innovations, with more popular
(years of 2035 and 2050) technologies
Non-adopter Proposals with little innovation, standard technology
(year of 2050)

Fig. 7. Workshop scenarios. Source: the authors (2021).

After each discussion, the students spatialized the actions on the maps, through the
GISColab platform. Each theme has a standard color, so in all scenarios, regardless
of who was editing, it was possible to maintain visual harmony. The proposals were
spatialized in pins and vegetation areas to increase carbon credits (polygons in light
green) (Fig. 8).

After the elaboration of proposals for the different scenarios, voting, spatialization
and confirmation of the achievement of the goal of adding carbon credit, the data from
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Fig. 8. Maps with proposals on the GISColab platform. Source: GISColab platform. Elaboration:
authors (2021).

the GISColab platform were tabulated in two ways: 1. verifying the conformity of the
proposals with the Sustainable Development objectives of UN, 2. verification of planned
vegetation increase. The data for these steps will be seen in the next item of the study.

3 Discussion of Results

In general, the proposals presented a bias of more traditional technologies although with
important bases in the social and environmental questions. The goal in relation to the
carbon credit increase was successfully achieved, however there was a low diversity of
actions related to the United Nations Sustainable Development Goals (SDG) items. In
relation to the SDG, a degree of score ranging from -3 to 3 was listed, being negative
when it was a bad proposal for that theme and positive when adding to the theme (Fig. 9).
The following information on Fig. 9 is a summary of the actions and the results for each
scenario, considering the direct or indirect correlation between each element on the first
column (17 SDG) and the first line of the matrix, which describe each one of the 10
themes listed on Fig. 5.

The Fig. 10 illustrates the adherence of the 10 themes developed in the Geodesign
dynamics workshop that took place in the discipline, considering the 17 goals of the
SDG. The numbering highlighted within the matrix (with shades of purple and orange)
refers to the intensity of adhesion (from highest to the lowest level).

Early Adopter: For this scenario, the current situation in 2020 (14) showed flaws in
many items of the SDGs, being favorable only in some conditions of Agriculture and
Institutions, and with weaknesses related to the other themes. When acting as an Early-
Adopter, the score increased a little for 2035 (26) and a lot for 2050 (113), demonstrating
that innovations can make a difference in complying with the SDG. Perhaps the group
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Fig. 10. Scale of correlation SDG/ONU with workshop themes related.

was not prepared to plot all projects and policies on the GISColab platform, sharing their
views.

Late Adopter: The Late-Adopter 2035 (51) had a performance far superior to the Non-
Adopter 2050 (9), in values. In fact, the group had a little resistance to putting their ideas
on GISColab - compiling a large part of the policies and projects in the spreadsheet that
should be used as support. In this case, the graphic representation was minimal but the
discussions and the main objective were achieved: to increase carbon credit. Regarding
the themes, there are improvements in water, agriculture and green.

Non Adopter: It is observed that the Non-Adopter arrives in 2050 with the score (9)
slightly below the current scenario (14), because the proposals, although without major
innovations, did not consider the future scenario as possibilities for development. It may
have been difficult to plan the future with policies and projects - given that part of the
group was not used to this type of exercise.
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Analyzing the data in relation to the main objective of the workshop, to increase the
percentage of green area for carbon credit, it was found that the goal was achieved
smoothly by the natural characteristic of the MRSC and also by the profile of the
workshop participants, who put environmental actions as a priority.

4 Participants’ Report and Conclusion

Throughout the process of applying Geodesign, different profiles of professional back-
ground were identified within the participating student’s class, so the questionnaire was
conducted at the end of the experiment to record individual and group impressions.

Considering that the whole project process took place remotely due to the COVID-19
pandemic and its implications, it was questioned whether they believed that there would
be a difference in the result of applying the method if the process were in person, and for
almost 70% of the group believed that yes, it would be different. Thus, was majoritary
the feeling that being together and discuss face to face is better to convince or expuse
the point of view related to any decision.

Regarding the degree of difficulty in carrying out collective decision -making actions,
there was a balance in relation to the number of responses from those who found it easy
and those who found it difficult, even so, in general the group understood that there
was no conflict for decisions since the proposals were created together. But, considering
the GeoDesign methodological procedure it is necessary to underline the process of
definition and implementation of each proposal in order to get iteration and redefine the
common focus.

About the Geodesign methodology, about 60% considered that they fully understood
the method and 40% partially - besides, we must consider that for many of the partic-
ipants was the first contact with the Geodesign methodology and GISColab Platform.
Considering that only 3 people in the group had knowledge about Geodesign, it was a
very positive margin of result.

Regarding the use of the GISColab platform in general, the group was relatively easy
to use, having some ideas for improvements such as the possibility of more than one
collaborator editing the map simultaneously, the creation of several polygons within
the same proposal, among others. But, for the group to get skills in the GISColab
platform it took a bit of time and some hours of training, as well as many messages,
recommendations, orientations shared by the group.

Regarding the process as a whole, it can be said that the experiences of applying
Geodesign, as well as any collective decision process, will always encompass a very
unique character. In addition to what has already been mentioned, another very evident
issue is that the more the individual had a connection with the place, the easier the
actions could be proposed. Thus, it was noted that the proposals were largely linked to
the participants’ living and/or leisure places, showing the importance of people getting
to know their cities and regions for effective participation in cooperation processes.
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Abstract. As a contribution to the meeting IGC — International Geodesign Col-
laboration, a group of 14 Brazilian universities developed a case study about Trees
for Metropolitan Regions. One of them, and the last one developed, was about the
Salvador Metropolitan Region. Being the last one, it was an opportunity to apply
the observations collected during the previous experiments, in order to arrive to a
framework based on reproducible and defensible criteria. The main improvements
were new scripts to support decision making about the fulfillment of SDGs (Sus-
tainable Development Goals) developed as WPS (Web Processing Service), and
the composition of the groups (people from the area and not from the area). The
results were analyzed according to the thematic, priority and locational assertive-
ness. From the collection of ideas, 67.9% were considered quite good and 23.2%
were considered good. The indexes of the thematic and priority assertiveness were
very high (96.4% and 89.2%), while the locational assertiveness was 73.2%. In
face to these numbers, it was possible to affirm that the results were very good. It
was an academic experiment, but the process of geodesign can be considered by
the public administration in the regional plan that is under development.

Keywords: Participatory planning - Web Processing Services - GISColab

1 Introduction

Geodesign is a group of procedures to allow spatial planning, from the scales of landscape
to local and territorial planning, considering the sense of participation, based on co-
creation. It can be considered the application of contemporary values in planning, as
it proposes to work with different actions, to structure different steps as a support to
opinion and decision making. Moreover, it applies new digital technologies, mainly the
web-based on, to give access to data, to allow the consumption of information and the
creation of ideas to the area [1-6].
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To have the opportunity to discuss the possibilities of the Geodesign application, a
collaboration group was created, the IGC — International Geodesign Collaboration. This
group is getting together annually to test and discuss frameworks, procedures to reach
the defined objectives, to exchange experiences about local specificities and knowledge.
There are proposals about how to achieve the SDG — Sustainable Development Goals
in planning, how to face the schedules of time to correspond to global agreements (UN
Agenda 2030, Paris Agreement 2050). There is also the discussion about assessments
to be considered to bring innovation to new projects and policies in planning.

As part of the annual meeting of the IGC 2021, a group of 14 universities in Brazil got
together to develop 13 case studies, about some of the metropolitan regions in the country.
To be able to compare results with the IGC participants, all the groups had to think about
scenarios for 2021, 2030 and 2050; and to divide the designs in non-adopter, late-adopter
or early-adopter behavior. These conditions were to make participants understand the
results of working in a traditional way (non-adopter) and to measure the results of
including innovations (from late-adopter to early-adopter values). There was a list of
ideas, presented as assumptions, which could be used while proposing the ideas. And,
finally, the results of the workshops had to be analyzed according to the fulfillment of
the goals of the 2030 agenda [7].

Specifically for the Brazilian studies the groups had to follow the same basic frame-
work, use the same collection of around 40 initial thematic maps, but they were free
to add steps, to use additional methods or technologies, to compose the groups of par-
ticipants according to their reality. The name of the Brazilian project was “Trees for
metropolitan regions in Brazil”, with the goal to test scalability and flexibility in the use
of the Brazilian Geodesign platform.

We wanted to prove scalability because we were developing 13 case studies, but there
are 74 metropolitan regions in Brazil, and the same process could also be applied in other
scales and areas. We wanted to prove that we were using defensible and reproducible
criteria, which are the base for comparisons. And we had as keyword the sense of
adaptability, as we live in a continental country that requires flexibility to consider the
many differences in geography, social vulnerabilities, economic resources, access to
information, and the possibilities to be part of.

While presenting a common base, as also incentivizing local adaptations, we had
the best from all groups. Because all of them followed a proposed structure, received
the same support of the map collection and training to use GISColab (the Brazilian
Geodesign Platform), but all of them added specific adaptations to the process [8]. The
results from the 13 workshops were presented in the IGC 2021 [9].

The case study presented here was the last one developed. It was held on May 2021.
The Brazilian workshops started in February and ended in May, all of them planned to be
developed in 4-day meetings, synchronous or asynchronous, depending on the decision
of the local coordinator. In the Salvador Metropolitan Region, the studies were developed
in 4 days, with synchronous meetings to propose and explain the steps, followed by
the additional possibility of completing the task in asynchronous participation. It was
part of post-graduation course in the Geoscience Institute, Federal University of Minas
Gerais, developed in 45 h, called “Geodesign no planejamento territorial de regioes
metropolitanas” (Geodesign in territorial planning of metropolitan regions). In addition
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to 20 h of the Geodesign workshop there were also lectures about the state of the art in
landscape and regional planning, the role of Geodesign in contemporary planning, and
to discuss the results from the workshop.

There was a group of students from Minas Gerais, UFMG, and a group of students
and professionals from Bahia, from universities of the metropolitan region of Salvador,
mainly the Federal University of Bahia (UFBA). The group started with 24 interested
people, but ended with 13. This number is higher than the media of participants from
other metropolitan regions (In Brazil, Belo Horizonte had 27, Recife had 5, the media was
11.6 and the mode was 12). From these 13, 8 were from Minas Gerais and 5 from Bahia.
We believe that we had a smaller number from Bahia because they were volunteers,
while from Minas Gerais they had to conclude the activities to receive the credits for the
course. But the discussions and analysis were good enough to make us feel confident
about the results.

As each group, from each metropolitan region had the possibility of adapting the
workshop according to their expertise in knowledge and tools, as a result we had a mosaic
of different possibilities about how to conduct a workshop. In Belo Horizonte they
experimented the voting and agreements process in all the steps. In Sao Paulo they acted
as projective professionals, designing the ideas. In Florian6polis they stated planning
the ideas in tables and associating them with the systems and the SDGs, followed by the
decision about the area, where to locate them. In Rio de Janeiro they used web-based
technologies to create ideas in a VGI platform (Volunteered Geographic Information).
In Fortaleza they divided the area in zones of landscape units and each participant was
responsible for one of them. In Campinas they created groups of participants and tasks to
be done according to the triad of sustainability: economy, social and environmental axis.
In Belém they were very interested in maps and geoprocessing modeling. In Goiania
they took the opportunity to teach about the geography of the area. In Recife they tested
the possibilities of developing asynchronous workshops. In Macap4 they experimented
geodesign developed by a group of technicians from public administration. In Palmas
they were interested in understanding the area, as the metropolitan region is very new
and it is not characterized as a metropolitan area. In Carbonifera metropolitan region
they faced the difficulties in accepting innovations, as they are very traditional, and to
discuss concepts and cultural references. Finally, in Salvador, as it was the last workshop,
it was an opportunity to review the processes and to apply adjustments. The experiments
were very interesting, because we prefer to analyze differences rather than similarities,
because we learn with them.

1.1 The Case Study: Salvador Metropolitan Region

The RMS is composed of 13 municipalities where in 2021 almost 4 million inhabitants
live in an area of 4,375 km?, with 3,998,754 inhabitants resulting in a density of 900
inhabitants/km?, and a GDP of 140,442 million [10]. The RMS was established by
federal supplementary law number 14, of June 8, 1973. It currently comprises of the
municipalities of Camagari, Candeias, Dias D’ Avila, Itaparica, Lauro de Freitas, Madre
de Deus, Mata de Sao Jodo, Pojuca, Salvador, Sdo Francisco do Conde, Sdo Sebastido do
Passé, Simdes Filho and Vera Cruz. It is characterized by an extensive Atlantic coastline,
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in an area with strong touristic potential, composed of islets and a large island, the Island
of Itaparica, in addition to the Bay of Todos dos Santos (Fig. 1).
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Fig. 1. Case study in Brazil and the Metropolitan Region of Salvador. Source: the authors.

Rio de laneiro

It is important to emphasize that most of the municipalities that make up the RMS
have the headquarters, districts and villages, in addition to rural areas. They are composed
of industrial cities (Industrial Pole of Camagcari and Superintendence of Industrial and
Commercial Development — SUDIC), cities developed due to oil extraction and refining
activities, dormitory cities and touristic cities, for the most part. It comprises of areas
of survival agriculture, extractives’ activities and livestock and others not favorable to
cultivation due to the regional climate (sudden variations in temperature, insolation,
floods and heavy rains) and/or soil constitution.

Its main element of landscape is the tropical coastal strip, ranging from the dense
urban occupation of the cities of Salvador and Lauro de Freitas to the borders destined
for hotel hubs. The city of Salvador dates to 1549 and has always been an important
commercial port. The capital is known for its Portuguese colonial architecture, Afro-
Brazilian culture. The RMS is a composition of contrasts from very developed and
qualified areas, together with areas of socially fragile occupations, where the population
lives in slums and with poor sanitation conditions and services. The contrast is also
observed in the economic conditions since the RMS is home to important industries at
the Camacari Petrochemical Complex and the Aratu Industrial Center. The economic
base is petrochemical production, but due to its geographical position, the area has
great potential for the development of alternative energy resources. The vegetation is
characterized by the Atlantic Forest, but the areas delimited as conservation units are
not significant, and are concentrated on the coast, in care of preservation of the shore. It
is also necessary to better explore the great touristic potential for activities that are more
committed to contemporary values of sustainability (Fig. 2).
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Fig. 2. The complexity in landscape and land use. Source: Pinterest images.

The RMS has a large environmental heritage and tourist attraction - mineral water
sources, coral reefs, beaches, dunes, remnants of Atlantic Forest, riparian forests, sand-
banks and mangroves - and houses some conservation units: Environmental Protec-
tion Areas (APA) Joanes/Ipitanga, Rio Capivara, Lagoas de Guarajuba and Pinatnas;
Green Belt for the Protection of the Camacari Petrochemical Complex; Abrantes Dunes
Parks; Garcia D’Avila; Restinga de Praia do Forte Municipal Natural Park and, still in
the implementation phase, the Baiacu Ecological Park. The serious problems of soil
contamination, water and air pollution, among others, that the region faces must be
considered.

The region’s development plan, which is still in process, will provide a Geographic
Information System (http://www.emrms.ba.gov.br). In this plan, the PDUI - RMS (Inte-
grated Urban Development Plan, Metropolitan Region of Salvador), the priority is the
activities or services that one of the municipalities cannot perform alone or that impact its
neighbors called Public Functions of Common Interest. The prioritized thematic areas
are: Socioeconomic Development; Mobility; Planning, Land Use and Housing; and,
Environment and Sanitation. During the construction of the institutional plan, the local
government seeks to establish an urban sustainability agenda that encompasses the mod-
els of eco-energy rationality, metabolic balance, purity, citizenship, heritage, efficiency
and equity [10].

The aforementioned plan aims to guide public proposals and actions in the RMS,
especially in the area of urban mobility. It will cover the West Road System project,
which includes the Salvador-Itaparica Island Bridge and actions of the Intermunicipal
Urban Plan for the Island of Itaparica, the transversal corridors (Blue Line and Red Line),
the Subway System and the Metro tram. The case study was an academic experiment to
teach the geodesign method, and not a contribution to the institutional plan that is under
development, as it. But the lessons learned can be a possibility for the future.

2 Methodology

The methodology had three levels of development: a) as a participant from the IGC
meeting, it had to follow a framework proposed by them; b) as a participant from Brazilian
case studies, it had to follow the framework that adapted the IGC proposal to local case
studies; c) as a case study from the Salvador Metropolitan Region it had to consider the
specifications of the experiment, mainly due to the participations of actors from different
parts of Brazil (Minas Gerais and Bahia).
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2.1 The IGC Proposal

The IGC 2021 meeting proposed a framework to be followed by all participants, while
the workshops were expected to create scenarios or designs to 2021, 2030 and 2050,
considering different behaviors by the actors of the society that were supposed to be
“not-adopter” (traditional), “late-adopter” (initially traditional, but available to consider
innovations) and “early-adopter” (available for innovations). The workshop had to con-
sider 8 systems, and the coordinators could include 2 more. While thinking about ideas,
it was important to considerer the Sustainable Development Goals. And, about the ideas
of projects or policies, the organization provided a list of assumptions divided by the
systems, which the participants could apply in their proposals [7].

2.2 The Brazilian Proposal

The group of 14 Brazilian universities developed 13 case studies about trees for
metropolitan areas, with the goal to take part in the IGC meeting, but also to face
challenges of planning in a continental country and to use some facilities developed
here. The challenges are to work in areas with lack of data, lack of technological assess-
ments, to include people that sometimes can have difficulties in using technologies, and
so one. But the facilities were the use of a Brazilian Web-based Geodesign platform,
called GISColab, and to have the support of the Geoprocessing Laboratory, from the
Federal University of Minas Gerais.

Before the workshop itself, the mentioned Laboratory prepared all the data for all
the case studies. It was a task that could be distributed or shared, but the researchers
wanted to test the scalability of the process, arriving to a definition of a minimum
collection of maps that could characterize the areas in the regional scale, and to measure
the time required to prepare them [9]. Data from the SDIs (Spatial Data Infrastructure)
were analyzed to select the best ones and the geoprocessing modelling was applied to
arrive to thematic maps (i.g. Accessibility and Capillarity, Socioeconomic distribution
of resources, Infrastructure, Land Use and Land Cover, Geomorphological conditions
as Slope, Vegetation fragments and their metrics, and so one).

With the collection of 40 maps ready to be used, the files were uploaded in a Geo-
graphic Database in the web, they were prepared to be used as WMS or WES (web map
service or web feature service) in a Geoserver, metadata could be prepared, and finally
were available to be used in a WebGis, where the “core” of Geodesign happens. The
system is based on the OGC — Open Geospatial Consortium, which means it can dialogue
with many other applications, as it uses common consensus standards. It was initially
developed by GE21 Geotechnologies, and was optimized by scripts and programming
to be used as “GISColab”, the Geodesign platform [8].

The workshop starts, with all the maps organized in the WebGis as layers and dis-
tributed according to the main systems proposed by the IGC 2021 meeting. The frame-
work proposed to the Brazilian group was planned to happen in 4 days. In the first day,
the participants did the “Reading Enrichment” that is the analysis of maps collection
and the register of pins called “Annotations”. It is called reading enrichment because
people learn about the area but also contribute with comments, alerts, additional infor-
mation that are not in the presented data. These contributions are color-coded pins as
annotations, colored according to the systems.



138 A. C. M. Moura et al.

On days 2, 3 and 4 they construct scenarios, that are designs for the years and values
proposed by the IGC 2021. They use the “Dialogues” resources in which they can draw
points, lines or polygons with ideas of policies or projects. In these Dialogues they
present the georeferenced idea, with its name and description. There is a step that all the
participants read each idea to add comments, criticizing, suggesting changes or giving
support with additional elements. And there is also the step of “Voting” in which the
participants register if they like or dislike, approve or not the proposal (Fig. 3).

DAY 1 DAY 2 DAY 3 DAY 4
DIALOGUES: DIALOGUES: DIALOGUES: DIALOGUES: DIALOGUES: | DIALOGUES:
ENRICHMENT IDEAS and IDEAS and IDEAS and IDEAS and IDEAS and IDEAS and
Groups COMMENTS COMMENTS COMMENTS COMMENTS COMMENTS COMMENTS
syethar Non-Adop Non-Adop Late-Adopter || Late-Adopter | | Early-Adopter | | Early-Adopter
2035 2050 2035 2050 2050 2050
Group A Group B Group A Group B Group A Group B

Fig. 3. Main steps proposed by the Brazilian framework. Source: the authors.

2.3 The Salvador Metropolitan Region Proposal

As the Salvador case study was the last one in the collection of 13 workshops, all the
others had already been finished, we had some evaluation from participants and their
coordinators, and decided to improve the framework.

The firstimprovement was in the use of the WPS resources (Web Processing Services)
to produce dynamic information during the workshop, as support to opinion and decision
making. It means that scripts were programmed to present the performances of the
participants and their ideas, so that they could control whether they were achieving some
workshop goals, whether they were considering the SDGs in the proposals, whether they
were reaching the minimum increase of 30% in an area of qualified vegetation, and the
calculation of possible carbon sequestration above and below ground resulted from the
proposed ideas.

Another difference in the workshop, that happened due to the composition of the
actors, the groups of participants, was to understand the role of people of the area and
visitors of the area. A part of the actors were people that live in the Salvador Metropolitan
Region and really knew about necessities, vulnerabilities and potentialities, from their
daily life experience. But there was also a group that lives in Minas Gerais and knows
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the area as visitors, as tourists, and don’t know all the territory of region. In that sense,
it was interesting to measure the possible contribution of the two groups of actors.

The proposed framework was based on 3 steps. It started with the Reading Enrich-
ment in which people from Salvador were more active in inserting pins with additional
information about the area, highlighting the main characteristics, but also data that were
not in the systems. In that step, people not from Salvador used their time to analyze
the map collection in details, to construct knowledge about the area. As a result, con-
sidering the sum of all the annotations, we arrived to a mosaic of interpretations about
vulnerabilities and potentialities of the area.

In the second step the participants created ideas. We observed that people from
Salvador were more interested in proposing projects and policies to attend to every-
day needs, and in that sense one can say they were more traditional, comparable to
non-adopter and late-adopter participants. On the other hand, people that are not from
Salvador were less traditional, presenting an unthinkable innovation. As a result, we
arrived to o mosaic of proposals that could fit both the needs and the possibilities of
the area. After registering the idea, the opportunity to write comments on all of them
was there, completing the Dialogs. Finally, in the voting process, that was step 3, the
participants had already analyzed the proposed ideas, had already read the collection
of comments about each of them, and were able to vote and to decide about “what”,
“where”, “when” and “why”. The final decision as the selection of ideas according to
thematic, locational, and priorities assertiveness (Fig. 4).

STEP 1 - READING ENRICHMENT STEP 2 — PROPOSALS - IDEAS
People not from Salvador People from Salvador
Metropolitan Region Metropolitap Region

Unthinkable innovation, Everyday needs,
less traditional more traditional

People not from Salvador People from Salvador

Metropolitan Region Metropolitap Region

Fig. 4. Main steps proposed by the Salvador case study framework. Source: the authors.

3 The Development of the Case Study

A collection of 40 thematic maps was produced based on data present in platforms of
spatial data infrastructure. From these maps it is possible to understand that urban land
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use in the Metropolitan Region of Salvador is mainly concentrated in a conurbated area of
Salvador, Lauro de Freitas e Simdes Filho, along the bay, and there is an axis of growth
along the coast, in the northeast direction. In the interior the reference is Camacari,
followed by Dias Dévila, Pojuca, Sdo Sebastido do Passé e Candeias. But it is possible
to summarize that the area is dominated by the concentration along the bay, by one
attractor pole in the interior and there is a narrow axis growing along the coast. Map 8a
presents the densified urban area, map 8b the distribution of income demonstrating the
lack of distribution, map 8c presents the distribution of health services and it’s possible
to understand they are concentrated in the capital. Map 8d presents the road network
that, together with map 8e, which deals with accessibility and capillarity, proves the
connection in the area of Salvador and Camagari, the line along the coast, but also the
empty space in the center part of the area. Map 8f presents the concentration of commerce
and services, proving the spatial dependence to Salvador and Camacari (Fig. 5).
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Fig. 5. Urban density (a), income (b), health services (c), road’s network (d), accessibility and
capillarity (e) and commerce and services (f). Source: the authors.

The physical conditions of landscape demonstrate that high temperatures are located
in urban dense areas, which also have poor vegetation quality (Maps 06a and 06e). The
area is characterized by a low slope with risks of floods, and urban land use are in areas
of low altimetry, while the concentration of high altimetry is in the very north part, empty
areas (Maps 6b and 6d). Analyzing the aspect, defined by the slope orientation, the flat
areas that receive sun during all day are predominate (Map 6c¢). (Fig. 6).
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Fig. 6. Surface temperature (a), altimetry (b), aspect (c), slopes (d), NDVI—normalized difference
vegetation index (e). Source: the authors.

The presence of forests with dense vegetation is not well distributed. The NDVI had
demonstrated the presence of vegetation, but it is mainly composed by agriculture (Map
7a, Map 7b). The conservation units are more focused on sea areas, and are very poor in
the continental area (Map 7b). There are plans to increase dense urban areas, where the
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Fig. 7. Forests (a), conservation units (b), land use land cover (c), urban areas (d), water
infrastructure (e), sewage infrastructure (f). Source: the authors.
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water service is already available, but the sanitation condition is very fragile, with lack
of services in already densely populated areas (Map 7d, Map 7e, Map 7f) (Fig. 7).

3.1 Reading Enrichment

The first step of the workshop itself was based on the reading enrichment, in which the
participants were asked to read the collection of 40 maps to receive organized information
about the area, but also to include new information that they had and was not presented
in the maps. The participants inserted 52 pins with annotations, most of them as alerts
about conflicts of land use.

There were 18 annotations about housing, with emphasis on registering lack of
infrastructure, conflicts with environmental resources and alerts about incorrect land
use. There were 17 annotations about green areas, all of them about conflicts of use and
risks of losing the resources. There were 6 annotations about hydro, presenting alerts
about risks of flood areas; 5 annotations about tourism, indicating existing conflicts with
land use and lack of infrastructure to them; 4 annotations about institutional services,
presenting new information and pointing out the absence of services; and 3 annotations
about transport, indicating lack of services or even the inadequacy of the existing service
(Fig. 8).
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Fig. 8. Annotations in reading enrichment step. Color codes according to systems. (Color figure
online) Source: the authors.

3.2 Dialogues — Proposition of Ideas

The participants were asked to construct proposals for the area for the scenarios of
2035 and 2050, considering non-adopter, late-adopter and early-adopter behavior. We
understood that the scenario of 2021 was the reading enrichment, because in it they
pointed out the main vulnerabilities and potentialities of the area. As the workshop was
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developed in the GISColab platform [8], the construction of designs to each scenario is
done in boxes of contexts, that open a digital working area with all the maps and all the
tools (Fig. 9).

WEBGIS & IDE: GEODESIGN EM CO-CRIACAOQ E GEO-COLABORAGAD
As assodiocbes WebGis, IDE & Geodesign tém come intulte promoverem nformagdes integradas e georreferenciadan,
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Fig. 9. The scenarios of the designs: 2035 non-adopter, 2050 non-adopter, 2035 late-adopter,
2050 late-adopter, 2050 — early-adopter. Source: the authors.

To each context, they were asked to design proposals of ideas. They could consult
the list of assumptions provided by the IGC, in which there is a collection of ideas of
innovations. They could use lines, points or polygons, but we asked them to use points
when they were not secure about the drawing of an area but wanted to register an idea. In
this sense, the idea could be developed by an expert based on the existing location, title
and the description of it. It was important to use a colored spatial element, according to

132,87 %156.294km)

2035 - non-adopter 2050 - early-adopter

Fig. 10. Proposition of ideas to each scenario. Source: the authors.
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the color code related to the systems, to add a title and a text with the description of the
idea (Fig. 10).

3.3 Dialogues — Discussion of Ideas and Voting

After drawing the ideas, there was a step in which we asked the participants to read
all the proposals constructed. They were asked to analyze the ideas, using the thematic
maps as reference or their knowledge about the area to judge if they had locational
and thematic assertiveness. They had to write opinions as texts of dialogues, criticizing,
complementing the proposals, adding technical information as support to the discussions,
and so on. After reading all the comments registered, it was time to vote (Fig. 11).
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Fig. 11. Dialogues based on the title, the description, and the comments. Decision registered by
voting. Source: the authors.

4 Results and Discussion

GISColab is based on OGC protocols and able to consume and provide data in the
formats of the WMS (Web Map Service — uploading shapes and giving access to reading
the maps), WES (Web Feature Service — connecting directly to other web data platforms
and allowing others to connect to it) or even the WPS (Web Processing Service that
results in dynamic layers, processed according to the insertion of data).

WPS resources were very important to construct widgets as support to opinion and
decision making. While participants were drawing the ideas, there were scripts to cal-
culate indexes and to present them in graphics or boxes of numbers. We asked the
participants, while acting as late-adopter and mainly as early-adopter, to consider the
increasement of 30% in areas for carbon sequestration and credits. To check if this target
was achieved, a script was constructed to calculate the areas of the drawn polygons, and
according to the sum of areas to inform the percentage of increase, the number of trees
that could be planted in the area, the quantity of carbon that could be sequestrated above
ground and below ground. The results were presents in boxes as widgets (Fig. 12).
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Fig. 12. Widgets based on the WPS to calculate the targets on CCO2. Source: the authors.

Also based on WPS, a script to count the number of times that an SDG was mentioned
in the design was constructed. While proposing the ideas, the participant was asked to list
which SDG it was contributing to, and a widget with a histogram presented the dynamic
performance of the composed design (Fig. 13). Subsequently, for other case studies and
workshops, the possibility to associate the negative impacts and the positive impacts to
SDGs was also developed. In that case, two histograms.
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Fig. 13. Widgets based on the WPS to calculate the impacts to the SDGs. Source: the authors.

When analyzing the composition of the designs to each scenario and the participants’
proposals according to non-adopter, late-adopter or early-adopter, it is very clear that they
improved the design and learned with the experience. The last design was more complete,
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well described and discussed. They achieved the goals regarding CCO2 and understood
they could considerate some SDGs in their proposals, because the environmental goals
were much more important for them rather than the other ones. This can be associated
to the fact that most of the participants were not people of the area, and in that sense, it
is easier to think or to associate the ideas to more generalist goals, which were: climate
action, sustainable cities and communities, good health and well-being.

From the final design, an analysis was constructed by experts, composed by the
organizers that know the area or constructed the maps. They classified each idea accord-
ing to thematic, priority and locational assertiveness, related to “what”, “why/how” and
“where”. A graphic was composed illustrating that most of the ideas were quite good
(67.9%), because it had the three conditions of assertiveness; while 23.2% of them were
good in two conditions but it failed in one condition (mainly in locational one); only
8.9% were considered not good because failed in two of the three conditions (mainly in
locational and priority ones); and none of the ideas were considered totally not suitable
(with three conditions with lack of assertiveness). The thematic assertiveness was the
most important, present in 96.4% of the ideas, followed by priority assertiveness that was
observed in 89.2% of the ideas, while locational assertiveness was the most problematic,
that is present in 73.2% of the ideas (Fig. 14).

PERFORMANCE ASSERTIVENESS

® Thematc = Priority = Locational
89% p———

232%

67.9 %

96.4% 89.2% 73.2%

Fig. 14. Analysis of performance and assertiveness of the ideas proposed in the final design.
Source: the authors.

5 Conclusions

All the indexes of performance and assertiveness were quite good, which means that the
workshop arrived to a result with defensible criteria. It also means that processes have
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reproductible criteria and can be applied to other case studies. The main challenge is the
locational assertiveness, but in a future iteration the participants can change the position
of some ideas and improve their proposals.

The PDUI (Integrated Urban Development Plan, Metropolitan Region of Salvador)
that is under development by the local government, should provide common guidelines
to metropolitan municipalities for integrated urban development in the areas of urban
transport, housing, basic sanitation and territorial planning and management. In this
sense, it’s interesting to observe that the guiding principles used in the project carried
out in cooperation (Geodesign RMS) include these proposals. During the workshop
the participants created ideas related to actions/activities in tune with the institutional
agenda, although it was an academic experiment. But it’s important to highlight that the
appropriate suggestions presented in the Dialogues stage can be used by the PDUI-RMS
team.

Acknowledgements. The authors thank CNPq support through the project 401066/2016-9 and
FAPEMIG PPM-00368-18.
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Abstract. The patterns of consumption of natural resources and land follow the
development process and mark the shapes of occupation of the territories. This
process has led not only to the exhaustion of the resilience of the ecosystems but
also has demanded assertive interventions in urban land management able to pre-
vent environmental impacts and guarantee essential ecosystem services for human
activities. This paper, with the aid of producing data on the support ecological pro-
cesses and landscape metrics for the study area, presents some solutions anchored
in the geodesign methodology for action in the Federal District of Brasilia, Brazil.
Aiming to improve the assertiveness in facing the depletion of environmental
services in urban areas, we present the work carried out on a WebMap/WebGIS
platform where strategies were proposed for four subsystems: leisure and cul-
ture, provision, green and blue infrastructure to address pressures exerted on the
Cerrado ecosystem and to promote urban resilience.

Keywords: Green infrastructure - Geodesign - Landscape planning -
Participatory planning

1 Introduction

The consumption patterns of natural resources and land, accompany the development
process and mark the occupation forms of the territories. The contemporary framework
is understood as the continuation or evolution of practices before humanity’s awareness
of the finitude of natural resources. This has led to the exhaustion of the self-regeneration
capacity of the ecosystems. The most visible expression of this process on human survival
itself can be seen in the form of various impacts such as floods, landslides, droughts,
food shortages, and diseases [1-4].

This context has demanded research for the structuring of territorial planning and
project actions that can simultaneously prevent environmental impacts, resulting from
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territorial occupations and guarantee the provision of essential ecosystem services for
human activities and the maintenance of the ecosystems [5, 9—11].

The present work is based on the research developed by the Urban Environmental
Management Group of the PPGFAU/ UnB and supported by the UFMG Geoprocess-
ing (GEOPROEA). This articulates their knowledge to develop solutions anchored by
design tools to act assertively in the territory in the face of the problems of depletion of
environmental services in urban areas.

The conceptual support is anchored in landscape ecology, green infrastructure,
remote sensing, and geodesign, leading to the identification of ecological support pro-
cesses and the construction of landscape metrics, which could support territorial design
proposals to protect or promote ecosystem services and resilience.

This approach was only possible by adopting the methodology of geodesign, which
can be summarized as a process that allows the co-creation of alternative futures to an
area with different interests, creating a compromise through negotiation facilitated by
visualization of geographic information [6]. Essentially, it is about planning and design-
ing (future) from a geographical approach (past and present). It also strongly requires
the perspective of different social actors through a dynamic construction conducted by a
mediator [7, 8]. According to Steinitz [7] this process demands a methodological frame-
work that consists of 3 iterations and 6 models, defined as the representation model,
process model, evaluation model, change model, impact model, and decision model.
The 3 iterations are to answer the goal “why” we are studying the area, “how” can
we develop the case study, and “what, where and when” can we propose projects and
policies (Fig. 1).

Methodological framework
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Fig. 1. The methodological framework. Source: Adapted from Steinitz, C. (2012). A framework
for Geodesign: changing geography by design. Redlands, ESRI Press.
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In turn, the designing process using geodesign allows for more assertive interven-
tions in green infrastructure, at the territorial scale, focusing on both maintenance and
promotion of ecosystem services.

Thus, green infrastructure as an intervention approach in the landscape can be seen
not only for the conservation and for restoration of biophysical systems, but also as an
agent of landscape transformation. This approach creates a system different from the
previous one, more resilient, especially when ecological, economic, and social benefits
become insufficient for human well-being. In this way, the greatest possible gradient of
ecosystem services can be structured, whether it already exists or is under planning [17].

The research was carried out in the Federal District (DF), a federative unit of Brazil,
which houses its capital, Brasilia, in the Center-West region of the country [18], which,
with just over 50 years of occupation, presents serious ecological risks arising from
urban and agricultural uses. Among these risks, the suppression of the native Cerrado
vegetation (a kind of savannah) and the loss of ability to recharge aquifers may be
mentioned, causing a situation of water stress [13].

The result of the studies of the DF territory reached different conclusions regard-
ing the performance of the vegetation. Among these conclusions are those concerning
the ecological processes of support on the regional scale using the multispectral index
COxflux. This is linked to the carbon flux to identify the photosynthetic efficiency of
the vegetation and the Topographic Wetness Index [14, 15] that were added to the bases
of the Economic Ecological Zoning of the DF (ZEE-DF). These parameters could com-
pose a framework that allows the decision-making on the strategies of adaptability and
transformability of the urban landscape of the DF.

However, the search for solutions in networked green infrastructure along the
territorial mosaic is not a simple task.

It involves the crossing of various information in multiscalar, multifunctional, and
synergistic dimensions.

To reach this goal, the research Urban Environmental Management Group from PPG-
FAU/UnB, opted for a geodesign approach, aiming at a first spatialization of the various
solutions to be considered in the planning and design. This approach depended on the
involvement of environment design professionals of geographic sciences, of information
technologies, and of local people, who together could propose solutions more aligned
with Landscape Ecology [7, 8, 16].

To achieve this objective, the resources of geodesign were used to study com-
plex aspects related to the architecture of the landscape through the organization of
a Workshop, called Regional Green Infrastructure for the Federal District (IVR-DF).
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This Workshop was carried out with the support of the Brazilian geodesign plat-
form Giscolab, together with researchers and technicians from the Federal District
Government concerned with the topic.

This experience will be reported here to demonstrate that when a consistent database
is associated with adequate project tools, that is, solutions are supported by the intelligent
use of technologies. This way it is possible to quickly advance in the understanding and
modeling of the environment. Understanding the past and the present may be achieved,
making it possible to reinterpret the landscape, in different perspectives of development
consolidated in a co-design process [7, 12] built with assertive actions in the territory
intending to increase resilience.

2 Methodology

One of the main reasons for choosing the Giscolab platform to support the geode-
sign workshop for IVR-DF was the possibility of this tool going beyond a territorial
visualization platform.

Giscolab is based on a Spatial Data Infrastructure (SDI), whose ease of information
circulation allows the manipulation of data and interpretation of information before plan-
ning. This software enables in-depth diagnoses of the territory, employing overlapping
and combination of a supplied map system (layers).

This approach is provided by grouping four structuring components:

(i) A geographic base composed of information produced and stored in vectorial
formats, raster, or BDG format.

(i) A Geoserver map server for converting this geographic information into web ser-
vices (Web Image Services-WMS; Web Feature Service-WFS or Web Processing
Service-WPS).

(i) A metadata catalog for documentation and distribution of contextualized data, used
by other Spatial Data Infrastructures (IDE), standardization of documentation, as
well as the search and rescue of information.

(iv) A WebMap/WebGIS platform to support visualization, shared opinion and
decision-making [7].

The first step in preparing the layer systems (Fig. 2) sought to aggregate a set of
information that, together, could offer different perspectives on the design of a regional
green infrastructure for the DF.
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These layers should together support the interpretation of essential characteristics
for the definition of the required programs and projects for the proposition of the IVR-
DF. This could be made through the process of a cooperative dialogue between the
participants of the workshop. The layer system could neither be so simple as to lack
information to support decision making nor so complex as to contain unnecessary or
repetitive information.
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Fig. 2. Linkages between Ecosystem Services and Human Well-being. Source: Millennium
Ecosystem Assessment (2005). Ecosystems and Human Well-Being: Wetlands and Water
Synthesis. World Resources Institute, Washington, DC.

The system was composed of 39 layers, grouped into 6 categories as follows:

(i) Landscape ecology: shape factor, core areas, connectivity, shape factor improve-
ment potential, core area (hotspots) improvement potential, and connectivity
improvement potential;

(i) Supporting ecological processes (SPE): CO2 flux, Topographic Wetness Index
(TWI), and Ecological Restoration Potential (ERP);



Geodesign in Regional Green Infrastructure Planning 153

(iii) Landscape support: geomorphology, geomorphological compartments, geology,
pedology, agricultural suitability, hydrography, hydrographic units, fractured
hydrogeology, aquifers flow in the DF, lakes and ponds, risk of loss of aquifer
recharge, hypsometry;

(iv) Landscape cover: number of trees, carbon in tree biomass (above and below
ground), land use and soil cover, daytime surface temperatures, nighttime surface
temperatures, heat islands, highways, implanted blocks;

(v) Territorial: Ecological-Economic Zoning (ZEE-DF), Zoning of the Federal Dis-
trict Territorial Planning Master Plan (PDOT-DF), Integral Protection Conserva-
tion Units, Sustainable Use Conservation Units, Water Sources Protection Areas
(APM), Permanent Protection Areas (APP), Legal Reserves;

(vi) Socioeconomic: Social Vulnerability Index, Housing Deficit and Purchasing
Power.

Among the main models elaborated above, we can highlight those produced for
the workshop, which supports the provision of ecosystem services. These models are
related to the support of the ecosystem services project, essential for planning the green
infrastructure supporting ecological processes and landscape ecology.

The layers of the system address: (i) carbon sequestration in vegetation, through
the spectral index CO2flux; (ii) the presence of soil moisture, expressed by the spectral
index TWI and the (iii) ERP, resulting from the crossing of the CO2flux with the areas
with the highest topographical humidity in the TWI, as shown in Fig. 3. The three layers,
when associated with the others in the system, can indicate both the strategic areas for
conservation, expansion, or creation of vegetated areas.

In turn, the Landscape Ecology system presents landscape metrics (connectivity, core
area, and form factor) applied in two perspectives: (i) one referring to the contemporary
structure of vegetation distribution along the Federal District and (ii) a potential one,
referring to a scenario of conservation and expansion of patches and ecological corridors
in the areas indicated by the layer. This layer system is essential for understanding
the presence and flow of biodiversity in the cerrado, in proposing a regional green
infrastructure network. Figure 4, as an example, presents the connectivity layer and the
potential connectivity layer.
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Fig. 3. Layers of the ecological support processes system: (a) CO;flux, (b) TWIe (c) Ecological
Restoration Potential. Source: Giscolab Screenshot, adapted by the authors.
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Fig. 4. Example of the landscape ecology system layers: (a) connectivity, (b) connectivity
potential. Source: Giscolab Screenshot, adapted by the authors.

Aiming a conceptual alignment among the participants, a metadata spreadsheet
(Fig. 5) was also provided with the description of the organizing concept of each layer
and the respective source, grouped by category.

MAIN SYSTEM

Data name in

Data Sources:

Description of the layer organizer concept Bibliography and or

Socioeconomic

Social
Vulnerability
Index

Housing Deficit

Purchasing
power

database

The Social Vulnerability Index {SV1) is an indicator that allows for a

b v of the living conditions of all socioeconomic strata of the
country, identifying those who are in vulnerability and social risk, 1t is
calculated from 3 dimensions of indicators: Urban Infrastructure; Human
Capital; and Income and Work.

Codeptan s the Federal Dismct Urben
Lt ern

The Housing Deficit indicates the deficiency in housing in each region. It
is usually a numerical indicator, which represents the number of
deficient housing units. For its calculation, familles living in conditions of
cohabitation, excessive density, housing precariousness and/or excessive
rent burden are considered.

e akitiiE i lds

Average monthly income per capita

Fig. 5. Example of a part of metadata presentation. Source: The authors.
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3 IVR-DF Workshop Development

The development of the workshop took place online (Fig. 6), with only one recommen-
dation for the distant groups concerning the number of members per working group.
For a dynamic where it will be possible to comply with the principles of geodesign, the
number of participants per group should vary between six and eight members plus the
moderator who will be in charge of the operation of the geodesign platform.

Fig. 6. Screenshots of the online participation dynamic held in March and April 2022. Source:
The authors. (Color figure online)

After the database organization phase (information layers system) and the definition
of the modus operandi, the next step refers to the profile and composition of the working
groups to propose solutions for the regional green infrastructure.

In the case of the IVR-DF, eight participants were selected, covering three categories
of participants, aiming at different perspectives on the landscape of the DF:

(1) A group of specialists in landscape architecture from outside the DF;

(i) A group of researchers from the research project that generated the data on ecolog-
ical processes (Urban Environmental Management Group from PPGFAU/UnB);

(ii1) A group of technicians from the Federal District Government is already acquainted
with land management planning in the environmental and urban areas.

The three sections of the Workshop were developed over 3 weeks, interspersed with
days that were dedicated to individual work based on geodesign.

The works included predefined tasks of comments and complementation of ideas
launched in the joint sections.

It is important to highlight that the first section was about leveling the bases of
methodological information as well for the members to get to know each other. Subse-
quently, the participants were divided evenly into three groups (A, B, and C) (Fig. 7)
that worked in two sections to develop design proposals for the DF on a regional scale.
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Fig. 7. Workshop framework. Source: The authors. (Color figure online)

From a methodological point of view, the geodesign proposals follow four main
axes:

(i) Leisure and culture;

(ii) Provision;

(iii)) Green infrastructure;

(iv) Blue infrastructure (Fig. 7).

Such axes aim to organize the discussion and not necessarily define the scope of the
proposals that must adhere to the reality of each territory studied. They are axes of action
in landscape architecture that helps to detect the needs of public policies for the study
area, to protect, adapt and transform the landscape, aiming for its resilience.

Thus, the proposals could be composed either of programs or projects. Proposals
should be divided into four subsystems: leisure and culture (gray), provision (yellow),
green infrastructure (green) and blue infrastructure (blue) (Fig. 7). In addition, partic-
ipants should confirm, through widgets, whether the launched proposals would affect,
positively or negatively, the following well-being constituents:

(1) Safety;

(ii) Health;

(iii) Good social relations;

(iv) The basic material for a good life, which, according to the Millennium Ecosystem
Assessment, configure the necessary dimensions for human beings’ freedom of
choice and action [5].
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Each group made its proposals based on the analysis of the 6 categories of informa-
tion layers, always considering the expertise of the group members and their level of
knowledge of the problems of the DF.

As aresult, three general maps were obtained with the set of proposals mapped in the
colors defined for each thematic axis associated with a descriptor of the geodesign Plat-
form with the characteristics of each proposal. On these proposals, during the following
week, all the groups had access to them to comment on and analyze them considering
the last section of collective design.

3.1 Partial Results

The final section was initially dedicated to the analysis, by each group, of the set of
proposals from the other groups, submitted to a voting process. These votes, when taken
to the plenary meeting of the 3 groups, indicated as rejected all the proposals with a
rejection index above 70% of unfavorable votes by all groups (Fig. 8). In the case of the
IRV-DF, two proposals were discarded.

Formosa

-~ Planaltina

Voporare

Fig. 8. Discarded proposals (red designs). Source: Giscolab Screenshot, adapted by the authors.
(Color figure online)

However, when the votes reached a 60-40% or 50-50% ratio, the proposals were
presented to the plenary, where a representative of each group defended their proposal,
followed by the vote, which resulted in 4 approved proposals that followed the required
subsystems. The following text analyzes each of these four proposals.

3.1.1 Green Infrastructure Subsystem: Approved Design

The green infrastructure subsystem denotes a common concern among most technicians
and researchers. Such concern is indicated with the tracing of connections between the
cores of the Cerrado Biosphere Reserve, which resulted in the design of biodiversity
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corridors with potential for regional connectivity. These corridors are located between
Aguas Emendadas, the National Park and the Jardim Boténico region, and, in another
quadrant of the DF, with the need to connect and protect the vegetated areas between
the cities of Taguatinga (ARIE JK), Samambaia, Ceilandia and Recanto das Emas.

This implied the necessity of a connection between ARIE JK and Santo Ant6nio do
Descoberto in the Southwest direction (Fig. 9).
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Fig. 9. Green Infrastructure Subsystem: design approved by the participants (light green designs).
Source: Giscolab Screenshot, adapted by the authors. (Color figure online)

3.1.2 Provision Subsystem: Approved Design

In the provisioning subsystem, solutions were presented for the densification of the occu-
pations along with the areas of influence of the Cerrado Biosphere Reserves through rural
and/or urban occupations. These areas should be subject to Payments for Environmental
Services with the promotion of agroforestry, permaculture and organic production, on
the properties bordering these areas. For the essentially agricultural watershed of the
basin of the Preto River in the DF, an incentive program was proposed to overcome
the pattern of large monocultures based on pesticides and intensive use of water aim-
ing carbon farming with water resilience, expanding the ecosystem functions of the
region. The proposed program also aims to expand the ecological infrastructure beyond
legal reserves and the introduction of other rural uses, not only monocultures but also
productive farms for fruit and vegetables and rural tourism (Fig. 10).
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Fig. 10. Provision Subsystem: design approved by the participants (yellow designs). Source:
Giscolab Screenshot, adapted by the authors. (Color figure online)

3.1.3 Blue Infrastructure Subsystem: Approved Design

Two areas form the scope of intervention to reinforce the blue infrastructure. The further
west one refers to:

(1) The demand for requalification of the urban patterns of the cities located in priority
aquifer recharge areas, to develop water resilience through the structuring of a
system of urban green areas with the introduction of water into the landscape;

(i) Review of permeability patterns of land and public spaces; (iii) incentives for public
orchards and vegetable gardens and restoration of APP areas with native vegetation,
all supported by environmental education actions (Fig. 11).
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Fig. 11. Blue infrastructure subsystem: design approved by the participants (light blue designs).
Source: Giscolab Screenshot, adapted by the authors. (Color figure online)
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3.1.4 Leisure and Culture Subsystem: Approved Design

The final proposal was the result of a collective construction as there was only one
design. The focus of this proposal was centered on rural and ecological tourism, where
various potentials of the area were explored.

Among the verified potentials were the presence of waterfalls, eco-tourism, cultural
tourism, sports and environmental education potentials, including the possibilities for
recreation for the territory involving different income groups (Fig. 12).

Brasilia

530 Sebastido

Fig. 12. Leisure and culture subsystem: design approved by the participants (gray design) Source:
Giscolab Screenshot, adapted by the authors. (Color figure online)

3.2 Overlapping of Approved Design Subsystems

A proposed summary for the general understanding of the designs of the 4 overlapping
subsystems in the DF territory is presented below (Fig. 13). The overlapping shows that,
in general, there was a need for connection between nuclei of the Cerrado reserve and
concerns about blue infrastructure in areas at risk of aquifer loss.
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Fig. 13. Overlapping of the 4 systems approved by the participants. Source: Giscolab Screenshot,
adapted by the authors. (Color figure online)

It should be noted that the systemic nature existing between the subsystems, which
were separated only as a working methodology, is present when the set of proposals is
brought together.

In this way, the necessary connectivity between the cores of the Biosphere Reserve
that constitute the three hotspots of DF Biodiversity was mentioned by the three groups
where the blue and green infrastructure proposals overlap to achieve the necessary
connectivity.

Likewise, parts of the corridors formed between the three hotspots were highlighted
as areas where ecotourism and leisure activities have the potential to occur, contributing
to a green economy for the DF.

Another highlight regards a topic of extreme relevance to the DF, which is the water
supply where the areas at risk of compromising the recharge of aquifers are occupied by
settlements with high impermeability.

In this aspect, there are proposals in the southwest quadrant of the DF that out-
line strategies for retrofitting urban areas with the introduction of green infrastructure
elements, providing soil permeability.

Also in this area, considering the existence of ARIE JK among the three largest
cities in the DF, it was proposed to establish it as a biodiversity nucleus, functioning as
a radiator of green wedges for the cities that surround it.

4 Results and Discussion

The use of the geodesign methodology in the planning and design process of a regional
green infrastructure network, enabled through the synthesis of the adopted layers of
information, the construction of a collective perception about the potential and territorial
conflicts regarding its implementation. Geodesign also helped to bring out the relevance
of layers related to supporting ecological processes and landscape ecology in design.
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In this workshop it was possible to bring together in a co-design process, different
perspectives of experts with different backgrounds, overcoming the false notion that the
environment and urban development configure opposite fields.

The consensus worked out during the discussions throughout the workshop, made it
possible to take a first step towards sketching, which would be a regional design for the
territory studied. It also indicated the priorities for designing the project, both in terms
of the project and in terms of processes and programs.

The results of the Workshop, although partial, point to some structuring bases of a
more resilient occupation for the DF and can contribute to the revision of the PDOT-DF
that is now under discussion. Among these, the need to create green area systems that
advance from a traditional view of vegetation only for leisure and social interaction and
progress towards the necessary function that a system of this nature has for the promotion
of ecosystem services, has emerged as a great contribution.

A development already agreed upon between the Workshop members and the
research groups involved from Universidade de Brasilia (UnB), Pontificia Universi-
dade Catdlica (PUC-MG) and Universidade Federal de Minas Gerais (UFMG) refers to
the continuity of the geodesign process in a second iteration to consolidate the results
achieved so far.

The use of geodesign tools, according to the case study presented here, provides a
change in the planning and territorial design paradigm in which the design anticipates
the proposition of plans, programs, and projects. This inversion indicates an important
and much faster path than the “usual” for the planning, implementation and monitoring
of policies without which a complex proposal such as the IVR-DF would not be able to
be implemented at the time of the pressures and demands on the territorial occupation
of the DF region.
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Abstract. Numerous conventions and recommendations for the protection of cul-
tural heritage state the importance of implementing an integrated conservation
approach, taking care of built and natural elements in their settings. For small,
widespread historical centres in Lombardy, historical stratigraphy is complex and
often there is a lack of historical material to understand the towns’ evolution. With
neglected and forgotten heritage values, historical centres are suffering degrada-
tion and abandonment. The study will examine the content which can be extracted
from historical maps in the form of implicit and non-implicit characteristics and
focus on the means and tools for their use in urban planning. The research suggests
the essential implementation of historical cartography and accompanying docu-
ments in the creation of the Municipal Urban Plan, by building the database in the
Geographic Information System. The developed methodology offers adaptable
approaches for analysing maps regardless of their scale or aim. Decomposition
of elements, systematisation of the features presented on the historical map and
application of modern urban theories, will allow researchers to compare spatial
and textual elements on different maps and link them with the contemporary sur-
vey. The research criticizes the potential errors that can occur in urban plans if the
historical background is not thoroughly investigated and there is no comparison
between past and present data. Study will assist spatial thinking though contex-
tualised historical data as tool for participatory planning to support GeoDesign
concepts and methods.

Keywords: Historical cartography - Urban planning methods - Municipal Urban
Plan of Desio (PGT) - Map deconstruction approach

1 Introduction

The practice of cartography goes beyond mere physical representation - it is a record of
human history that reflects the attitudes, knowledge, and expectations of the society in
which it was created [1]. Historical maps are the primary medium for transmitting ideas
and knowledge about space. Additionally, they offer political, economic, religious, and
social context of the towns they represent, which evoke complex meanings and responses;
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thus, they record more than just space [2, 3]. Multidisciplinary cartographic practices are
reflected through the difficulty of defining and studying them [4]. The available research
in the field of cartography grew in number over the past decades. This renewed interest
occurred through the switch in perspective on the definition of cartography through time.
It was described firstly as science [5], then it was positioned between art, science, and
technology [6], followed by the definition of being a discipline [7]. Researchers are still
discussing appropriate explanations of what are carfography and maps [8]. The main
reason why defining cartography is not an easy task lies in generalization which does not
include the crucial variables: period, aim, production process and visual representation
of maps. Moreover, technologies are changing rapidly and they are influencing mapping
practices. The differences between traditional and digital maps are creating a gap, and
often researchers are unable to create connections between historical and contemporary
cartography [9].

A map represents, describes, and relates to other cultural heritage depicted on it. As
such, historical maps can be treated as heritage that should be preserved and digitized
to be protected and used. To achieve this aim, it is necessary to use modern methods
and digital technologies that form the backbone of non-invasive cultural preservation
and investigation of its tangible and intangible values. The level of dissemination, avail-
ability and use of historical cartography and other historical documents has changed
significantly with the introduction of recommendations for their digital preservation.
The European Commission has recognized the importance of digitalization of archival
documents, paying special attention to historical cartography [10]. It developed projects
such as’Europeana’, which works with the GLAM! sources, and created the educational
platform ‘European Digital Service Infrastructure’ (DSI) [11] to distribute and actively
use historical material across the world. The Steering Committee of the Italian Digital
Library (ital. Comitato Guida della Biblioteca Digitale Italiana) developed guidelines
for the digitization of cartographic material and the management of its sources [4]. This
was a ground-breaking step in reconstructing the public and private archives for a better
propagation and protection of cartographic material. Once cartographic material is acces-
sible, it can be used from education to preservation and participatory planning projects
[12]. Nevertheless, the practice and results show that these applications of GeoDesign
were not easy to attain on behalf of public administration, scholars, and individual
practitioners in the studied context.

There is an increasing need to rethink the planning approaches, especially of the
small, widespread historical centres. They are unique traces of the past in cities today,
and it is important to consider their spatial and cultural-historical values often hidden or
destroyed while creating an urbanistic plan. Numerous studies show the good and bad
practices of past urban planning, damaged on the one hand by industrialization and the
widening of streets to meet the needs of the car, and on the other, good practices that
restored cultural values of the city and remained functional for the needs of contemporary
society [13]. Historical maps are gradually being incorporated by public administrations
into territorial government plans. However, they are not used constructively to provide
the historical stratigraphy, which is so important for urban planning, preservation, and
revitalization of cultural heritage. Usually, they are presented only in the introduction

I GLAM — abbreviation for Galleries, Libraries, Archives and Museums.
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to the plans and their true spatial values are completely neglected [14]. This research
aims to provide planners and architects with methods and tools to actively use the
content extracted from historical maps and accompanying documents in the framework
of digital and urban planning recommendations for contextualizing planning projects.
Through techniques of geovisualisation, the study will initiate participatory planning
and accelerate spatial thinking for protection and maintenance of landscape and built
cultural heritage.

2 Urban Planning Declarations

Planning practices changed in the mid-20" century, bringing more attention to the preser-
vation and management of historical centres as an undividable part of built environments.
Many recommendations appeared in this period regarding the heritage protection. The
Venice Charter published in 1964 decreed that architectural heritage is inseparable from
its urban or rural setting [15]. This was furthermore elaborated in 1975, in the Declara-
tion of Amsterdam, which expressed the importance of considering cultural heritage and
its surroundings as a unity and implementing conservation strategies as an integral part
of regional and urban planning. This was a pioneering approach to the protection of cul-
tural heritage and a crucial step in the development of more sustainable urban plans [16].
Moreover, the European Charter of the Architectural Heritage adopted a resolution in
1976, setting out policies and regulatory requirements for integrated urban conservation,
including guidelines for the protection of historic centres and landscapes as a vital part
of urban planning objectives. The focus shifted from the single monument to the historic
centres and landscapes, which gave a wider context to the issues of preservation included
in the urban planning process. Additionally, committees called upon local authorities
and citizens to participate together in the preservation of their common goods, which
aligns with the research goal and concepts of GeoDesign.

In 2017, as part of the UN strategic plan, UN-Habitat adopted the’New Urban
Agenda’ which emphasised the importance of strengthening communities and decentral-
izing territories by empowering towns locally [17]. The ICOMOS’s Resolution on the
Conservation of Smaller Historic Towns (1975) listed threats and dangers for small his-
torical centres: lack of economic activity, an outflow of population, and overall decay and
abandonment of structures. The resolution recommends vital actions to be implemented
to maintain the cultural heritage values and provides authorities with the strategies for
planning and protecting indigenous spatial and cultural qualities. It stresses the impor-
tance of coordination in all planning stages [ 18]. The process of conservation of historical
centres was significantly improved since the introduction of digitalized material which
accelerated the multidisciplinary approach and engagement of various stakeholders. Dig-
itization allowed online dissemination of accessible historical material and the creation
of interconnected databases for future planning activities.
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3 Location: Importance and Reasoning

The region of Lombardy was selected as a territory for the selection of the case study
for numerous reasons. Firstly, the cartographic material coming from the Statal Archive
of Milan (ital. Archivio di Stato di Milano (ASMi)) describes and presents the terri-
tory, which has remained relatively homogenous. Hence, the cartography was made for
“internal purposes” by various administrations or entities [19], which also provided a
good amount of diverse cartography. From the 13" century began an era of the lordship
of influential families which changed the conceptualisation of public and private prop-
erty [20]. In the 15" century, the progress of medieval settlements was interrupted by
the turbulent period. In 1714, the Duchy of Milan passed from the hands of rulers of
the Habsburgs of Spain to those of the Habsburgs of Austria. The territory was finally
united in 1796, under the aegis of Napoleon Bonaparte, into the new Cisalpine Republic
of which Milan was the capital [21].

This was also the period where the historical cartography available now started flour-
ishing for tax and estimation purposes, census of population and tracking property own-
ership (i.e., Catasto Teresiano) [22]. After the defeat of Napoleon, the Duchy of Milan
became a part of the Lombardo-Venetian Kingdom in 1815 (i.e., Catasto Lombardo-
Veneto) until the unity of Italian states in 1861 (i.e., Nuovo Catasto Terreni) [23]. In
the 19 and 20™ centuries, there was increased activity in fashioning, remaking, and
producing land cadastral maps with improved surveying techniques and technologies.
Cities were undergoing constant rebuild and destruction phases, affected by human and
natural hazards, and often heritage suffered greatly. The occurrence of various regimes
produced different cadastres and thematic maps, which created the complex but fertile
starting point for further research.

3.1 Case Study of Desio: Historical Background

The small historical centre of Desio, a town north of Milan, was chosen for the case study.
Its strategic position since ancient times and the continuous demolition and reconstruc-
tion phases over the centuries have largely erased the cultural heritage values, and most
of those remaining has been forgotten [24]. Desio emerged when Celtic Gallic tribes
arrived. They were replaced by the Romans who established a military castrum with the
main axis Cardo and Decumano, which are still traceable today. They fortified the city
to control the important road that led from Milan to Como [25]. Due to the proximity of
the military protection, rural houses and huts were being constructed outside of the walls
of the borgo. With the coming of the Longobardi, Desio stayed an important chief town,
which shape and history influenced the development of the modern town [26]. From
17" century, noble villas were emerging and the town served as a destination for leisure.
Desio experienced rapid expansion during the industrial age and its heritage was slowly
losing its form and authenticity. The advantage of the case study is the town’s multi-
layered history as a centre of a long-term establishment of administrative and religious
power (see Fig. 1).
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Fig. 1. Georeferenced maps of A: Catasto Teresiano (1721-22) (Source: ASMi); B: Georef-
erenced map Catasto Lombardo-Veneto (1865-73) (Source: ASMi); C: CTR (1980) (Source:
Geoportale Lombardia); D: Orthophoto of Desio (2015) (Source: Geoportale Lombardia)z. The
main physical characteristics of the town’s transformations are schematically marked on all maps
(Source: Authors).

The administrative body of the Lombardian Cultural Heritage (ital. Beni Culturali
Lombardia) listed forty-one buildings in Desio as cultural heritage. More than half of
them belong to the residential and tertiary sector architecture (51.2%). Religious and
sacral architecture (22%) and rural architecture (17.1%) are especially interesting for
Desio for their past agricultural activities and sacral importance. Buildings in the indus-
trial and production sector (9.8%) are the least listed as patrimony. Desio has relatively
poor architecture, mostly in the form of traditional Lombardian architecture of rural
farmhouses or cascine. There are a few examples of villas, and they are distinguished
with their precious artistic, architectural, and historical values from the rest of the urban
area (e.g., Villa Traversi, Villa Klinkman, Villa Greppi, etc.). The villas and their gardens
are unique examples of noble architecture from the 17" to 19" century. Other residen-
tial architecture, mostly houses with distinct types of courtyards, are characteristic of

2 Archivio di Stato di Milano (ASMi), Fondo: Ufficio tecnico erariale. Milano. Catasti. Mappe
sezione — Mappe piane I serie. A: - "Catasto teresiano. Mappe di attivazione (1721-1722)”; B:
“Catasto lombardo veneto. Nuovo Censo. Mappe attivazione, Prima copia (1865-1873)”; C:
“Carta Tenica Regionale (CTR) (1980)”, sheets: BSB4, B5C4, Geoportale Regione Lombardia;
D: Ortofoto Agea (2015), Geoportale Regione Lombardia.
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Lombardy, too. Conversely, the Lombardian Cultural Heritage web portal did not list
and categorize the natural heritage, open spaces, or water elements in the same manner.

3.2 Case Study of Desio: Municipal Urban Plan

Historical research is an undividable element of designing cities today and historical
maps are an integral part of urban studies [27]. The maps on the scales from 1:1000 to
1:5000 are the most valuable for the investigation of the urban environment and physical
relationships [28]. Historical cadastral maps and contemporary urban plans were made
in this scale range, providing detailed explanations about the forms and functions of the
buildings and land. In Lombardy, for managing and planning the territory today, there are
two main plans used in the local context. ‘The Territorial Coordination Plan’ (ital. ‘Piano
Territoriale di Coordinamento’ (PTC)) is the planning act through which the province
provides policies and indicators for designing the structure of the territory, in line with
the territorial policies of the regional body. The coordination occurs on two levels:
provincial and municipal urban planning. ‘The Provincial General Planning’ act (ital.
‘Piano Territoriale Provinciale Generale’ (PTPG)) is supporting environmental and
sustainable development. It gives indicators for the municipal enhancement, measures
the municipal urban tools, and evaluates the potentialities of the areas. Following the
provincial recommendations, ‘“The Municipal Urban Plan’ (ital. ‘Piano di Governo del
Territorio’, furtherly referred to as PGT) is created to target specific zones in the city. The
plan has the purpose to define the structure of the entire municipal area and it consists
of three distinct acts (see Fig. 2).

The Provincial General Planning act

The Territorial {’ Piana Territoriale Provinciatle Generale (PTPG) A E:}::J‘T :12Ilngzizig‘:f;?;{l?ﬂﬁifﬂﬁ:gl of
)

Coordination Plan \ o the planning program, the first act in drafting the PGT

A Terntoriale 3 3 - ).
di cwd’::z,;:; ?;?C, \ The Municipal Urban Plan ~'< > Service plan (Piano dei servizi)
Piano di Governo del Territorio (PGT) ™. Defines the exisling and prospeclive endowment of
by ) public services, indications are binding for 5 years

Plan of rules (Piano delle regole)
Defines the "rules” of intervention on the termitory
{processing, conservation, agricultural areas, etc )

Fig. 2. The urban planning acts and plans in Lombardy and their content. Source: Authors.

Historical maps are appearing in the introduction of the PGT, in the chapter about the
history of Desio, where they are mentioned as an important and initial source of infor-
mation about the urban changes. Later, in the chapter’ Census of Historical Heritage’, the
text refers to the tables in the form of the catalogue of cultural heritage, where historical
maps are presented again, but not analysed [29]. The PGT made by the Municipality
of Desio on the scale of 1:2000 will be the main critical point on which the developed
methodology will be applied to produce better administrative plans concerning complex
and not well-defined historical centres. The first problem noticed in the PGT is that in
the theoretical part of the document, the administration is aware of the importance of
consulting historical maps, although in practice that is not applied efficiently. Historical
maps throughout the document are used as an illustration, without georeferencing and
comparing maps from different periods, which does not allow professionals or planners



Sifting Through Historical Maps 171

to understand the evolution of the town. Moreover, other historical documents, such as
land registers, illustrations and descriptions are not used for the census or assessment of
cultural heritage.

In conclusion, the study aims to uncover implicit and non-implicit features on the
historical maps, to be used for the creation of official municipal urban plans. The analyses
of the spatial relationships through the different maps and documents, the use of modern
urban theories and the Geographic Information System (GIS) software, can develop an
elaborated study through deductive and critical analyses. This will significantly increase
efficiency, nurture the communication and multi-disciplinarity between engaged parties,
and allow faster and less expensive dissemination.

4 Methodology: Implementing Content from Historical Maps

Cartographic content is neglected in city designing, although it can provide insights into
past functions, developments of urban areas, and changes in land use. It is essential to
rethink historical documentation as a source of scientific data to build a spatial-temporal
stratigraphy. The research provides a set of guidelines for using the contents of historical
cadastral maps at the scale of 1:2000, produced from the 18th century onwards. Those
maps are comparable with the actual PGT, geometrically measurable, and they have a
vast variety of accompanying data (e.g., land registers, patterns, past planning actions,
etc.). The changes in the built environment are inevitable, but the frameworks developed
for GeoDesign in the past can support protection of cultural heritage, as well as design
of contemporary cities with the respect to its values, above all taking care of the type of
geography, scale, and size [30].

The application of the methodology starts with the systematization of the collected
historical documentation and their deconstruction of primary features. To comprehend
historical cartography, a combination of various skills and knowledge in different fields
is required, therefore often it is not possible to study cartographic content en bloc.
Dismantling the map on the features will focus on each element individually and on
its relationship with the surrounding. The link between the flat presentation on the map
and the information that the selected investigated element is providing should be broken
to be rebuilt with other contemporary information. “Deconstructing maps” derived as a
concept from J. B. Harley’s work [31], but his research did not include the question of
the purpose and scale in which extracted content would be used. This study is adding
both additional criteria, specifically targeting the applications in urban plans of small
widespread historical centres. Since a map is already a complex project made in the
past, the elements on historical maps need to be “deconstructed” into three categories:
natural elements, man-made and natural elements which are artificially shaped by man.
The division of the first two categories is based on the UNESCO convention [32] and
urbanist theories [33]. The study proposes adding the third category which consists of
natural elements artificially made (e.g., parks, water canals or hedges) (See Fig. 3).
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1 To be comparable, maps should be: |EQUAL Accuracy and  DIVERSE | Period

Scale Aim
Location Design
2 Deconstrucling by the features: NATURAL MAN-MADE NATURAL/MAN-SHAPED
FEATURES FEATURES FEATURES

Kevin Lynch, "The Image of the Cify" (1964)
UNESCO Convention for the Protection of Cultural Heritage (1972}
Convention for the Protection of the Architectural Herilage of Europe (1985)

New proposal in the study

3 Dividing features on: | LINEAR VOLUME AREA POINT OTHER
Boundary Building Lake Monument Toxt
Wall Terrain Land Crossroad Symbol
Street Square Gates ustration

Fig. 3. Process of the selection, systematization, and deconstruction of historical maps on
simplified elements for further analysis. Source: Authors.

The methodology uses theories of urban planning and design and examines physical
features and cultural elements on historical maps that can be reused in planning by
categorizing them in a generalized scheme. Generalized elements are divided into linear,
volume, area, point and other features. This facilitates the implementation of modern
concepts by selecting the features to be analysed and adapting specific methodology
and techniques for in-depth study. Since all historical maps are individual scientific and
artistic creations, flexible and adaptable methods are required but within well-defined
and reproducible guidelines. After examining historical features and their relationship to
one other and conducting a contemporary survey to create a spatial timeline, the pieces
of data are reassembled using digital tools [34]. The inserted contemporary information
will include administrative urban plans, photographic survey, experiences of citizens,
and an assessment of the current state of cultural heritage.

The methodology provides the steps within the GIS to perform map regression
analysis, allowing the user to access the metadata and link other historical material
to their attributes. Georeferencing of historical maps inside the common coordinate sys-
tem allows map regression for tracking the changes in the urban environment [35]. Three
sets of historical cadastral maps that are held in the Statal Archive of Milan have been
used for the study: Catasto Teresiano (1721-22), Catasto Lombardo-Veneto (1865-73
and 1875-1898) and Nuovo Catasto Terreni (1897-1902) all on the scale of 1:2000. The
tool’ Georeferencer’ was used in the software QGIS for georeferencing maps. Decon-
structed features, based on their origin and divided into simplified recognition elements,
are identified and vectorized inside QGIS. Contemporary vector shapefiles are down-
loaded from the Lombardian geoportal (ital. Geoportale Lombardia), and other infor-
mation about cultural heritage is imported from the SIRBeC? catalogue which describes
patrimony. The two approaches, the decomposition of historical maps and contempo-
rary analysis, are interdependent as good urban planning requires historical analysis
and tracking transformations, both at the urban and city scale. The research criticizes
the potential errors that can occur in urban plans if the historical background is not
thoroughly investigated and past and present data are not compared (see Fig. 4).

3 SIRBeC - Sistema Informativo Beni Culturali (regione.lombardia.it), accessed on 7.4.2022.
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Fig. 4. Schematic preview of the developed methodology, used materials, and additional data
linked to the historical and contemporary studies of the built environment. Source: Authors.

5 Results: Extracted Content and Its Evaluation

The applied methodological approach is adaptable to other sets of historical maps.
Depending on the scale of the representation and typology of a map, researchers will be
able to target their specific study of the urban environment of small centres. Decomposing
and categorizing elements presented on the map allows the observation of single ele-
ments, and then their comparison to the related surrounding. Features on the map can be
read as implicit and non-implicit. The former recognizes that what is represented should
be taken as a fact: number and position of buildings, distribution of the streets, land use
and surface, etc. However, the data that historical maps carry, and that is important for
architects and urban planners, is often non-implicit. Those values can be read through
the additional cross-referenced knowledge extracted from contemporary studies, urban
theories and with the help of GIS technologies.

Non-implicit values can be translated from the map in terms of architectural style
and evolution of buildings. Using land registers, it is possible to track the changes in
ownership and function. The same approach can be employed for the investigation of
land use, analysing why particular cultivation was in a specific area and what were the
economic, social, and natural causes for those choices in the past. The use of open space,
gardens, and piazzas had a significant role in the life of the community, and they are
still the core of the town. Different arrangements and accessibility to those spaces can
indicate the citizens’ behaviour and political and economic influences. Street networks
in historical centres have significantly changed, but historical alleys and ancient route
can still be identified. The names of streets often suggest their previous use or that of
nearby buildings, natural elements, or point to historical figures.

5.1 Urban Analysis and Thematic Maps

The study illustrates a developed methodology for investigating the cadastral historical
maps on a scale of 1:2000 to be compared to Desio’s actual PGT. The main aim is to find
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ways to improve cultural heritage studies in planning activities through geovisualisation
within the GIS software. In this way, a database for other documentation can be built, and
data can be compared leading to better comprehension and contextualization of historical
stratigraphy. Not all cadastral maps have the same aim, and it is important to combine
the information to get a full image of the built environment. Catasto Teresiano made for
taxation purposes was focused on the land-use diversity, while Catasto Lombardo-Veneto
had only information about parcel division and shape of buildings but not about how the
land was used. The ancient street network is still recognizable as well as the nuclei of
antique formations. Since Desio was an important religious centre, sacral buildings were
positioned in the important parts of the town next to the main axis. Churches were easily
accessible from the squares in front of them, which also served for other gatherings. A
water canal running from the north to the east and south, presented a boundary in the
urban development but it accelerated agricultural one. This physical limitation remained
until the canal was substituted with streets like in many other towns (see Fig. 5). The
GIS software helps in the creation of thematic maps for faster and clearer visualization
of the aimed group of features.

Legend:
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\}*< = * 0 100__200m

Fig. 5. Based on the Catasto Teresiano (1721-22) (source: ASMi, see Fig. 1 for details).
Deconstructed on simplified and categorized features that were vectorised in QGIS. Source:
Authors.

A newly produced thematic map can present the typology of noble villas (ital. Ville
gentilizie nell’Alto Milanese) in Desio and building trends through time. The buildings
in the city centre were built mostly in the typology house in a row and courtyard houses
with several types of open and closed courtyards. In the oldest part of town, facades
were facing the street, protecting the courtyards behind houses. Later on, houses were
built further away, giving on to the street through open courtyards (see Fig. 6). Some
future planning activities in the form of notes and sketches were directly drawn on the
map (e.g., new openings, parcel divisions, paths, etc.).
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Fig. 6. Based on the Catasto Lombardo-Veneto (1865-73) (source: ASMi, see Fig. 1 for details).
Deconstructed features vectorised in QGIS for pattern recognition. Yellow colour represents
important built residential cultural heritage. Source: Authors.

5.2 Analysis of Buildings and Cross-referencing Historical Documents

Ex-convent complex and oratory of San Francesco in Desio was used to test methodology
on a single cultural heritage building. The monastery was built in the first half of the 13"
century and went through many changes over time, both in architectural and functional
terms, which can be traced on historical maps due to the lack of other documentation.
The friars of San Francesco built their convent with the scattered stones of demolished
ancient structures found on the ground [25]. Around 1410, the lords of Milan, who no
longer used the ancient castle residence of Bernabo Visconti, donated the surface of the
castle and its adjacent areas to the convent. The donation included the site of the ancient
building, the moat and part of the forest [26]. The cloister was divided into three arches
and two columns on each side, which can be seen on the original cadastral map of the
first survey for Catasto Teresiano (1720-23). At that time, the surface belonging to the
convent consisted of arable land, a garden next to the cloister, and a small piazza in front
of the oratory with mulberry trees.

On the subsequent cadastral map Catasto Lombardo-Veneto (1865-73) the oratory
and convent lost their functions, as immediately recognised by the absence of cross
symbols. The convent was transformed into a farmhouse with a part being used as a
greenhouse, serving the property of Villa Tittoni Traversi. The small piazza that was
in front of the church lost its public function and became the internal courtyard of the
complex. The shift of the functions initiated a change in the structure, now more closely
imitating the organization of a Lombardian cascina (i.e., farmhouse). The building, by
this new organization, also lost the spatial relationship with the public square (i.e., ‘Piazza
Castello’, today ‘Piazza Martiri di Fossoli’) signifying the private property and enclosed
space. The name ‘Piazza Castello’ written on the map indicates the previously mentioned
structure that was in the area, the castle of Bernabo Visconti on which land convent was
built. The building volume changed once more on the north side of the oratory on the map
Nuovo Catasto Terreni (1897-1902). Arable land, which was presented on the first map,
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became part of the Tittoni park. An interesting bridge-ramp element was constructed
on the south of the building. It is visible on all maps from the 19" century onwards,
presented as external access from the park to the tower (see Fig. 7).

| Catasto L-V 1865-73 (1.2000) ASM:
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Fig. 7. Georeferenced cadastral historical maps in QGIS presenting the historical evolution of
the ex-convent. oratory of San Francesco and piazza. The last two maps are not on the same scale,
but they are presented as illustrations of the land use and functions of the buildings around 1840.
(Map sources: indicated on the images, Analysis: Authors).

The old Cusani villa was substituted by Villa Tittoni Traversi. The architect Pelagio
Palagi supervised all the works. He also built a tower, and in doing so changed the
complex of the ex-convent. Torre Palagio was built in gothic style and was decorated with
numerous sculptures and bas-reliefs. There is an inconsistency in examining available
data deriving from the public administrations because there is no cross-referencing of
the information from historical maps, land registers and other illustrative material. The
catalogue of ICCD, which is a general catalogue of Lombardian Cultural Heritage (ital.
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Beni Culturali Lombardia) filled by the Superintendence of Archaeology, Fine Arts and
Landscape for the metropolitan city of Milan (ital. Soprintendenza Archeologia, belle
Arti e Paesaggio per la Citta’ Metropolitana di Milano), the date of construction is noted
to be 1846. On the other hand, the SIRBeC documentation filled by Beni Culturali and
Politecnico di Milano dates it between 1840 and 1844. Further investigation of historical
maps and other documents suggests the tower was built a few years earlier, and other
decorative elements were added through the years (see Fig. 8).

Geoportale Lombardia - Beni Culturali Lombardia - Points 1836

CONVENT . TOWER BUILDING
.
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“Torre Gottica nel Giarding Travers! di Desio”
Giusappe Elena

Temgmete » farre gatiry el villy Tovrarsi-dsbons
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Fig. 8. Data downloaded from Geoportal of Lombardy and orthophoto are showing the current
state of the building and the inconsistency of the date of construction of Torre Palagio. Illustrations
are indicating that it was built at least a few years before the date indicated on administrative
documents. (See changes on the illustrations from 1836 and 1857. Illustration source: Grafiche in
Comune).

In the 2015 Desio PGT, under the section dedicated to the ‘Census of Historical
Heritage’, Torre Palagio is listed as planned for restoration. It is noted that the tower is
under a set of protection rules and constraints for its historical, artistic, and architectural
values. Environmental qualities, in the context of the tower, are stated as”remarkable”.
The table was made in such a way that divides and describes single buildings but does
not treat them as part of the complex or in the comparison to the surroundings and their
historical timeline. In the section of the PGT, ‘Plan of rules’ (ital. ‘Piano delle Regole’),
the map presents the investigated area restricted by two categories: ‘historic-artistic
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valuable area’ and as a ‘zone of villa urbana’. Next to the area of interest is the cycling
route, which has the potential to foster tourism and revitalize cultural values. There is a
need for the creation of a database for all the collected and systematized historical and
contemporary data to overcome the demonstrated inconsistencies between them.

The PGT can be improved with the georeferentiation of historical maps and linkage of
historical documents and illustrations. Future administrations should revise investigation
and planning activities for single buildings, built complexes and their surroundings. The
core of the methodology contains geovisualisation techniques, to understand the complex
set of geographical and cultural data and engage the participatory decision making with
various stakeholders, by representing urban changes as simplified and processed on
thematic maps.

6 Future Developments

Urban planning and mapping have a direct impact on citizens’ decisions and actions. The
next step in the research would be participation of citizens in municipal decision making
for enhancement and protection of cultural heritage, and urban planning. Using geovisu-
alisation techniques described, decomposing maps’ elements on simplified patterns, will
allow easier participatory planning and it will bring understanding of historical maps
closer to the other non-professional stakeholders. Following participatory engagement,
to implement the concepts of GeoDesign, would be valuable adding other set of maps
and on different scale range. In this way, the natural and man-made characteristics of
the towns which do not have well-defined and used urban tissue, will come to the fore.
Through these methods, potential scenarios can be run, for using and designing towns,
in their built and natural settings. At last, the research can be enriched with the contem-
porary environmental studies based on spatial-temporal data collected and assembled
into one database project in GIS. The GIS can be useful in running the spatial analysis of
the most endangered areas in the historical centre and target the level of their protection.
Currently, selection of the areas under protection indicated in the PGT is generalised.
They cover large surface, and by that block future projects on a legal level. Reconsidering
the cultural values in the context, can be of the vital importance in making sustainable
and participatory oriented town planning.

7 Conclusions

Urban planning and mapping have a direct impact on citizens’ decisions and actions.
Historical maps do not reflect the status quo of the place, but through comparative
analysis researchers can draw conclusions, reconstruct, and eventually even predict the
behavioural patterns of residents. The study will aid researchers, public administrations,
and other stakeholders in conducting studies on historical maps and gaining valuable
data to intersect with contemporary ones. Historical maps can provide insights into the
implicit, but more importantly, the non-implicit values of past spaces. Systematization
and generalization based on the recommendations and urban theories give the method-
ology immense potential. The methodology allows the shift of scale and focus, so that it
can be replicated for other goals in research. In future, the PGT can be enriched with the
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creation of a database, integrating necessary georeferenced historical maps. Other his-
torical documents can be linked through the attribute tables. The research will potentially
accelerate economic, educational, social, and touristic development. The methodology
will preferably provide guidelines for cartographers and creators of municipal urban
plans for historical centres. The use of a GIS can increase efficiency and improve inter-
nal and external communication and data exchange. In education, knowledge can be
shared among citizens and interested parties. Potentially, the public can be involved in
the decision-making processes, and this collaboration can promote a sense of identity and
culture. Recalling the values of the past will boost tourism and strengthen the perception
of the place in the historical context.
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Abstract. The geodesign methodology (Steinitz 2012) proposes iterations as a
way to develop a study from early scoping stages aimed at understanding how the
study should be framed, to metaplanning, aiming at defining how the study should
be implemented, to the final real-world implementation.

Iterations may be part of the same study, or alternatively, it is argued here,
they may be implemented in different study instances on the same study area. The
latter approach may indeed have benefits with relevance for planning research,
education, and practice.

With reference with the Metropolitan City of Cagliari (Italy) study area, the
author reports on several geodesign study instances on the same area, arguing each
instance may indeed be considered as an iteration at the macro level, describing
how between 2016 and 2021 several study instances helped first to scope which
issues, opportunities, and challenges needed to be addressed in the study area, then
to serve as a case study in academic planning courses, and eventually in setting
the ground for a real-world strategic planning process involving local authorities.

Keywords: Geodesign - Metaplanning - Strategic planning - Co-design

1 Introduction

In the last two decades geodesign research and practice has attracted growing interna-
tional interest in the community of scholars and practitioners in spatial planning and
design, and related disciplines. Indeed the geodesign methodology approach has deep
roots in the tradition of landscape planning and may offer a substantial contribution to
current sustainability challenges.

Looking at one of the most recent definition of geodesign found in literature, it can
be defined as a planning and design method that unites science and design in a process
to make planning decisions in collaboration among design professionals, experts in
geographic sciences and in geographic information technology, and the people of the
place (Debnath et al. 2022 after Steinitz 2012). Geodesign applies system thinking to
understand the territorial systems study area, and uses negotiation to support consensus
building in collaborative decisions (Carlsson 2017).
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The current interest for geodesign is documented by a growing body of literature
(i.e. journal special issues, papers, books) most notably in the last decade. At the time
of writing (i.e. April 2022), a simple query using “geodesign” as a single keyword on
Scopus return 262 documents: excluding the first three oldest references in the query
results, which referred to geodesign with a different meaning than the one intended
here, since 2010 publications on geodesign flourished. As a benchmark of the growth
in academic popularity on geodesign, the same query in Scopus back in 2018 and 2021
returned 91 and 197 papers respectively. Likewise, the same query in Google Scholar,
which mines by a larger corpus of documents than the collection of papers in indexed
journals in Scopus, returned 2,220 documents in 2018, 3,640 in 2021, and eventually
4,230 at the time of writing (i.e. April 2022).

In the geodesign body of literature, the book A framework for geodesign: changing
geography by design by Carl Steinitz (2012) can be considered a milestone as the richest
methodology references for developing geodesign studies. The International Geode-
sign Collaboration (IGC) a worldwide network of more than 470 members, in more
than 240 organizations, in 61 countries (https://www.igc-geodesign.org/) since 2018 has
extensively tested the application of the Steinitz’s framework and common geodesign
standards demonstrating its relevance and potential in addressing current most urgent
sustainability challenges (Fisher et al. 2020).

With reference to the above context, the next session reports in synthesis the core
elements of the Steinitz’ framework, focusing on the role of iterations. While the geode-
sign framework focuses on iterations within individual studies, the concept of macro-
iterations involving multiple instances of studies in the same study area is the focus
here. Hence, in the remainder of this paper, several instances of the Metropolitan City
of Cagliari case study are documented in synthesis as a base for analyzing the potential
benefits of macro-iterations with relevance to spatial planning research, education, and
practice.

2 The Steinitz’s Framework: Six Models, Three Iterations

This section provides a summary description based on the authors experience of the
application of the Steinitz’s framework aiming at highlighting its core elements, the six
models and, in particular, the importance of the study iterations.

The Representation Model (RM) describes the territorial dynamics in the study area,
from the past until the present (i.e. the time of the study). The RM consists of data.
From an application perspective, it should be noted that the data format from the past
to current time has evolved from the analogue to the digital formats. Time frequency
of data surveys has changed accordingly: while with regards to the past it is expectable
to find analogue maps referring to sporadic time references, current digital geographic
data detected trough remote-sensing and in-situ sensors enable to monitor territorial
dynamics close to real-time, providing spatial big data. It should be noted though, that
in developing a geodesign study, one should aim at gathering not the most but the least
data necessary to answer the study relevant questions. If this is true, understanding how
to describe the study area is not a straightforward single step, but it requires several
iterations through the six models in order to find what is the least set of data needed to
solve the complex design problem at hand.
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The Process Model (PM) uses input from the representation model to foresee how the
territorial system might evolve in the future under the hypothesis of no design/changes
(i.e. do-nothing alternative in planning). While the representation model consists of
spatial data at given times, the process model is more dynamic, in the sense simulation
and forecasting are indeed dynamic in essence: thus, the space-time dimension of data
become more relevant in foreseeing the evolution of territorial dynamics, so creating
meaningful information.

The Evaluation Model (EM) assigns values to the expected territorial system evo-
lution. It answers to such questions as “do we like expected future”? If answer is yes,
no design change is needed; otherwise designing possible changes is required. The EM
links knowledge building to design and decision-making: as such is a fundamental step in
the workflow. It informs what and where changes are needed, possibly making decision
more transparent and evidence-based. In this sense it may give an important contribution
in informing and shaping the design. In the EM, beside the temporal dimension, values
are attached to spatial data proving context for decisions (i.e. knowledge).

The Change Model (CM) consists of design proposals for the future: possible changes
are collected and assembled in complex syntheses. Changes are described by spatial data
presenting projects and policies.

The Impact Model (IM) aims at understanding the consequences of proposed changes
assembled in alternative syntheses in the territorial systems. As in the case of the PM
the time dimension becomes relevant. The consequences of possible changes, which
are represented by spatial data (e.g. project or policies in space) are considered in their
geographic context and described in terms of territorial dynamics, that is in their evolution
along time. This is also a foresight endeavor based on forecasting and simulation, where
time again becomes very relevant.

The Decision Model (DM) involve choosing, based on the information provided
by the IM, and by providing values of entitled decision-makers, the preferable set of
changes, or synthesis. Selecting who is entitled to make final decisions is part of the
process, and it depends on the local context as well as on the purpose and scale of the
study, and influences the format of the output of the other models.

According to Steinitz (2012) in addition, a geodesign study should involve three
iterations across the six models. In the first iteration, the study’s scoping, models are
developed from the first to the sixth in order to understand what the main questions to be
answered actually are. First data are collected, territorial dynamics of main relevance are
detected, possible changes are devised and assessed, possible outcomes are framed and
their impacts investigated, before it is possible to define the context for decision-making.
Once it is clear who should be the actors involved at each stage, the second iteration starts.
This time the models are revised in reverse order, from the sixth to the first one. In fact,
in the second iteration, it is the decision-making context which provides requirements to
each model: e.g. the IM should provide meaningful information to the decision-makers,
so its content and format should be suitable to the purpose, and it descends from the DM.
In turn, depending on what information the IM will need as input, the CM data should be
shaped accordingly, and so on, until the RM is refined to be suitable as initial input of the
process for the following iteration, which is eventually the implementation of the process.
It should be noted that it is along the second iteration that actors, tasks, workflow, data,
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formats, supporting technologies are defined, according to a meta-planning approach
(Campagna 2016).

While the three iterations (i.e. scoping, meta-planning, and implementation) may be
formalized individually in the methodology framework, in reality they are not strictly
linear, and along a study unlimited number of cycles and back-loop can be followed
until the objective of the study is reached, that is, a future scenario is defined, on which
consensus among involved parties is reached. In this sense, what defines the boundaries
of a study are then its purpose and objectives.

A study can be indeed developed in different contexts such as research, education, or
practice. If several studies are conducted on the same study area with different purposes
(i.e. research, education, or practice) each with its specific objectives, each instance on
the study should learn from the previous one and at the same time evolve from it, as the
new study develop new additional knowledge and possibly generate new perspectives.
In academia, it is not uncommon to use case studies from the real-world within planning
and design studio classes, for generating knowledge and ideas informing subsequent
real-world planning plan-making. In this sense each study instance can be considered
as a macro-iteration with the final aim of building knowledge for eventually making-
decisions which will be implemented in the real world. Each macro-iteration is therefore
expected to enrich the understanding of current complex challenges. This assumption
was tested along several macro-iterations in the Metropolitan City of Cagliari case study
between 2016 and 2021. Eventually, while the results of each macro-iteration were
different in terms of design, it is argued each macro-iteration provided new knowledge
useful both to improve the process and in its results, or, in other words, to improve
geodesign as a verb and as a noun.

It should be also noted that geodesign studies are usually fast, but at the same time
very complex, with respect to both the process and its results. Thus, considering several
study instances, or macro-iteration, on the same study area may indeed substantially
contribute to better learn the geodesign methodology and its application technicalities,
and it is therefore recommended to those who are approaching geodesign for the first
time.

In the following section, several iterations of the Metropolitan City of Cagliari case
study are described, each with its specific purposes, context, settings, and results, before
a critical comparison on the overall experience is given in the remainder of the paper.

3 Case Studies

The case studies presented in this section contribute several macro-iterations of the
geodesign study of the Metropolitan City of Cagliari (Italy). The main macro-iterations
taken into consideration for this critical review are three, and were developed in 2016,
2018, and 2021 respectively. The scope of each macro-iteration was different in the
three cases: research, education, and practice respectively. The structure of each macro-
iteration was however substantially similar. Each case study included a knowledge build-
ing phase in which the representation, process and evaluation models were built pro-
ducing the input for a subsequent intensive geodesign workshop implemented with the
support of the web-based Planning Support System (PSS) Geodesignhub (http://www.
geodesignhub.com). While the first two workshops were developed in presence, the last
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one was developed fully online with the support of the Zoom (http://zoom.us/) online
meeting platform, due to COVID19 pandemic social interaction restrictions which was
ongoing at the time of implementation. While the knowledge building phase usually last
for a few months, the intensive workshop phase usually last between 16 (as in 2016) and
12 (as in 2021) hours, distributed either in two subsequent days (as in 2016) or in shorter
three-hour section within two weeks (as in 2021). Implications of different scheduling
are discussed in the next section, where the case studies are compared.

The main characteristics of each workshop are documented in the next paragraphs
before a comparative critical review of similarities and differences among the cases is
given.

In each case, the knowledge construction phase was fully digitally supported relaying
on digital spatial data and on desktop Geographic Information System (GIS) technology,
and included the following main steps:

e Data acquisition: in all the cases data from the Italian national census (ISTAT) and
from the geoportal of the Regional Government of Sardinia were used, whereas in the
2021 case study additional Volunteered Geographic Information (Capineri et al. eds
2016; Zook and Breen 2017) data sources such as Openstreetmap.org and Flickr.com
were also used to include spatial data themes otherwise not available in the regional
geoportal.

e Selection of the ten systems of interest: in 2016 the ten systems were chosen look-
ing at the study area by local researchers; in 2018 the IGC standard system were
adopted; while in 2021 the system were derived with reference to an existing strategic
development agenda (Table 1);

e Development of the representation, process, and evaluation models, culminating in
the production of an evaluation map for each system;

e Definition of change targets for each system (i.e. total area required for changes in
the system);

e Definition of a cross-systems impact model;

e Selection of the workshop participants, arrangement of the design teams, and workflow
scheduling.

3.1 Case Study 1 (2016)

The first geodesign study on the future scenarios of the Metropolitan City of Cagliari
was held at the University of Cagliari in 2016. This was the first ever case study on the
recently established (2016) Metropolitan City of Cagliari in its current boundaries, which
include seventeen municipalities. As such, there were not previous planning and design
studies for the future development of the study area, and the workshop represented the
first chance to reflect on its future scenarios for sustainable development. The study area
is a complex territorial system including settlements, hosting a population of 431,538
inhabitants in July 2017, mountains (to the East and to the West) with natural or semi-
natural landscapes, industrial areas, wetlands, and agricultural land-uses. The area is rich
in natural and cultural landscape resources and in the last decades attracted a growing
tourism demand.
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Table 1. Selected systems in the case studies (recurrent systems in bold).

2016 2018 (IGC standard) 2021
1 Ecology Green infrastructures Green infrastructures
2 Hazard Water infrastructures Water infrastructures
3 Agriculture Agriculture Agriculture
4 Transport Transport Transport
5 Commerce/industry Commerce/industry Commerce/industry
6 High density housing Mixed housing Energy
7 Low density housing Low density housing Housing
8 Tourism Institutional Tourism
9 Cultural heritage Cultural heritage Cultural heritage
10 Smart services Energy Smart hub

Given the size, and the territorial systems complexity, the first study was aimed at
earning first insights about possible future sustainable development scenarios. Hence,
the first study was exploratory in nature and it was developed from a research perspec-
tive. A total of thirty-two participants were selected by the study coordinator to form a
multi-disciplinary team, including local experts, PhD and graduate students, and local
stakeholders from the public and the private sectors. After the knowledge building phase
was carried-on along three months by the coordination team, an intensive workshop last-
ing a total of 16 h within two days was held in early May 2016. Six design teams with
different roles and with different objectives initially individually developed their own
design syntheses, which were than compared and negotiated among teams coalitions
until consensus was reached on a final future development scenario.

The relevance of this first geodesign study on the Metropolitan City of Cagliari area
is that it was the first comprehensive planning and design study at its scale in the area. In
fact, the traditional planning system in Sardinia includes regional landscape planning and
local land-use planning, as well as a number of sector plans undertaken at the regional
or at the local scale. The metropolitan planning scale was therefore a novelty which
required a change in perspective. Given the research perspective of the study, moreover,
a neutral scientific approach was adopted which enabled understanding the functioning
and possible planning of the territorial system without having a substantial political bias.
As such, this first case study represented a solid base to further studying the area for the
following years for the educational and eventually real practice experiences described
in the next paragraph. In addition, the final negotiated design (Fig. 1) was exported in
a desktop PSS (i.e. CommunityViz) for testing interoperability and more a complex
impact model. Further details on this study can be found in (Campagna et al. 2016).

3.2 Case Study 2 (2018)/IGC

In 2018, the International Geodesign Collaboration was first established. Since then, the
members of the IGC, which were mainly scholars as well as educators, defined common



Geodesign Iterations: Relevance for Planning Research, Education, and Practice 187

standards to develop comparable geodesign studies around the world, this way fostering
geodesign research and education. IGC standards, which were agreed as first step in the
collaboration, included common formats for spatial extent, systems and colors, global
assumptions and system technology innovations, as well as development scenarios and
time stages (https://www.igc-geodesign.org/global-systems-research).
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Fig. 1. Final negotiated scenario for the Metropolitan City of Cagliari 2016 study in Geodesignhub
(Source: Author).

The IGC standards were adopted in the second study on the Metropolitan City of
Cagliari which was developed within two studio classes at the Faculty of Engineering and
Architecture of the University of Cagliari. The first class, including 56 civil engineering
graduate students worked on the whole study area (i.e. a 80 x 80 km square) while the
second class, including 76 undergraduate students in architecture, worked on a nested
frame 20 x 20 km at a larger scale. The smaller scale study started in advance and
informed the larger scale study aiming at exploring multiscale design coordination.
The design teams working to build the IGC development scenarios, unlike the previous
case study where design teams play different stakeholders roles, were framed using two
future time horizons (i.e. 2035 and 2050) and a different approach regarding technology
innovation adoption (i.e. early adopters, late-adopters — after 2035- and non-adopters).
The final negotiated scenarios are shown in Fig. 2.
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Fig. 2. Final agreed scenario of the Metropolitan City of Cagliari 2018 IGC study (Source:
Author).

3.3 Case Study 3 (2021)

The third macro-iteration of the study was developed in Aril 2021 within the making of
the Strategic Plan of the Metropolitan City of Cagliari, which was eventually adopted
in July 2021. Aim of the study was to involve the 17 municipalities of the Metropolitan
City in defining a spatially explicit future development scenario. In this case, all the
framework models were rebuilt from scratch with the support of system expert; still the
experience earned in of the previous iteration for framing the representation, process,
and evaluation models was fundamental.

The workshop was implemented fully online in 4 three-hour sessions along two
weeks, with the possibility for the participant to work remotely on the workflow tasks
out of the plenary sessions, with or without the support of the coordination team which
offered office-hour online slots. The final negotiated scenario was agreed in 12 ple-
nary hours and priorities were agreed for projects and policies (Fig. 3) and the content
was included in the final Strategic Plan of the Metropolitan City of Cagliari documents
adopted a few months later. This workshop offered the Municipalities a substantial oppor-
tunity to have their voice heard by the higher level of government, i.e. the Metropolitan
Council, which eventually adopted the plan. In addition, the collaborative design format
of the geodesign workshop offered the participants an unprecedented learning experience
while evolving from a local to a metropolitan wide planning and design perspective.
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Fig. 3. Final agreed scenario of the Metropolitan City of Cagliari 2021 study (Source: Author).

3.4 Other Case Studies (2017-2022)

In addition to the three main case studies presented in the previous paragraphs, the
Metropolitan City of Cagliari studies were used several times each for one-day intensive
workshop tutorials aimed at teaching interested educators on geodesign methods, work-
flows and tools. Notably, since 2020 the in-presence workshop format was adapted to
online only settings due to ongoing pandemic social interactions restrictions and occa-
sional lock-down periods. In a few years, thanks to these initiatives hundreds educators
and practitioners got familiar with the geodesign methodology, techniques and tools,
and many of them successfully developed their own case studies afterwards.

4 Comparative Analysis of the Case-Studies

Geodesign is a robust methodology which proved to be effective in addressing current
complex challenges of sustainable development. The critical review of several macro-
iterations of a geodesign study on the same study area may offer a great deal of experience
which we believe is worth sharing, with the aim of helping interest scholars and practi-
tioner to approach this complex methodology especially at early stages. In this section,
critical reflections on the different stages of a geodesign study are given.
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4.1 Comparison of the Knowledge Building Phase

Looking back at the knowledge building phase in the three macro-iterations, two main
lessons can be learned:

e The knowledge building phase starts from data. No matter how much data are available
in existing regional and local Spatial Data Infrastructure, which depending on the
study area and scale may be more or less developed, the macro-iterations on this
case study demonstrate that official data sources are usually not enough to represent
fully represent relevant territorial dynamics: most of the time, volunteered geographic
information sources are needed to fill existing limits in official data sources.

e Beside the representation and the process model, building sound evaluation models
may be a challenge in conceptual and technical terms. A detailed account on how to
build an evaluation model is given by Campagna et al. 2020.

4.2 Comparison of the Intervention Phase

The intervention phase (i.e. iterations on the change, impact and decision models), that is
the one implemented with the geodesign workshop format within the geodesign study,
evolved in the three macro-iterations. Due to the occurrence of COVID19 pandemic
and the introduction in the last few years of lock-down and social distancing measures
worldwide, the geodesign workshops, implemented in-person (i.e. same place, same
time) in early experiences (e.g. 2016 and 2018 macro-iterations of the Metropolitan
City of Cagliari) moved online. Both in-presence and on-line formats proved to work
equally well in providing robust results in term of design as well as learning experience
for the participants. Nevertheless, the in-person workshop format may better support
critical discussion among the participants, at the cost, though, of higher organization
and logistic efforts. The latter may be sometimes relevant in eventually choosing which
format to apply.

The 2016 macro-iteration was carried on in single intensive workshops during 16
h along two days. In the 2018 workshop, in order to comply with ordinary teaching
schedules, a combination of five 3-h sessions totaling 15 h were arranged. Breaking the
intensive workshop into shorter session proven effective as it gave participants more
time to reflect on the evolution of their work. Based on this experience, and also con-
sidering time availability of public authorities decision-makers and technical staff a
multi-sessions format was chosen also for the 2021 workshop. The choice was success-
ful for it allowed representatives from municipalities more time to develop their design
proposal in between sessions. Eventually in the 2021 workshop the final design with
priorities was completed in four main plenary sessions, 3-h each, plus a final session for
the review of the results.

4.3 Comparison of the Final Design

The main advantages in the geodesign approach are substantially two: i) developing
spatially explicit and transparent alternative design syntheses informed by the geographic
context; and ii) reaching consensus among the participants. These are two substantial
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benefits which may help to comply with the principles introduced in planning by Strategic
Environmental Assessment, and eventually by sustainability of development principles
such as democratic, evidence-based, transparent, responsible decision-making in spatial
planning aiming at preserving natural resources, while improving the socio-economic
system dynamics. Geodesign studies including intensive collaborative workshops such
as those described in this research proved to be particularly effective and successful in
strategic planning, where reaching in a very short time consensus of future development
scenarios is of bigger importance than design precision. Indeed, when there is agreement
on a future development scenario among all the actors of the affected community, a
road map is given for the framing of consequent physical planning, for which broad
collaboration in the implementation is somehow ensured. In Europe, this approach may
be particularly useful for public authorities as it provide a solid base in applying for
development funds such as the recent European Green Deal.

4.4 Comparison of the Qutcomes of the Macro-iterations

The three main macro-iterations of the Metropolitan City of Cagliari geodesign study
provided tangible benefits for geodesign research, education, and real-world planning
practice. Each macro-iteration actually provided useful insight for research with regards
to geodesign as a verb (i.e. the process) and geodesign as a noun (i.e. the design outcomes.
Each macro-iterations in fact contributes new knowledge on the complex territorial sys-
tem in the study area, as well as new alternatives for future development, enriching each
time the understanding of the participants, including the coordination team, and inspir-
ing new design perspective and new understanding of complex territorial sustainable
development challenges.

With regards to education, in broad sense and for the reasons above, a geodesign
study macro-iteration is always a rich learning experience. In this sense, it contributes to
educating a community to handle its future. When it comes to university education, the
2018 IGC macro-iteration had several tangle benefits as well: considering the partici-
pating students in civil engineering and architecture had little or no previous experience
in planning, they learned in a short time and with a fast learning curve how to apply
system-thinking in land-use and infrastructure (e.g. green, blue, transport, energy, etc.)
planning. They also learned to work with fully digital techniques and tools with ease.

When it comes from real world planning and design practice, participants from
the public authorities, from the private sector and from NGOs learned to collaborate
with each other with a new media, breaking consolidated power relationships which in
traditional planning process often hinder the possibility of win-win situation and often
end up in a zero sum game, when someone win and the other loose.

Post-workshop questionnaire surveys as well as informal feed-back from partici-
pants to the macro-iteration of the Metropolitan City of Cagliari case study, the detailed
description of which is out of the scope of this paper, as well from other geodesign
studies, substantially confirm these assumptions.

Last, but not least, archiving a repository of fully-digital geodesign workshops along
several macro-iteration open the way to the application of geodesign process analytics
techniques, as proposed by Cocco et al. (2019).



192 M. Campagna

5 Conclusions

This paper aims at proposing critical insights on the role of iterations in the geodesign
framework. Beside the iterations proposed by Steinitz in its framework (2012), this
paper analyses macro-iterations (i.e. several studies instances on the same study areas)
developed by the author in research, education, and real-world planning practice in
half-decade.

It is argued macro-iterations are useful one after the other to enrich knowledge on
the sustainability challenges in the study area with two major benefits: i) grasping the
complexity of the territorial system so improving the final design; ii) earning experience
on how to conduct the process. It is also argued that conducting preliminary studies
within research and education settings may be necessary before conducting real-world
planning processes, where stakes are high in deliberation.

Critically reflecting in terms of iterations, besides learning on how to build the six
framework’s models, may help to systematically analyses how complex planning and
design processes may be improved in term of process itself and of their results. Planning
several macro-iterations may be particularly useful as a strategy for those researcher and
practitioners who wish to apply the geodesign framework for the first time to grasp the
complexity of its application, and eventually develop the necessary experience to apply
geodesign in the real-world practice.
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Abstract. This paper aims to introduce a teaching experience using geodesign
as a method that favors the co-creation process and the use of alternative urban
parameters, in an academic graduate course about urban planning at a local scale,
in Architecture and Urbanism School. In the current scenario, cities growth is ori-
ented by the perspective of cars, by land speculation and urban sprawl. As a result,
it is observed the progressive loss of the human dimension in the urban space. The
students were stimulated to think about the street functions and on the possibility
of measuring urban quality with alternative parameters: the Completeness Indica-
tors. Thus, aiming to develop solutions more adapted to the reality of the area and
according to the collaborative contemporary practices urban planning the method-
ological approach was divided into two steps. In the first step, urban parameters
and urban designs were elaborated, without using Completeness Indicators, and
for the second step the participants used the indicators to support and describe
the ideas. Both steps were conducted in a workshop format using the web-based
Brazilian geodesign platform, the GISColab. The need for changes in the urban
planning paradigm highlights the need for citizen participation and the role of the
urban planner as a decoder of the collective goals. Finally, the results showed that
there was a maturation of the students’ critical thinking about the proposals made,
as well as the impacts of the proposals considering the human dimension and the
quality of urban space.

Keywords: Urban spaces - Landscape quality - Environmental assessment -
Co-creation process - Geovisualization - Complete streets

1 Introduction

The logic of city growth, supported by modernist and highway precepts, led Brazilian
cities to growth based on the need for automobiles and the sprawl of the urban fabric.
This logic is about an individual solution to the detriment of supplying collective needs.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. Gervasi et al. (Eds.): ICCSA 2022 Workshops, LNCS 13379, pp. 194-209, 2022.
https://doi.org/10.1007/978-3-031-10545-6_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10545-6_14&domain=pdf
http://orcid.org/0000-0003-2497-5462
http://orcid.org/0000-0001-6823-1938
http://orcid.org/0000-0002-0218-7476
https://doi.org/10.1007/978-3-031-10545-6_14

Geodesign Teaching Experience and Alternative Urban Parameters 195

Thus, progressively, city planning ignored the human dimension [1, 2]. Although the
majority of the population needs to intensively use public urban space, such as streets, for
many daily activities, as Gehl [3] classifies as “necessary, optional and social”, cities are
not thought of from this point of view - to people. Consequently, as car traffic, parking
and congestion increase, the competition for urban space intensifies, and thus conditions
for urban life and pedestrians become increasingly worse. The streets lose their function
as a living space and are reduced to the displacement, directly affecting the quality and
urban vitality. Such disregard for the street as a public space for people to socialize,
leads to the latent need for teaching approaches in the field of architecture and urbanism
that discuss issues about the quality, scale and demands of these spaces.

The predominant use in the planning of Brazilian cities of traditional urban param-
eters, mainly morphometric aspects (e.g., floor area ratio, volumetric coefficient, set-
backs), has generated a scenario that reproduces more of the same massive constructive
pattern of the urban landscape - with constant loss of environmental and cultural quality,
uninviting people — and not evaluating performance or encouraging a change of mind
and scenery. These parameters reproduce the interests of the real estate market, but do
not manage the quality of the place based on environmental, social or cultural values.

In response to this traditional planning model, Complete Streets are an emerging
concept in urban and transport planning discourse that arises to expand the focus of street
design from the automobile to the safe accommodation of all modes of travel and users
[4]. When approaching this concept, it proposes the democratization of the street space
through a new design and a paradigm shift. Thus, arrangements are established between
spaces intended for permanence, circulation, afforestation, active facades, among other
aspects, which can make cities more vivid, comfortable and sustainable. There is no
single Complete Street solution, that is, this approach is not replicable. Thus, better
urban design alternatives can be incorporated as long as they respond to the local context
of the area where they are located, reflect the street identity and the priorities of that
community [5].

Therefore, the values applied to urban planning are constantly changing and are
moving towards safe, living, sustainable and healthy cities [1]. This process highlights
the role of the urban planner as a decoder of the collective demand, who provides the
technical support and expertise for this transposition the necessarily in a collaborative
way, and the need for citizen participation in urban planning process [6, 7].

The Completeness Index for Complete Streets appears as a possible solution to
change the models practiced in city planning, in the design process and also in urban
parameters [8]. The index consists of a set of indicators that help to assess the quality
of free and public spaces in the city - especially on the streets, based on their planning
functions: environment, place and movement. The “environment function” consists of
the one destined to mitigate anthropic actions in the urban space, and can be measured
from indicators such as efficient drainage, street afforestation and landscape quality.
Meanwhile, the “place function” is one that encourages people to stay and carry out
their daily activities; it is related to identity and social interaction, and can be measured
through indicators of mixed use, permanent spaces, urban furniture and the flow of
people. Finally, the “movement function” is linked to the street’s ability to allow the
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movement of people, vehicles and products, and can be measured by indicators of road
capacity, multimodality, and access to public transport.

The geodesign proposal presented by Steinitz [7] and Miller [9] meets the need
to overcome the modern form of planning. Geodesign has a methodology designed
to support opinion and the creation of ideas with the help of geographic information,
in a systematic and shared way. For this reason, Dangermond [10] points out that the
possibility of geovisualization enables and favors the involvement of different actors in
the geodesign process, while supported by the geographical conditions of the territory,
the actions simulate better and more compatible possibilities.

In general, the design of plans and projects involves a very complex technical and
legislative language that does not dialogue with citizens. Geodesign can act as a connect-
ing element of participation to actually promote broad debate among users or experts.
Thus, geodesign promotes a more collaborative and equitable scenario of participatory
planning. In this context, Geodesign proves to be a creative and projective process with
the potential to transform consensus, as stated by Forester [11], not necessarily as a
support for decision, but primarily as a support for opinion. In other words, as a support
for the construction of knowledge and citizen awareness about a place.

Geoinformation technologies are undergoing a significant paradigm shift related to
the use and production of georeferenced data and information - largely based on geovi-
sualization and access through the world wide web - with as main objective supporting
the construction of opinions and decision-making. In this sense, the geodesign process,
when incorporated into the fundamentals of SDI (Spatial Data Infrastructure) and Web-
GIS (Web-based Geographic Information System), can be a robust supporting structure
for the creation of opinions and decision-making through participatory planning, taking
advantage of geoinformation technology [12].

Additionally, Wilson [13] points that the join of geodesign and web create opportu-
nities for using these platforms of geoinformation technologies, with the potentiality to
transcend scales, involving more people in the discussion, to encourage spatial thinking
and the use in collaborative decision making. The author also highlights the importance
of geodesign education on graduation degrees, preparing future professionals to work
with real problems and possible solutions around the world.

In this scenario, the architect and urban planner play a very important role. As one
of the professionals trained to carry out the reading of the space, he must perform
as the decoder of the collective desire, considering the social and cultural aspects of
each location. Such an attitude allows exploring a truly collaborative experience, where
participants visualize the impacts generated by their proposals and actions. This is a
relevant factor defended by Arnstein [14] in the stages of evolution of the participatory
process and the performance of the technical staff. According to the author, the emphasis
is often on unilateral information, from the technicians to the citizens, without there being
a communication channel that allows the return, and even less, with negotiation power
for the citizens.

From this point of view, this article aims to present a didactic and methodological
experience using geodesign as a process. It also presents the web-based platform as an
instrument that facilitates the construction of citizen awareness. Moreover, it presents
the use of alternative urban parameters, the Completeness Indicators, in a course on
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urban planning at the local scale, of the Architecture and Urbanism graduation course.
Students learn the process of collective construction of ideas while being informed about
values that favor the condition of completeness of the collective urban space. The article
is structured as follows: (i) detailing of the methodological steps used in the course; (ii)
presentation and description of the case study area; (iii) report on the development of
activities and experiences with the virtual geodesign platform, GISColab; (iv) results and
analysis of the experience, and finally (v) considerations about the experience, processes,
methods, and tools explored.

2 Methods, Tools and Methodological Steps

This paper reports a methodological and teaching experience, with alternative or non-
traditional urban parameters, in the course “Urban Planning: Local Scale Problems”,
that was held on the Architecture and Urbanism graduation, Federal University of
Minas Gerais. The course was taught from October 2021 to February 2022, apply-
ing the Geodesign process as a methodology and the Brazilian web-based platform, the
GISColab.

The GISColab platform, as an SDI service, was initially developed by GE21 Geotech-
nologies. Using this first structure, it was adapted to be used as Brazilian geodesign and
co-creation platform, developed by Moura and Freitas [12]. The platform presents a map
collection (layers) and tools to assist in the geovisualization, analysis, and proposition
of ideas for a given place. All maps are georeferenced and are placed on the platform
with pre-established legends, or can be uploaded using the connection with other SDIs.

It is up to the user to control the overlap, transparency and visualization of the layers
to better qualify the relationship between the phenomena observed in the territory under
study. The content of the layers can encompass phenomena of different aspects such
as hydrography, vegetation, slope, distribution of roads, protected areas, slums, among
others, which interfere in the perception of space. They are used as reference layers to the
proposition of ideas and in the voting of a proposal. The set of maps can be customized
by the workshop organizer according to the demands of each territorial context and the
participants.

The tools present in the GISColab platform support the stages of the geodesign
workshop. The “Annotation” tool supports the initial stages, where aspects of the territory
are being identified and has points for demarcating these characteristics. This first step is
called “Reading Enrichment”. The “Dialogues” tool involves the propositional stage and
is used to build ideas through more resources such as points, lines and polygons. This
tool also has a comment feature, where participants can leave their impressions about
the proposals. It is still possible in the “dialogues” tool to use the “likes and dislikes”
mechanism, counting votes and recording the opinion about the ideas. Dialogues are
used to the steps “Creation of Ideas”, “Discussion of Ideas” and “Voting of Ideas”.

Before the beginning of the workshop activities, the students attend to classes about
the “traditional” and “non-traditional” urban parameters. In Brazil, the traditional ones,
presented in all Master Plans, are the morphometric parameters, and the non-traditional
are presented as assumptions related to cultural values, environmental studies and land
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use. The idea of Completeness Index for Complete Streets by Rosa [8] and about the func-
tions of the street. They are presented to the students at this moment as non-traditional
urban parameters that increase the quality of the urban space.

In the first step, the students developed their ideas in a collaborative and broader
way, that is, in the form of plans of ideas for the territory, and with the aid of the digital
platform GISColab. The didactic-pedagogical dynamics was established through the
following sub-steps (which took place both in asynchronous and synchronous ways): (i)
an introduction to geodesign, with emphasis on the Steinitz framework [7] (since this
design process was unknown to most students); (ii) reading enrichment about Pampulha
individually; (iii) division of students into three groups (environment, movement and
place) and preparation of the first design suggesting. In the next, more detailed step,
the sub-steps were: (iv) assumptions about the twelve indicators of completeness of
the streets; (v) a design review including the completeness indicators, negotiation and
voting of the final design, resulting in a single and collective proposal (Fig. 1). The
groups worked in a “circle” logic, in which each group worked first on its own context,
and then, the groups changed the contexts adding ideas in the proposal.

previous first step second step

(b)
Geodesing introducion + GISColab

completeness
index for Steinitz (2012)
complete streets Moura and Freitas (2021)

review design
+

comments and voting

reading

Rosa, 2020 enrichment

urban (iif)
parameters

(iv)

design completeness

assumptions by function indicators
assumptions
(a)
traditional and innovative environment, place and
movement

Fig. 1. Workshop activity flow. Source: the authors.

In the second step, the students were encouraged to consider twelve Completeness
Indicators of the streets (e.g., street afforestation, efficient drainage, flexibility of uses,
active mobility and modal connectivity) and to propose urban designs for the studied area.
The idea of using these indicators is related to stimulating the use of innovative urban
parameters and, consequently, resulting in more attractive urban spaces and landscape.
In addition, the use of the indicators aims to facilitate the construction of ideas in line
with the place, and also facilitates the gradual understanding of new concepts, such as
the vocation, completeness, and planning functions of the street. This logic supported the
dynamics of geodesign and was supported by it. From the description of the proposals,
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the use of the completeness indicators was computed, and dynamically presented in
widgets on the platform, demonstrating which indicators were the most or least impacted
positively/negatively, thus allowing the development of more assertive and qualified
proposals.

2.1 The Study Area

The Pampulha District is located in the northern vector of the municipality of Belo
Horizonte, capital of the state of Minas Gerais (Brazil) (Fig. 2). This administrative
region has as its main landmark a dammed river of the same name, which originated the
Pampulha Reservoir. The dam is part of the local landscape along with other landmarks
such as the Governador Magalhdes Pinto Stadium (Mineirdo), the Mineirinho Gym, the
Pampulha Airport, the S3o Francisco de Assis Church, the Ecological Park, the Zoo and
the Botanical Garden, among others.

Pampulha District
Minas Gerais I Belo Horizonte

\ et AN

Pampulha Resevolr

\

Fig. 2. Location map of the Pampulha District. Data source: PBH. Organization: the authors.

Due to the difficulty of accessing the center of the capital, the Pampulha District,
which was once part of the rural area formed mainly by farms, had its urbanization process
later than that of the capital, starting in the 40s. With the development of highways and
of urban transport in the city, the region became accessible mainly by automobiles, in a
context of modernization of the then mayor Juscelino Kubitschek, through Fernao Dias
Highway and Presidente Antonio Carlos Avenue.

The Pampulha Ensemble represents a milestone in modern architecture, receiving
in 2016 the title of Cultural Heritage of Humanity by the United Nations Educational,
Scientific and Cultural Organization (UNESCO). The ensemble turned exceptional by
the innovative way in which the formal and technological resources of its repertoire
were used. Thus, the experience of Pampulha expresses the following fundamentals:
innovations in form, especially in curves; the technological innovations provided by
the use of the plastic potential of concrete; and innovations in landscaping, represented
by early ecological interest, appreciation of native flora and botanical compositions of
strong plastic expression [15].

Pampulha is an area that houses, in addition to leisure facilities and parks, regions
with a lot of residential use. It is a place where the real estate pressures of densification
and verticalization collide with the specific care established by the heritage protec-
tion policies for the landscape and environmental values. Thus, a conflict of interest
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is established in the area over the fate of the cultural and environmental landscape of
Pampulha, resulting in a challenge for the dialogue between the different actors and the
possible alternatives for the future of the region. This stage makes the discussion and
learning about the region enriching, as it favors different analyzes and still requires new
approaches and instruments to deal with these impasses. These impasses can be analyzed
under the scope of the functions of movement, environment and place of the region.

Thus, the “movement function” deals with the street’s ability to accommodate dis-
placement, enable access and active mobility, and minimize travel time. In the region of
Pampulha, there is an articulating character, connecting the center to the north vector by
means of rapid transit intended mainly for the car. It can also observe long routes with
cycle lanes and little availability of public transport, resulting in a challenge for modal
connectivity, active mobility and road safety in the region.

The “environment function” also brings great discussions when observed in Pam-
pulha, according to (Fig. 3). There it has great arboreal expressiveness that contributes
to the allocation of spaces for recreation, sport, leisure and tourism and also to the main-
tenance of the climate, air quality, landscape quality, water drainage, among others. This
function clashes with issues related to the urban parameters applicable to the area, since,
in understanding its landscape as a cultural and environmental heritage, it is necessary
to adapt and propose new alternatives for sustainable development.

Pampulha District Recreation and Vegetation - Belo Horizonte, Brazil

Legend
[ Pampuiha Region
Pampulha Resevoir
Undergrowth or Shrub
B Arboreal or Robust
Medium Concentration of Culture, Sport and Recreation
Medium-High Concentration of Culture, Sport and Recreation
High Concentration of Culture, Sport and Recreation

Fig. 3. Vegetation and Recreation activities map of the Pampulha District. Data source: PBH.
organization: the authors.

And finally, the “place function” is evidenced in the region through the options
for living there. The public space in Pampulha is attractive to the most varied people
and leads to different recreational activities. However, currently, it is quite restricted to
equipment present in the vicinity of the lake The concentration of commerce in Regional
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Pampulha has been established outside the architectural and environmental heritage in
the region (Fig. 4).

Pampulha District Concentration of Business - Belo Horizonte, Brazil

Legend
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Pampulha Resevair

Medium Concentration of Busingss
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e PBH and CEMIG

Fig. 4. Trading concentration map of the Pampulha District. Data source: PBH/CEMIG.
organization: the authors.

3 The Development of the Case Study

Assuming that the students performed the previous activities: classes on traditional
parameters and on alternative parameters and about completeness index and street func-
tions (movement, environment, place), the workshop was held from January 20, 2022
to February 8, 2022, totaling six (6) meetings (synchronous/asynchronous).

For the first meeting, the students were instructed to previously watch the recorded
classes about geodesign concept and about the Brazilian geodesign platform, GISCo-
lab. Thus, on January 20, 2022, they performed the reading enrichment individually,
exploring the maps available on the platform and adding the observations through the
“Annotation” tool (Fig. 5).

On January 25, 2022, students were separated into three groups (environment, move-
ment and place) and the elaboration of ideas began through urban parameters (preferably
represented by polygons) and urban drawings (preferably represented by points or lines),
each in its own context (working windows) at GISColab.

As mentioned, the students were divided into three groups with 4 students each:
environment (group 1), movement (group 2) and place (group 3). The idea was for each
group to make proposals for their own context. For example, Group 1 thought about ideas
of urban parameters and urban designs for the “environment function”, based on what
was explained in the conceptual class on the Completeness Index for Complete Streets. To
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make their contributions, the students used the “Dialogs” box (Fig. 6), with the author’s
information and description of the proposal. On January 27, 2022, students worked in
the other two contexts. In the first round, group 1 worked in the “movement” context,
group 2 worked in the “place” context, while group 3 worked in the “environment”
context. In the second round, group 1 worked in the “place” context, group 2 worked
in the “environment” context, while group 3 worked in the “movement” context. At the
end of the circle, the three groups had performed in the three contexts.

Pampua | Erfouecerenis de Lot

Confiito visualizagio e altos edificios - atenclo

Risco & seguranca

Grande vazio de , servigos e inf

Potencial de transformagio

TR

Fig. 5. GISColab interface showing the “Annotations” box (right) with the name of the idea and
an explanatory text about the contribution or observation. Source: the authors.
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Fig. 6. GISColab interface showing the “Dialogs” box (right) with the name of the proposal,
an explanatory text about the proposal, the identification of the group and the description of the
completeness indicators. Source: the authors.

In addition, on February 2nd, students watched a video about the twelve indicators
before class, which describes each one and exemplifies how they can be applied. The
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purpose of the day was to edit the proposals taking into account the Completeness
Indicators. Each group in its context of origin edited the initial proposals, analyzing one
by one and informing in their description to which indicators the idea could contribute
positively or could cause negative impacts. For this description, the students followed the
logic: Proposal Name $(comma-separated numbers from positive indicators) & (comma-
separated numbers from negative indicators), for example: Permeable Sidewalks $2, 7,
9 & 3, 10, in which 2, 7 and 9 are positive contributions to the mentioned indicators,
while 3 and 10 are the negatively affected indicators ones (Figs. 7, 8 and 9).
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Fig. 7. GISColab interface showing the “Environment” context working window after the
completeness indicators description. Source: the authors.
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Fig. 8. GISColab interface showing the “Place” context working window after the completeness
indicators description. Source: the authors.

On February 3, through video and script guidelines, students used the “Dialogues”
tool to write comments for each proposal, as a discussion or debate. For example: whether
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Fig. 9. GISColab interface showing the “Movement” context working window after the com-
pleteness indicators description. Source: the authors.

or not they agree with the idea/location, what could be improved and suggestions in
general. Also following a cycle for the activity, avoiding simultaneous access to the same
context and loss of information. Finally, the group entered the context itself, analyzed
the comments left by colleagues and adjusted the proposals that it considered pertinent.

Finally, on February 8, 2022, the proposals were added together in the same context,
called “Synthesis” (Fig. 10). The objective was to analyze the proposals made, their
comments, keeping in mind the votes (individual opinion) that was carried out imme-
diately afterwards in a synchronous way conducted by the workshop coordinator. The
result was a unique and collectively constructed design.

B~ - =
pr:>

Impacis POSITIVG mos KCx

>

enpacio NEGATTVOS noa i1 |

f
)

-3 "-.I-.
(V'\‘-.\-
<@

T S |

Fig. 10. GISColab interface showing the “Synthesis” context working window. Source: the
authors.
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4 Results and Discussion

The results were organized in an impact matrix (Fig. 11). The goal was to understand
which indicators were more contemplated or not so well considered in the selected
ideas. It was also a way to elucidate possibilities of representation of the results and
diagnoses for the students. As can be seen, the indicator “permanence spaces” was the
most contemplated, that is, with positive impacts. On the other hand, the “road capacity”
indicator was identified as a negative impact at the end of the experiment. This panorama
showed it was easier to the students to understand and create proposals about “place”,
to the detriment of proposals on “environment” and “movement”.

1. street afforestation
2. efficient drainage

3. environmental comfort
4. landscape quality
5. active facades
6
7
8
9

. flexibility of uses
. universal accessibility
. permanence spaces
. road capacity

10. road safety

11. mode connectivity

12. active mobility

Bl Most benefit
8 Benefit

Neutral

=1 Detriment
| -8 Most Detriment

\ w &
N i-'!w-ucnbmu‘-hh

Fig. 11. Impact matrix of completeness indicators. Source: the authors.

After the end of the workshop, the performance of the proposals was evaluated, con-
sidering thematic, locational and priority assertiveness (Fig. 12). Thematic assertiveness
is related to the theme of the proposal, if it is good and appropriate to the context, in
short, if it is “a good idea”. Priority assertiveness is related to the workshop’s objec-
tive of incorporating new concepts and alternative urban parameters, the indicators of
completeness. Thus, a proposal with priority assertiveness has correctly incorporated
the indicators in its description. On the other hand, locational assertiveness is related to
the appropriate location of the proposal, based on the observation of the map collection
offered and prior knowledge of the place.

From this analysis, it was possible to observe that most proposals achieved all
the three criteria (58.40%), followed by proposals that achieved at least two criteria
(34.88%). There were no proposals without some level of assertiveness. Although there
is still room for further analysis on the factors that led to this situation, the first impres-
sions show that the dynamics and methodological process incorporated in the workshop
fulfilled its teaching and consensus building objectives.

Priority assertiveness was the least recurrent (69.76%), followed by locational
assertiveness (88.37%), while thematic assertiveness was the predominant one (92.03%)
(Fig. 13). Such a picture shows that the use of geovisualization tools and geotechnologies
may have contributed positively to the understanding of the place, that is, to the locational
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assertiveness of the proposals. When analyzing the result of the priority assertiveness of
the proposals, it became evident that the non-assertiveness was due to errors in under-
standing the indicators and new concepts for the students. Therefore, priority assertive-
ness can be improved with a previous and more in-depth approach to the indicators,
adding more technical and conceptual details to the assumptions.
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Fig. 12. Performance of the proposals analyzed by thematic, locational and priority: green (3),
yellow (2), orange (1) and red (0). Source: the authors. (Color figure online)
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5 Conclusions

Geovisualization and geoinformation played an important role in this experience, as
it was carried out entirely remotely (online). It allowed knowledge about the place
to be aggregated and built collectively. In addition, the use of digital tools facilitates
communication and the consolidation of the main concepts. The use of geoinformation
technologies, such as the GISColab digital platform, has shown that they have great
potential on the teaching, since the undergraduate students (mostly, with 20 years old)
are mostly digital natives. In this reported experience even the platform’s unproven tools
were explored.

The use of Completeness Indicators in urban planning course encouraged students to
research innovations and other projects for reference, that is, to think about professional
practice beyond what is posted. It also worked as an exercise that led students to think
about the positive and negative impacts of their proposal on the place and considering
the people of the place. Finally, the use of geodesign as a methodology for teaching
Architecture and Urbanism proved to be a maturing process of building consensus.
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Abstract. The geodesign framework has supported stakeholder engagement in
policy-making and planning with its innovative, practical, operational, fast, and
participatory tools for a long time. Although geodesign has provided practitioners
with systematic and technologically sound solutions for sustainability problems
within the International Geodesign Collaboration (IGC) network, a new concept
of connectivity among neighbouring cities and the regeneration of landscapes
should be more stressed by the participatory workshops. The paper proposes
using geodesign system thinking to spark cooperation between Academia and
Public Authorities to foster integrated, spatially explicit, and strategic planning.
The experimentation presented in this paper aims at providing recommendations
for sustainable design with a particular focus on local problems linked to accessi-
bility and reclamation. The peninsula of the city of Bacoli (Italy) has been selected
as a best-fit case study for investigating these dynamics by involving a working
group of professors, researchers, PhD candidates, and students from the Second
Level Master in Sustainable Planning and Design of Port Areas of the Univer-
sity of Naples Federico II, along with professionals, citizens, and policy-makers
belonging to the Municipality. The workshop experience has demonstrated how
collaborative processes between people with different backgrounds and interests
can elicit preferences and identify relationships among the recovery of systems
connected to landscape regeneration and accessibility infrastructures.

Keywords: Geodesign - Decision-making process - Spatial planning -
Collaborative design - Port areas

1 Introduction

In the last decades, a new approach to planning, integrating multi-dimensional issues
and divergent points of view with technological tools, has emerged to resolve wicked
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and complex decision-making [1]. From an urban and sociological point of view, this is
unprecedented [2]. Conventional planning approaches are no longer suited to cope with
such multi-dimensionality since they frequently fail to consider the issues endorsed by
different stakeholders interested in the planning process [3]. As cities become increas-
ingly complex, planning methods that encourage collaboration among stakeholders are
needed to reach a consensus [4—7] in order to pursue the goals of the Agenda 2030 to
make cities more liveable through a shared vision of integral sustainability [8].

Although geodesign has provided practitioners with systematic and technologically
sound solutions to sustainability problems, new concepts of connectivity among neigh-
bouring cities and the reclamation of landscapes [4, 9, 10] should be more stressed in
specific geographical areas. The concept of sustainability is the crucial theme of territo-
rial development policies with a specific reference to the integration of natural landscape
systems with artificial urban systems, balancing public and private stakeholders’ cultural
backgrounds and visions oriented to priority development strategies [11]. Shared knowl-
edge makes the planning process more effective with today’s tools and methods, where
teamwork is essential.In addition, geodesign methods can support decision-makers fac-
ing new and complex problems like emergency response and public participation [12,
13].

The Steinitz geodesign framework implemented into the Geodesignhub.com plat-
form (GDH) offers suitable methods and tools for resolving complex urban problems.
Through a systemic and inclusive vision, not only the expert knowledge guides a
decision-making process, but all local actors contribute to building knowledge. Two
fundamental components of the geodesign methodology are relevant for improving the
decision-making process: digital information technology and the active participation of
local communities in the planning process [14, 15]. While conventional public involve-
ment has proven problematic in many cases [16], geodesign methods have effectively
involved local community members in the design phase through virtual collaboration. As
aresult, the geodesign approach to spatial planning has attracted interest from academics,
corporate businesses, and institutional settings [15, 17-21].

Based on these premises, the research aims to show and discuss the results of a
geodesign workshop referring to the Municipality of Bacoli, in the South of Italy, nearby
the City of Naples. In the following paragraphs, development strategies are described
for the study area, which were pursued through a two day, iterative, online and in-
person workshop that has involved different stakeholders. The geodesign workshop
was supported by the online GIS-based platform Geodesignhub.com, allowing for geo-
referenced analysis and design, and facilitating communication and negotiation among
the stakeholders involved in the decision-making process.

The article is organized as follows: Sect. 2 shows the selected study area through a
short description of its geographical, morphological, social, and cultural features; Sect. 3
describes the preparatory steps of the workshop and the involved stakeholders; Sect. 4
discusses the results obtained from the negotiation phase, while the conclusions and
open questions are presented in Sect. 5.
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2 The Case Study of Bacoli (Italy)

The Municipality of Bacoli (Fig. 1) near Napoli is located in a complex landscape
system with a high intrinsic environmental value. It originated from an eruptive phase of
a volcanic formation during the “Third Phlegraean Period”, approximately 8.000 years
ago. It stands on an alignment of seven volcanoes (dating back to two different historical
periods), arranged on a single axis, and comprising the volcanoes of Capo Miseno,
Miseno harbour. The relief characterises the entire ancient centre of Bacoli, from Punta
del Poggio and Piscina Mirabile to Centocamerelle. The craters of Baia stand at the
Aragonese Castle of Baia and goes up the provincial road that leads from Pozzuoli
to Bacoli; the Gulf of Baia has almost wholly dismantled the remains of the volcano
recognisable in Punta Epitaffio, and in the yellow tuff ridge that looks towards Lucrino.
These are in the northern area outside the inhabited centre.

Fig. 1. The Bacoli case study (Source: the authors). (Color figure online)

The Campi Flegrei area shapes an environmental system of exceptional value, con-
sisting of an inseparable interweaving of natural and anthropic structures, historical
formation, and agricultural land uses. Over time, these four systems have created a
complex ecosystem that is constantly evolving but whose fragility appears even more
exposed today after the ongoing transformations between the 1960s and 1990s. At the
beginning of the twentieth century, large industrial plants and specialised infrastructure
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boosted mono-functional urbanisation. Consequently, the Phlegraean territory has grad-
ually lost its peculiar character because urban growth has taken place without planning
and control of land use, upsetting and destructuring the traditional character of many
Phlegraean towns. In Bacoli and neighbouring municipalities (Monte di Procida, Quarto
and Pozzuoli), the natural boundaries - characterised by particular geomorphological-
structural features - have been overtaken and partly eroded by an exponential increase
in new buildings, some of which are linked to a structured planning design. This has
led to the uncontrolled development of infrastructures linking land and sea, resulting
in the gradual l