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Preface

These six volumes (LNCS 13377–13382) consist of the peer-reviewed papers from the
workshops at the 22nd International Conference on Computational Science and Its
Applications (ICCSA 2022), which took place during July 4–7, 2022. The
peer-reviewed papers of the main conference tracks are published in a separate set
consisting of two volumes (LNCS 13375–13376).

This year, we again decided to organize a hybrid conference, with some of the
delegates attending in person and others taking part online. Despite the enormous
benefits achieved by the intensive vaccination campaigns in many countries, at the
crucial moment of organizing the event, there was no certainty about the evolution of
COVID-19. Fortunately, more and more researchers were able to attend the event in
person, foreshadowing a slow but gradual exit from the pandemic and the limitations
that have weighed so heavily on the lives of all citizens over the past three years.

ICCSA 2022 was another successful event in the International Conference on
Computational Science and Its Applications (ICCSA) series. Last year, the conference
was held as a hybrid event in Cagliari, Italy, and in 2020 it was organized as virtual
event, whilst earlier editions took place in Saint Petersburg, Russia (2019), Melbourne,
Australia (2018), Trieste, Italy (2017), Beijing, China (2016), Banff, Canada (2015),
Guimaraes, Portugal (2014), Ho Chi Minh City, Vietnam (2013), Salvador, Brazil
(2012), Santander, Spain (2011), Fukuoka, Japan (2010), Suwon, South Korea (2009),
Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006),
Singapore (2005), Assisi, Italy (2004), Montreal, Canada (2003), and (as ICCS)
Amsterdam, The Netherlands (2002) and San Francisco, USA (2001).

Computational science is the main pillar of most of the present research, and
industrial and commercial applications, and plays a unique role in exploiting ICT
innovative technologies. The ICCSA conference series provides a venue to researchers
and industry practitioners to discuss new ideas, to share complex problems and their
solutions, and to shape new trends in computational science.

Apart from the 52 workshops, ICCSA 2022 also included six main tracks on topics
ranging from computational science technologies and application in many fields to
specific areas of computational sciences, such as software engineering, security,
machine learning and artificial intelligence, and blockchain technologies. For the
52 workshops we have accepted 285 papers. For the main conference tracks we
accepted 57 papers and 24 short papers out of 279 submissions (an acceptance rate of
29%). We would like to express our appreciation to the Workshops chairs and co-chairs
for their hard work and dedication.

The success of the ICCSA conference series in general, and of ICCSA 2022 in
particular, vitally depends on the support of many people: authors, presenters, partic-
ipants, keynote speakers, workshop chairs, session chairs, organizing committee
members, student volunteers, Program Committee members, advisory committee



members, international liaison chairs, reviewers, and others in various roles. We take
this opportunity to wholehartedly thank them all.

We also wish to thank our publisher, Springer, for their acceptance to publish the
proceedings, for sponsoring some of the best papers awards, and for their kind assis-
tance and cooperation during the editing process.

We cordially invite you to visit the ICCSA website https://iccsa.org where you can
find all the relevant information about this interesting and exciting event.

July 2022 Osvaldo Gervasi
Beniamino Murgante

Sanjay Misra

vi Preface
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Welcome Message from Organizers

The ICCSA 2021 conference in the Mediterranean city of Cagliari provided us with
inspiration to offer the ICCSA 2022 conference in the Mediterranean city of Málaga,
Spain. The additional considerations due to the COVID-19 pandemic, which neces-
sitated a hybrid conference, also stimulated the idea to use the School of Informatics
of the University of Málaga. It has an open structure where we could take lunch and
coffee outdoors and the lecture halls have open windows on two sides providing
optimal conditions for meeting more safely.

The school is connected to the center of the old town via a metro system, for which
we offered cards to the participants. This provided the opportunity to stay in lodgings in
the old town close to the beach because, at the end of the day, that is the place to be to
exchange ideas with your fellow scientists. The social program allowed us to enjoy the
history of Malaga from its founding by the Phoenicians...

In order to provoke as much scientific interaction as possible we organized online
sessions that could easily be followed by all participants from their own devices. We
tried to ensure that participants from Asia could participate in morning sessions and
those from the Americas in evening sessions. On-site sessions could be followed and
debated on-site and discussed online using a chat system. To realize this, we relied on
the developed technological infrastructure based on open source software, with the
addition of streaming channels on YouTube. The implementation of the software
infrastructure and the technical coordination of the volunteers were carried out by
Damiano Perri and Marco Simonetti. Nine student volunteers from the universities of
Málaga, Minho, Almeria, and Helsinki provided technical support and ensured smooth
interaction during the conference.

A big thank you goes to all of the participants willing to exchange their ideas during
their daytime. Participants of ICCSA 2022 came from 58 countries scattered over many
time zones of the globe. Very interesting keynote talks were provided by well-known
international scientists who provided us with more ideas to reflect upon, and we are
grateful for their insights.

Eligius M. T. Hendrix
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Abstract. The article considers the linguistic foundations of the Kazakh language
for the Kazakh speech synthesis system. A formalization of phonological rules
is presented for the implementation of an automatic transcription of words into
transcriptional notation, which can be applied to speech synthesis and recognition
systems.
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1 Introduction

This work is carried out within the framework of the project BR11765535 “Development
of Scientific and Linguistic Foundations and IT Resources to Expand the Functions and
Improve the Culture of the Kazakh Language”. The aim of the project is to develop sci-
entific and linguistic foundations and IT resources to expand the functions and improve
the culture of the Kazakh language as a language of interethnic communication in digital
format, which is an urgent and important problem in the strategic direction of develop-
ment of our state. The solution of this problem will be carried out on the basis of: an
analysis of the scientific, methodological and normative foundations of the grammar of
the Kazakh language and computational linguistics; research of models and methods of
speech synthesis; building a formal description of the grammar of the Kazakh language,
artificial intelligence technology for the development of an intelligent synonymizer, an
electronic reference book, a mobile application “Fascinating Onomastics”, an electronic
dictionary of terminology of school textbooks, a Kazakh speech synthesizer and an
intellectual system “Akhmettanu”. The main approaches to conducting research are the
construction of a formal description of the grammar of the Kazakh language, the creation
of a database of synonymous words, proper names, and terms for the relevant subject
areas (socio-political and public life, grammar of the Kazakh language and school text-
books), taking into account their history, use and possible interpretations, the formation
of an audio and text corpus for the synthesis of Kazakh speech, as well as the creation of
a knowledge base on Akhmet Baitursynuly’s scientific heritage and on all structural tiers
of the language in the light of his teachings. The solution to this problem is possible only
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with the use of intelligent technologies for computer processing (analysis and synthesis)
of oral and written texts (data) in the Kazakh language. This article will consider the lin-
guistic foundations of the synthesis of Kazakh speech based on Akhmet Baitursynuly’s
works, as well as some ethical aspects of the perception of his scientific and cultural
heritage.

2 Related Works

The development of low-resource languages is accompanied by a number of difficulties,
which are different in countries depending on their historical and cultural heritage.

There are works [1–4] on natural language processing, where various ethical issues
related to the processing of natural languages are solved.

Similar research and development of low-resource languages is carried out to prevent
its disappearance and its development, to study the knowledge contained in the original
works in these languages in [5–7]. The ethical aspects of the development of low-resource
languages are also often touched upon, since often low-resource languages are infringed
for various reasons in their development. When it comes to Akhmet Baitursynov, an
outstanding Kazakh scientist (1872–1937), philologist, publicist [8], etc., a multifaceted
scientist whose life was tragically cut short due to his patriotic and political activities,
it is difficult to choose the type of his activity that made the greatest contribution to
scientific and social-political life of Kazakhstan [9–12]. However, this work will use
the fundamental foundations laid by A. Baitursynov in the linguistics and phonetics
of the Kazakh language, which became the basis for developing a transcriptor for the
Kazakh speech synthesis system. Particularly surprising is the fact that all his studies
were carried out about 100 years ago [13–20], however, they most accurately reflect
the modern sound and phonetic structure of the Kazakh language and allow building
the highest quality speech synthesizer. Speaking about the ethical aspect of the attitude
towards A. Baitursynov’s works, it should be noted that the attitude towards his works
changed over the years and they were completely unpopular in the Soviet era of the
development of the Kazakh language, in view of the unpopularity of the views of the
author, who was recognized as an enemy of the then existing government and only
newfound independence made possible a fresh look at his writings. The development
of artificial intelligence and the creation of systems for recognizing and synthesizing
Kazakh speech only emphasized the fundamental nature and scientific validity and value
of his scientific heritage.

3 Kazakh Speech Synthesis System

The Kazakh speech synthesis system is not fundamentally different from any other
speech synthesis system. The peculiarity of the language has an influence mainly on
the transcriptor, which feeds the transcription of the text to the input of the model that
directly synthesizes the sound. Of course, phonological features of the language may
influence the choice of a model. However, a number of previous works of the authors have
shown that the synthesis of Kazakh speech is implemented quite effectively on existing
models, whether they are probabilistic models on Hidden Markov models, models on
neural networks, diphonic, phonemic and other models [21–24].
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4 Transcriptor

A transcriptor of words into a transcription record is present in all natural language pro-
cessing systems, such as translators, recognition systems, or speech synthesis. However,
depending on the intended purpose of the system, we select one or another transcriptor
model. So, for example, a simplified transcription can be used for speech recognition
systems, while for speech synthesis systems it is necessary to use the most detailed
transcription containing the acoustic characteristics of sounds.

The segmental phonetic transcription of the text, the construction of which completes
the work of the linguistic block, is carried out by an automatic transcriptor. To do this,
first of all, the standard reading rules that operate in the language are used, that is,
equivalents of the type “letter ® phoneme ® sound”. The degree of phonetic detail (the
number of distinguishable sounds), which is selected in specific synthesis or recognition
systems when constructing transcription, can be different. Often the choice is dictated
by tradition, followed by phonetic descriptions of the synthesized language and the most
representative and commonly used dictionaries.

In a number of languages (for example, English), the relationship between spelling
and pronunciation is very complex – many words do not follow standard reading rules.
Words whose pronunciation “falls out” of the standard rules have to be processed sep-
arately, either by creating narrower, specific rules for them, or by writing the phonetic
transcription of the word directly into its dictionary characteristic, i.e., memorizing, and
not deriving from reading rules.

Representatives of the linguistic approach emphasize the need for a wider use of
phonetic and physiological knowledge in automatic speech recognition and synthesis
systems.

According to the American researcher V. Zu [25], one of the most active supporters
of this approach, the failures of acoustic phonetic recognition in various systems are due
to two reasons:

1) the use of too simplified ideas about the relationship between the speech signal and
its phonemic (allophonic) reflection in the language;

2) the use of such methods of primary acoustic processing of the speech signal, which
are too far from how it is carried out in the human auditory system.

The phonetic alphabet is the basis for the operation of the speech recogni-
tion/synthesis block. The symbols of the phonetic alphabet should unequivocally corre-
spond to those sounds, the distinction of which is essential in the process of recognition.
Therefore, minimizing the size of the phonetic alphabet without compromising the qual-
ity of recognition should be carried out by identifying in the alphabet only those sounds
that are closest in sound from the point of view of a person [26].

Therefore, for the correct construction of the transcriptor and the use of the phonetic
alphabet, we first need to translate the record of the word into an intermediate alphabet
of 31 letters, which are characteristic of the Kazakh language. At the second stage, this
record of the word is translated according to the formalized linguistic (phonological)
rules of the Kazakh language [27]. At the third stage, the received words are translated
into a transcription record in symbols of international transcription.
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It should be noted that the current Cyrillic alphabet of the Kazakh language instead
of 31 letters contains 42 letters [28]. Of these, 11 letters were erroneously introduced in
1940 only to ensure that the writing and reading of Russian words in the Kazakh text
were carried out in accordance with the norms of the Russian language. These include:
Yo, I, Ch, Sch, Ts, , E, Yu, Ya, hard sign, soft sign.

Therefore, for the correct construction of the transcriptor and the use of the phonetic
alphabet, we first need to translate the record of the word into an intermediate alphabet
of 31 letters. Equivalence of characters is presented in Table 1.

Table 1. Symbols of the current alphabet and the intermediate alphabet

5 Methods for Analyzing Natural Language Sounds

To study the sounds of natural language, phonetic methods and phonological methods
of analysis will be used.
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Phonetic methods of analysis are:

– articulation analysis;
– acoustic analysis;
– Perceptual analysis.

Articulatory analysis determines the organs of speech and their movements involved
in the formation of the sounds of the language. The articulatory analysis of the tongue
establishes the following articulatory features:

– participation of voice and noise in the formation of sounds;
– the place of formation of sounds (both active and passive organs of speech must be

indicated);
– the way sounds are produced.

According to the involvement of the voice, the sounds of the language can be divided
into vowels and consonants. When pronouncing the vowels of the language, the vocal
cords vibrate completely, and there is no contact between the organs of speech and an
obstruction in the oral cavity. When pronouncing consonants, there is an incomplete
oscillation of the vocal cords (sonorous consonants and noisy consonants) or it is absent
(deaf consonants), and in the oral cavity there is contact between the organs of speech
and a barrier.

According to the place of formation, the vowel sounds of the language can be divided
into: front-lingual (alveolar); pre-lingual; back-lingual (uvular); labial; non-labial.

According to the place of formation, consonant sounds of the language can be
divided into: front-lingual dental; front-lingual front-palatal; pre-lingual pre-palatal;
back-lingual pre-palatal; back-lingual post-palatal; bilabial; labial-dental. In the first
place is the active organ of speech, in the second – the passive organ of speech.

According to the method of formation, the sounds of the language can be subdivided
into occlusive and fricative. When pronouncing occlusive consonants in the oral cavity,
a complete closure of the organs of speech occurs and the air stream, noisily overcoming
the closure, finds a way out. When pronouncing fricative consonants in the oral cavity,
a gap is formed between the organs of speech and the air stream seeps noisily through
the gaps.

For occlusive consonant sounds, exposure turns on the moment of complete cessa-
tion of the flow of the air stream through the oral cavity. Fricative consonants can be
subdivided into: explosive; confluent; nasal; flicking; explosive-lateral; vibrant.

The acoustic analysis of the language determines the presence of phonetic patterns
in the formation of syllables and words from vowels and consonants. In the Turkic
languages, including the Kazakh language, such phonetic regularity is vowel harmony.

Vowel harmony requires that all vowels and consonants in a syllable or a word be
pronounced with a single timbre.

Vowel harmony is formed from a combination of four timbres: solid non-labial; soft
non-labial; hard labial; soft labial.

Speech recognition uses acoustic analysis based on the physical characteristics of a
sound.
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Based on the physical nature of sounds, sounds can be classified into nine groups of
features:

• vocality – non-vocality

• consonance – non-consonance

• high pitch – low pitch

1. high pitch
2. low pitch

• diffuseness – compactness

1. diffuse
2. compact

• flatness – non-flatness

• sharpness – non-sharpness

• discontinuity (pausedness) – incessancy
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• sharpness – non-sharpness

• sonority – voicelessness

Phonological methods are:

– synharmonic-articulatory analysis;
– synharmonic-acoustic analysis;
– synharmonic-perceptive analysis.

6 Formalization of Phonological Rules of Sound Combinations
in the Kazakh Language

The Kazakh language has 9 vowels and 22 consonants.
Let introduce the following notation for vowels: G is the set of Kazakh vowels, G1 is

the set of hard vowels, G2 is the set of soft vowels, G3 is the set of non-labial vowels, G4
is the set of labial vowels, G5 is the set of back-lingual vowels, G6 is a set of front-lingual
vowels, G7 is a set of open vowels, G8 is a set of closed vowels, G9 is a median vowel
in pairwise distinguishable features of sounds in each group, i.e.

We also introduce the notation for consonants: S – consonants of the Kazakh lan-
guage, S1 – unvoiced consonants, S2 – voiced consonants, S3 – sonorous consonants,
S4 – labial consonants, S5 – anterior lingual consonants, S6 – midlingual consonants,
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S7 – posterior lingual consonants, S8 – stop consonants, S9 – round-slit consonants, S10
– flat-slit consonants, S11 – tremulous consonants, S12 – lateral consonants, that is

Let A be the alphabet of the Kazakh language, i.e. A = G ∪ S, then the set of all
chains (words) of finite length in the alphabet A is denoted as:

A∗ = A0 ∪ A1 ∪ A2 ∪ A3 ∪ . . . , (1)

where A0 = {ε} is a set of words of 0 length, A1 = A is a set of words of 1 length,
A2 = A × A is a set of words of 2 length, A3 = A × A × A is a set of words of 3length,
x is the sign of operations of the direct (Cartesian) product of a set.

The elements of the set A* will be denoted by lowercase (small) Greek letters: α, β,
γ,…. In this case, a word of 0 length (the empty word) will always be denoted by ε.

The set of all words of non-zero length in the alphabet A are denoted by A+, which
is formed by excluding the set of empty words from A*, i.e.

A+ = A∗\{ε} (2)

It is clear that any phonological unit of the Kazakh language is an element of the set
A+ [29–31].

Now we will start the formalization of phonologic rules of the Kazakh language:

1. Connection of two unvoiced consonants. On a connection of two unvoiced conso-
nants in one word or in a case when one word ends to a unvoiced consonant, and
another word begins with a unvoiced consonant, both consonants remain unvoiced:

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S15, β ⊆ γ, β = yβ1, y ∈ S3, z ∈ S2

γ = (α1x)(zβ1)
(3)

Example: The junction of two unvoiced consonants is possible at the root of the
word “akpan”, “akpar”, at the junction of the root and the affix (suffix or ending)
“atakpen”, “bakpen”, at the junction of two words “ak sandyk”, “ak sausak”. In all
these cases, the transformation of unvoiced consonants does not occur [28].
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2. Connection of two consonants unvoiced and sonorous.
2.1. During the connection of two consonants, unvoiced and sonorous, in one

word or in one case when one word ends with a unvoiced front tongue consonant
(c, т, ш), and another begins with a sonorous consonant, the unvoiced consonant
remains unvoiced, and soa norous consonant remains sonorous:

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S1 ∩ S5, β ⊆ γ, β = yβ1, y ∈ S3

γ = (α1x)(yβ1)
(4)

where S1 ∩ S5 = {C, T,Ш}.
Example: The junction of two unvoiced and sonorous consonants is possible at

the root of the word “asmar”, at the junction of the root and the postfix (suffix or
ending) “betmonshak”, at the connection of two words “zhas mal”. In all these cases,
the transformation of consonants does not occur [28].

2.2. During the connection of two consonants, unvoiced and sonorous, in one
word or in one case when one word ends with an unvoiced non-front tongue consonant
(к, қ, п, ф,), and another begins with a sonorous consonant sound, the unvoiced
consonant is replaced with its matching sonorous consonant:

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S15, β ⊆ γ, β = yβ1, y ∈ S3, z ∈ S2

γ = (α1x)(zβ1)
(5)

where S15 = S1 − (S1 ∩ S5)

Example: The connection of two unvoiced and sonorous consonants is possible
at the junction of two roots Bekmagambet (pronounced Begmagambet), Aknur (pro-
nounced Agnur) in compound words and at the junction of two words ak mandai
(pronounced agмandai), kok nayza (pronounced kognayza). In all these cases, there
is a transformation of consonants [28, 31].

3. During the connection of two consonants, voiced and unvoiced, in one word or at
the connection of two words, the voiced consonant remains voiced, and the unvoiced
consonant is replaced with its matching voiced consonant

or
voiced consonant is replaced with its matching unvoiced consonant and unvoiced

consonant remains unvoiced

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S2, β ⊆ γ, β = yβ1, y ∈ S1, z ∈ S2

γ = (α1x)(zβ1)
(6)

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S2, z ∈ S1, β ⊆ γ, β = yβ1, y ∈ S1

γ = (α1z)(yβ1)
(7)

Example: The junction of two voiced and unvoiced consonants is possible at the
junction of a root and a postfix and at the junction of two roots sozsiz (pronounced
sozsiz), kymyzkor (pronounced kymyzkor) and at the junction of two words tez
pisti (pronounced tes pisti), zhuz pyshak (pronounced zhus pyshak). However, it is
possible to pronounce it as follows: kymyz kor – kymyz gor, tez pisti – tez bisti,
zhuz pyshaq - zhuz byshak [28, 31].
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4. During the connection of two consonants, unvoiced and voiced, in one word or at
the connection of two words, the unvoiced consonants is replaced with its matching
voiced consonant, and the voiced consonant remains voiced

or
unvoiced consonant remains unvoiced, and voiced consonant is replaced with its

matching unvoiced consonant.

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S1, z ∈ S2, β ⊆ γ, β = yβ1, y ∈ S2

γ = (α1z)(yβ1)
(8)

α ⊆ γ, α = α1x, α1 �= ε, x ∈ S1, β ⊆ γ, β = yβ1, y ∈ S2, z ∈ S1

γ = (α1x)(zβ1)
(9)

Example: The connection of two unvoiced and voiced consonants is possible at
the root of the word akbar (pronounced akpar), does not occur at the junction of the
root and the postfix, at the junction of two words ak gul (pronounced akkul). In all
these cases, the voiced consonant turns into an unvoiced consonant. However, you
can pronounce these words in a different way: akbar (pronounced agbar), ak gul
(pronounced aggul [28, 31, 32].

The formal phonological rules of the Kazakh language obtained in this way will
make it possible to build a transcriptor that automatically builds a transcription of a
word, which is an important element in the development of a Kazakh speech synthesis
system.

7 Conclusion

This paper presents the results of the formalization of phonological rules and their
application in the implementation of a transcriptor for a speech synthesis system. The
transcriptor was based on the works of the Kazakh scientist, reformer of national writing,
the founder of Kazakh linguistics A. Baitursynov. Formalization, digital processing
of the works of A. Baitursynov contributes to the improvement of the culture of the
Kazakh language, as a language of interethnic communication in digital format, will
allow obtaining new scientific results in terms of the scientific and linguistic foundations
of the Kazakh language for various intelligent information systems that process natural
languages, will allow transferring knowledge to the future generation in implemented
applications, and will also have a direct impact on the development of the ICT industry
in Kazakhstan and the quality of digital services in the Kazakh language.

8 Further Work

This work is carried out within the framework of the project BR11765535 “Development
of Scientific and Linguistic Foundations and IT Resources to Expand the Functions and
Improve the Culture of the Kazakh Language”. In total, 7 big tasks are planned in the
project, 2 of which are devoted to the synthesis of the Kazakh speech, and 1 – to the
creation of an intellectual knowledge system on A. Baitursynov’s heritage. After the
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creation of the transcriptor, it is planned to create a speech synthesis system based on
the integrated End-to-End model. At the same time, it is also symbolic that the modern
phonetics of the Kazakh language, used as a theoretical basis for the synthesis of the
Kazakh speech, is based on the works of this outstanding scientist.

Funding. This research is funded by the Science Committee of the Ministry of Education and
Science of the Republic of Kazakhstan (grant no. BR11765535).
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Abstract. Information technology is ubiquitously integrated into all
areas of human and social life. It becomes progressively critical to build
trust in systems while exposing their limitations along with utility and
values. The harmonic integration of applications into society will promote
the ability of the individuals to positively adapt to change (resilience and
response) only if, instead of imposing an AI-centric world on humans,
the central goal is to rearrange AI to environments around all aspects
of human life. Current AI architectures and applications are increasingly
designed taking into account ethical issues, to support the educative role
of advanced research tools in improving the interaction between indi-
viduals and ultimately in the betterment of society. This work aims at
detecting hate speech and stereotypes in textual communication using
Artificial Neural Networks and Natural Language Processing. Starting
from data from the Evalita 2020 competition, we analyse 6851 tweets
which include stereotypes and hate speech, including text and emoti-
cons. Training our neural network with the Adam optimizer, we obtain
very promising results, of accuracy for the hate speech task and the
stereotype prediction task.

Keywords: NLP · Affective computing · Ethical computing

1 Introduction

The debate over free speech, stereotypes and hate speech, and legislation with
international protocols to be applied to digital social networks is a topic of broad
interest and still without consensus on a solution [11]. In social media and in all
communication channels that involve relatively short texts, including the head-
lines of newspaper articles, the diffusion of extremist ideas is favoured by the
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rapid mode of communication that does not promote depth and argumentation
[9,17,18]. Extremist ideas are often exploited by politicians and journalists with
click-bait marketing models. Hate speech is usually referred to lack of politically
correct attitude or animated conduct where an individual or a community, often
characterized by wide cultural differences, is denigrated on the basis of one of its
characteristics, such as the not universally accepted concept of the human race,
or skin colour, national or geographical origin, sex or gender identity, disability
or health status, religious faith or beliefs, ideological orientations. While coun-
tries and companies decide what to consider a shared undesirable outcome, AI
research is developing techniques to enhance the detection of hate speech and
stereotypes.

Techniques based on Natural Language Processing (NLP) and Artificial Neu-
ral Networks (ANN) are among the most promising methods for stereotypes and
hate speech detection [1,3,5,15]. This work considers and tests ANN and NLP
on the data of the Evalita 2020 competition [6,12] for supervised classification
including 6851 tweets labelled for stereotypes and hate speech. The added value
of the Evalita data sets is to provide text in Italian [14], while most of the data
sets for research on hate speech and stereotypes are in English only [4,8,10].
Non-English languages are being taken into consideration recently for the same
classification tasks [7,13,16] because of the relevance and criticality of the issue.
After a preprocessing phase, we proceed to split data into training and test sets
and the proposed novel ANN prototype is tested obtaining very promising results
for hate speech and good results for stereotype detection in the Italian language.

2 Architecture of the Proposed Solution

The solution we propose and discuss has been developed in different stages, see
workflow in Fig. 1, where rectangles represent data, and oval shapes represent
activities:

– Data Collection, data acquisition and preliminary transformation (e.g., emoti-
cons to text)

– Data Preprocessing: cleaning, filtering, features, word embedding computa-
tion

– Data set creation & split: training set and test set split
– Training: ANNs model setup, training and generation of trained model
– Testing: application of trained model to test set
– Results analysis

2.1 Data Set Source and Preprocessing

The original data set is from the Evalita 2020 competition [6] proposing different
NLP and speech challenging tasks in the Italian language. The Evalita 2020
data set consists of Twitter messages targeting specific social groups prone to
stereotypes, e.g., foreigners, people of minority religions in Italy, and nomads,
collected using specific keywords. Such minorities are often at the heart of the
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Fig. 1. Architectural flow of the solution

public social and political debate, and target of hate speech. The data set is
available in a tab-separated format and contains 6851 tweets, with the following
hate speech/stereotypes distribution:

– 4074 with no feelings of hate
– 2777 with feelings of hate
– 3804 with no stereotypes
– 3047 with stereotypes.

We decided to avoid balancing classes because in our case the loss due to elim-
inating terms is greater than the advantage of balancing them. In the data
set, we consider the tweet text and the tags about hate speech (hs) and stereo-
type. Before transforming text into a format suitable for training the model,
we exploit a preprocessing phase filtering put noisy non-meaningful words. We,
therefore, eliminate some specific strings within the text, e.g. URLs or @user
tags, and stop-words in the Italian language (i.e. prepositions, articles, posses-
sive, demonstrative and interrogative adjectives, conjunctions). Usually, in NLP
tasks, proper names and location names are also not taken into consideration.
However, in our case, they can prove meaningful, e.g. Rome as the Italian seat of
the government, or names/surnames of politicians involved in the public debate;
therefore, we decided not to filter them out. Moreover, Particular attention has
been paid to emoticons (i.e., the symbolic representation of emojis) [2], which
could bring useful information that the model can learn to recognise. For their
transformation, we used the emoji library that maps the analysed emoji with
its respective text-symbolic representation. For the removal of stop-words, we
used the nltk library that filters out articles, lexical particles and words without
meaning in Italian by using a predefined list of strings. Another common tech-
nique in Natural Language Processing tasks is stemming, i.e., reducing inflected
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or derived forms of a word to the stem or root of the word to identify the same
meaning in different contexts. Although Italian is a very inflected language,
when compared for instance to English preliminary experiments in this work
did not evidentiate any improvement using stemming, and therefore no prepro-
cessing was done in this sense. In Table 1 sample tweets before and after the
cleaning/filtering phase are shown.

Table 1. Examples of text before and after preprocessing

Original:

@user Rom ? Non illudiamoci. Loro non si cambieranno mai, non vogliono lavorare
e sono disposti a tutto per rubare soldi. Il loro dio e’ il denaro e non ascoltano
altrove. Mi dispiace per il clochard.

Preprocessed:

rom illudiamoci cambieranno mai vogliono lavorare disposti rubare soldi dio
denaro ascoltano altrove dispiace clochard

Original:

Leggendo questa notizia, mi vengono in mente la Fornero e Monti! Hanno varato
una Legge per mandare in pensione gli ITALIANI a due passi dalla miglior vita,
per dare i NOSTRI soldi agli IMMIGRATI? Ma chi li appoggia ancora, non si
VERGOGNA? URL

Preprocessed:

leggendo notizia vengono mente fornero monti varato legge mandare pensione
italiani due passi miglior vita dare soldi immigrati appoggia ancora vergogna

Original:

Zuccaro il magistrato leghista massone escluso dai suoi colleghi dalle indagini
mafiose e costretto per farsi notare ad attaccare le ONG e i poveri immigrati

Preprocessed:

zuccaro magistrato leghista massone escluso colleghi indagini mafiose costretto
farsi notare attaccare ong poveri immigrati thinking face thinking face

Original:

Penso che chi non vuole vedere che gli attentati terroristici sono motivati da
volontá di sottomettersi tutti (islam) sia in malafede

Preprocessed:

penso vuole vedere attentati terroristici motivati volontá sottomettersi islam
malafede

Original:

@user @user Va deindustrializzata la tratta degli africani e resa compatibile con lo
stato di diritto.

Preprocessed:

va deindustrializzata tratta africani resa compatibile stato diritto
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2.2 Word Frequency Features and Hate/Stereotype Classes

In this section we discuss some elements characterizing word frequency which
can be used to characterize hate speech and/or stereotype. In the following we
provide and analyze one Italian sentence for each of the three different classes
(i.e., hate speech and stereotypes, hate speech only, stereotypes only); to make
the criteria more understandable a translation in English of the sentences and
the single words are shown, moreover a general statistic view of the word usage
in the data set is provided:

Sentence labelled both hate speech and stereotypes: #londonattack ask
the good ol’ boy what the hell they want to do with the Islamic because if I
ask, all I get is insults on my mouth.

Sentence labelled neither stereotypes nor hate speech: @user @user in
facts since they have gained with the #rom fields everything was ok with
#Alemanno #Hypocrites

Sentence labelled no hate speech but stereotypes: Of course in #Tunisia
it must not be easy to investigate extremism in #Tunisia Islamic. They are
all extremists.

Sentence labelled hate speech but no stereotypes: #SicilyChannel has
broken my balls all over the world: politicians, smugglers and immigrants.
Close borders and stop.

A the statistics of the 20 most used words is shown in Fig. 2 the corresponding
English words are in order: not, is, Roms, migrants, are, immigrants, Italy,
everybody, Rome, has, Italians, immigration, foreigners, have, more, only/alone,
home, camp, terrorists, away. On the horizontal axis frequency of use is shown,
while the term is shown on the vertical axis. Figure 3–Fig. 4 show a class-based
analysis:

– Figure 3a shows the 20 Italian words most-used by hate speakers, in order:
not, is, are, everybody, immigrants, migrants, Italy, Roms, Italians, has,
have, home, foreigners, terrorists, Islamic, Muslims, more, illegal immigrants,
only/alone, Islam

– Figure 3b shows the 20 words most-used by non-hate speakers: Roms, non, is,
migrants, are, Rome, Italy, immigrants, everybody, has, immigration, camp,
nomad, foreigners, have, Italians, more, away, only/alone, Salvini

– Figure 4a shows 20 words most-used by writers using stereotypes: non, is,
Roms, are, immigrants, everybody, migrants, Italy, has, Italians, have, Rome,
foreigners, home, more, illegal immigrants, only/alone, Islamic, Muslim, ter-
rorists

– Figure 4b shows 20 words most-used by writers not using stereotypes: non,
Roms, is, migrants, are, Italy, immigrants, everybody, Rome, immigration,
has, camp, foreigners, Italians, more, away, Salvini (italian politician), have,
only/alone, nomads

It is interesting that while the set of words is almost the same, except for some
meaningful words, the frequency of use distribution is the most relevant feature
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to distinguish the user groups. The most used word throughout the data set is
Roms (nomads from Romania), with 1479 occurrences. Users writing texts con-
taining hate speech (i.e., hate speakers) use more frequently words such as tutti
(All) (i.e., conveying absolute and ultimate concepts), immigranti (immigrants)
and migranti (migrants), compared to non-hate speakers, using more words like
Roma (Rome) and Italia (Italy), showing more conceptual focus on facts than
on characteristics. The most used words by people using stereotypes are also
tutti (All), Roms and immigranti (immigrants), while in the rest of the classes
we always have the words Roma (Rome) and migranti (migrants). As we can
see, the word Roma (Rome) is very often used by both of them since is the seat
of the Italian government then is a central place often mentioned on decisions
about how to manage immigration issues. The word only in this paper corre-
spond to the English for the Italian word solo. In Italian “solo” can mean “only”
or “alone”, and the meaning may change in context of different tweets, but it
seems apparent that the meaning only is the best translation, being a term used
to separate classes. Figure 5 and Fig. 6 show the intersection of words present in
the text both including and not including hate speech, and the intersection of
words present both in the text including and not including stereotypes, which
are somehow shared between different groups of users.

Regarding the intersection between the twenty most frequent words used by
those who write texts containing hate speech, more than half of the words are
used by both classes (i.e., from left to right correspond in English to Roms, not,
is, migrants, are, Italy, immigrates, all, has, foreigners, have, Italians, more,
alone/only) but with different frequency. The same observation applies to the
intersection between the most frequent words of those who write texts contain-
ing stereotypes and not (i.e., from left to right they correspond in English to,
not, Roms, is, migrants, are, Italians, immigrants, all, Rome, has, foreigners,
Italians, more, have, only/alone).

Analysing the emoji frequency within the texts, we have circa only 282 over
7000 tweets containing emojis. The emoji angry is the most used both by those
who write texts containing feelings of hate and stereotypes, while emoji face
with tears of joy (i.e., laugh) is used very frequently from all classes (see Fig. 7a–
Fig. 8b). Despite the trivially lower frequency of emoticons than words, the signif-
icance of emojis for the meaning understatement is apparent. It has to be noted
that the problem of hate speech in the social network is particularly diffused
because text messages, especially short ones and written without a cognitive
filtering step taking time to re-read and correct the message, are particularly
guided by emotions, and do not convey the intention of the writer. Therefore,
such immediate text replays to posts can be easily misunderstood, while emoti-
cons, despite being still supported for the emotional side and not explaining
intentions, can clarify the meaning of the text.
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Fig. 2. Twenty most-used words in the whole data set

(a) Twenty most-used words by hate
speakers

(b) Twenty most-used words by non-hate
speakers

Fig. 3. Twenty most-used words by hate and non-hate speakers



22 G. Biondi et al.

(a) Twenty most-used words by people us-
ing stereotypes

(b) Twenty most-used words by people
not using stereotypes

Fig. 4. Twenty most-used words by people using and not using stereotypes

Fig. 5. Intersection of words shared between hate speakers and non-hate speakers

2.3 Feature Engineering

For the feature engineering phase, a preliminary analysis on the length of tweets
was carried out, to investigate the possible correlations between text length
and Hate/Stereotypes speech. The findings are reported in Table 2; on average
content flagged as containing Hate Speech or Stereotypical is longer in terms of
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Table 2. Average sentence length, # of characters

Class Average # characters

Non-hate 136.40

Hate 165.73

Non-Stereotype 137.95

Stereotype 161.19

Fig. 6. Intersection of words shared between users using and not using stereotypes

characters. The previous statement is supported also by the figures in Table 3,
showing the average length of tweets in terms of words; again, Hate-Speech or
Stereotype tweets present a higher number of words. The following features have
been computed for each tweet, on the basis of the previous figures and the data
in Subsect. 2.2:

– # of words (including stop-words)
– # of characters
– Average Words Length in the sentence (including stop-words)
– Number of stop-words
– Number of words among the top 20 most used words in the whole data set
– Number of words among the top 10 most used words in hate speech tweets
– Number of words among the top 10 most used words in stereotype tweets
– Number of words among the top 10 most used words in non-hate speech

tweets
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(a) Ten most-used emojis by hate
speakers

(b) Ten most-used emojis by non-hate
speakers

Fig. 7. Top-10 emojis in hate and non-hate speech

(a) Ten most-used emojis by people us-
ing stereotypes

(b) Ten most-used emojis by people not
using stereotypes

Fig. 8. Top-10 emojis in stereotype and non-stereotype speech

– Number of words among the top 10 most used words in non-stereotype tweets
– # Punctuation signs
– # Exclamation marks
– # Question Marks
– # Fully capitalized words
– # Words starting with a capital letter
– # mentions (@user)
– # of Hashtag signs (#)
– # emojis in the tweet
– # of emojis among the top 5 most used words in hate speech tweets
– # of emojis among the top 5 most used words in non-hate speech tweets
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Table 3. Average sentence length, # of words

Class Average # words

Non-hate 26.34

Hate 31.44

Non-Stereotype 26.59

Stereotype 30.67

– # of emojis among the top 5 most used words in stereotype tweets
– # of emojis among the top 5 most used words in non-stereotype tweets

In the experiments, word embeddings were also calculated and employed as
features. Word embedding layers create a higher-dimensional vectorial dense
representation of words in a corpus. Words which frequently appear close to
each other are mapped to closer vectors; embeddings are frequently employed in
NLP machine learning tasks.

3 Artificial Neural Networks for Stereotypes and Hate
Speech Detection

The purpose of the network described in the following is to solve two binary
classification tasks. The first task classifies tweets as Hateful/Non-Hateful, and
the second as containing/not containing stereotypes.

Fully connected neural networks have been employed, with several network
preliminary designs tested to choose the best performing ones for the final exper-
iments, for training the network and finally conducting the experimental test. In
experiments, the data set training and test sets have been split with an 80%–20%
rate.

For the HS detection task, the network has been designed as follows:

– An Embedding layer was prepended to learn the Word Embeddings, with a
vocabulary size of 17986, i.e. the number of unique words in the data set
after preprocessing, and output size and input length of 42, i.e. the maximum
length of a sentence in the data set.

– A Flatten layer, to transform the 2D, [42*42] output of the Embedding layer,
to a 1D vector of length 1764.

– A Concatenate layer, to concatenate the word embeddings to the 21 numeric
features previously described in Sect. 2.3, with a final vector of 1785 features.

– Three Dense (i.e. Fully Connected) layers, respectively having 64, 32 and 2
neurons; the activation function was Softmax for the last layer, and ReLU for
the others.

The structure of the network is shown in Fig. 9. The network was trained using
the Adam Optimizer for 4 epochs, with a batch size of 128; the Loss function
was Categorical Crossentropy. Additional experiments were performed, feeding
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the network either with text features only or word embeddings only. All the
settings, including the network structure, were kept fixed, except for the number
of training epochs, raised to 20 when only the text features were considered
and lowered to 3 for the training on embeddings only. For the Stereotypes task,
experiments were performed using the same network structure and combinations
of features tested for the HS task. The network was trained for 4, 3 and 20
epochs for, respectively, the Text Features+Embeddings input, the Embeddings
only input, and the Text Features only input. Other settings are the same as in
the HSD experiment.

Fig. 9. Neural network structure, HS task

4 Results and Discussion

In this section the results of the experiments for the HSD and ST tasks are
reported and discussed.
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4.1 Evaluation Metrics

The evaluation metrics include global Accuracy and Macro-Average F1-Score
and per-class Precision, Recall, and F1-Score. Let define:

– TPHate = True Positives i.e., the number of correctly classified items belong-
ing to class Hate

– FNHate = False Negatives i.e., the number of misclassified items belonging
to class Hate

– FPHate = False Positives i.e., the number of Non-Hate items erroneously
classified as Hate

– TNHate = True Negative i.e., the number of correctly classified Non-Hate
items

The same definitions apply to the (resp. Stereotype, Non-Hate or Non-
Stereotype) All the per-class metrics are defined in terms of TP, TN, FP, FN.
Precision, measuring the rate of relevant instances among the retrieved
instanced:

precisioni =
TPi

TPi + FPi

Recall, measuring the rate of relevant instances that have been recalled:

recalli =
TPi

TPi + FNi

F1, evenly weighting precision and recall, for each class i:

F1i =
2 ∗ precisioni ∗ recalli
precisioni + recalli

Macro-Average F1, calculated as the average of the per-class F1-Scores:

Macro − AverageF1 =
k∑

i=1

F1i

|i|
Accuracy, in binary classification tasks, is defined as the ratio between the num-
ber of correctly classified items and the total number of items in the data set:

accuracy =
TP + TN

TP + TN + FP + FN

The final results are evaluated with Accuracy and Macro-F1.

4.2 Hate Speech Detection Task

In Table 4(a) the per-class results are reported for the model exploiting both text
features and word embeddings; the corresponding confusion matrix is reported in
Table 5(a). The accuracy and Macro Average F1-Score values are, respectively,
75.47% and 73.5%, making this model the best performing for the HSD task.
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Table 4. Per-class metrics, HSD task

(a) Word embeddings + Text features

Class Precision Recall F-Score Accuracy Support

0 (Non-hate) 78% 83% 80% 75.47% 833

1 (Hate) 71% 64% 67% 537

(b) Word embeddings only

Class Precision Recall F-Score Accuracy Support

0 (Non-hate) 78% 77% 78% 72.84% 833

1 (Hate) 65% 66% 66% 537

(c) Text features only

Class Precision Recall F-Score Accuracy Support

0 (Non-hate) 67% 85% 75% 65.98% 833

1 (Hate) 61% 36% 45% 537

Table 5. Confusion matrices, HSD task

(a) Word embeddings + Text features

Class Predicted non-hate Predicted Hate

0 (Non-hate) 689 144

1 (Hate) 192 345

(b) Word embeddings only

Class Predicted non-hate Predicted Hate

0 (Non-hate) 643 190

1 (Hate) 182 355

(c) Text features only

Class Predicted non-hate Predicted Hate

0 (Non-hate) 710 123

1 (Hate) 343 194

In Fig. 10 the Accuracy and Loss values during the training process are shown.
A higher number of epochs led to overfitting; therefore, the training process was
stopped after four epochs. The additional experiments, exploiting either word
embeddings only or text features only, delivered lower results. Complete figures
are reported in Table 4(b), Table 5(b), Table 4(c) and Table 5(c).

The accuracy values for the Text Features only and Word Embeddings only
experiments are, respectively, 65.98% and 72.84%, and the Macro-Average F1-
Score 60% and 72%. It is apparent, from the results, that the most significant
contribution to the task is given by the Word Embeddings, while the text features
increase the performance only marginally.
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Fig. 10. Accuracy and Loss during training

4.3 Stereotypes Detection Task

Stereotypes detection proved to be a more difficult task for an automated sys-
tem. For all the experimental settings, the figures are lower than the corre-
sponding experiments for HSD. The best results, reported in detail in Table 6(a)
and Table 7(a) were again obtained after training the network with the Word
Embeddings and Text Features, which delivered an Accuracy of 69.19% and a
Macro-Average F1-Score of 68%.

Fig. 11. Accuracy and Loss during training

In Fig. 11 the Accuracy and Loss values during the training process are
shown. A higher number of epochs led to overfitting; therefore, the training
process was stopped after four epochs. Feeding the network with the Word
Embeddings only led to a slight loss in performance, lowering the Accuracy and
Macro-Average F1-score to, respectively, 68.75% and 68.5%, showing a promi-
nent role for the Embeddings in the ST task; complete figures are available in
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Table 6. Per class metrics, ST task

(a) Word embeddings + Text features

Class Precision Recall F-Score Accuracy Support

0 (Non-stereotype) 70% 78% 74% 69.19% 773

1 (Stereotype) 67% 57% 62% 597

(b) Word embeddings only

Class Precision Recall F-Score Accuracy Support

0 (Non-stereotype) 75% 68% 71% 68.75% 773

1 (Stereotype) 63% 70% 66% 597

(c) Text features only

Class Precision Recall F-Score Accuracy Support

0 (Non-stereotype) 60% 84% 70% 59.92% 773

1 (Stereotype) 58% 29% 39% 597

Table 7. Confusion matrices, ST task

(a) Word embeddings + Text features

Class Predicted Non-stereotype Predicted stereotype

0 (Non-stereotype) 605 168

1 (Stereotype) 254 343

(b) Word embeddings only

Class Predicted Non-stereotype Predicted stereotype

0 (Non-stereotype) 522 251

1 (Stereotype) 177 420

(c) Text features only

Class Predicted Non-stereotype Predicted stereotype

0 (Non-stereotype) 648 125

1 (Stereotype) 424 173

Table 6(b) and Table 7(b). Experiments with the Text Features only did not
deliver any appreciable result; the system is only marginally capable of recogniz-
ing stereotypes, classifying most of the tweets in the data set as stereotypes-free.
The accuracy score, in this case, is 59.92%, and the Macro-Average F1-Score
is 54.5%, determined by the low F1-Score for the Stereotype class; results are
reported in Table 6(c) and Table 7(c).

5 Conclusions

In this work we present a system for detecting hate speech and stereotypes usage
in text communication in Italian language using Artificial Neural Networks and
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Natural Language Processing; such systems prove useful in online communica-
tion contexts to promote non-aggressive and respectful dialogue between users
of social networks, taking into account language-specific aspects. The system has
been trained and tested on a data set used for the Evalita 2020 competition; it
achieves very promising results on Hate Speech Detection, with an accuracy of
75.47% and F1-Score of 73.5%, and good results on the Stereotype Detection
task, with an accuracy of 69.19% and F1-Score of 68.0%. Future experiments
aim at improving the performance by experimenting additional textual features
and verifying the proposed architecture for hate speech/stereotypes detection on
longer texts.
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Abstract. Learning Management Systems (LMSs) enable teachers and
educational institutions to manage the organization of the courses offered
and deliver courses in blended form, with LMSs offering support to in-
person teaching, or fully online. LMSs, despite having been used for a
long time, saw a dramatic increase in usage due to the Covid-19 pan-
demic; the purpose of this study is the analysis of student behaviour
within the Moodle platform, by exploiting the user interaction logs as
recorded by the platform itself. Two models are proposed to predict the
final outcome of students’ exams based on their behaviour within the
platform. The first model consists of a support vector machine, while
the second model consists of an artificial neural network; both models
were tested on two real-world data sets, delivering outstanding results in
terms of accuracy, above 90% for some of the tested configurations.
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1 Introduction

The term user profiling indicates the process of collecting personal user data
aimed at creating an abstract image, which represents the cognitive and intel-
lectual abilities, preferences and interactions that the user has with the system,
which can be used to predict the user behaviour and support, facilitate or guide
its activity in the interaction with the system itself. All this information will
then be stored and processed dynamically, as user behaviour can still vary over
time; this structured knowledge and the protocols to infer from and interact with
it represent the user model.
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1.1 User Behaviour Data Sources

Information about users can be obtained in two main ways: the first one is
to explicitly request from users information about themselves before they start
interacting with the system. This can be achieved by an interview conducted
during the registration phase, where specific data can be collected and allowed
to be modified later by the user. While in principle this is a straightforward way
to collect data quickly, on the other hand building a user model based on this
information, exposes it to the risk of quickly becoming obsolete and most of all
of not being fully objective and trustworthy. Reliability would depend entirely
on the collaborative attitude of the users to provide sincere information about
themselves, their attitudes, their interests, and its continuous update. It is very
unlikely that further updates would happen once the initial registration process
is over and, obviously, the user bias about her/himself cannot be eliminated.
One advantage of this approach, however, is that it allows the user to have full
control over the data that the system has access to. Another more objective
approach is to allow the system itself to collect observations of user behaviour;
in this case, the system monitors, as an example, the sequence of actions that
the user performs to solve a given task, and therefore the information, unlike the
first method, is not user provided, and it is objective. A problem in this case is
that, to guarantee a high accuracy of the model without having initial data, the
system has to collect a certain amount of information before being adequately
performant. Therefore, it will not be able, initially, to make any prediction by
facing the so called ‘Cold start’ [1] issue. However, when the amount of infor-
mation becomes sufficient, the models will start to provide useful information
and can then be adjusted automatically, allowing the model to adapt to user
behaviour evolution [14].

1.2 Adaptable and Adaptive Systems

Adaptation refers to the ability of the system to react differently to each user
by creating a single model of each of them, and adapting its response over the
time when user behaviour evolves.

Systems with adaptation can be divided into two types based on how they use
the user model: adaptable systems and adaptive systems. In the first class of sys-
tems, it is the user himself that can modify the aspect and the functionality of the
system going to actively select the possible options. In the second case instead,
the adaptation is executed autonomously by the system in a dynamic way, using
the currently created user model [3,12,16]. Adaptability can be achieved, for
instance, by manipulating the order in which content is shown to a user, thus
modifying the navigation itself. One approach based on adaptive system is col-
laborative filtering, where information about a user is compared with that of
others interaction with the same system. That is, if the characteristics of the
current user match those of another, the system can make assumptions about
the current user assuming that he or she has similar characteristics in areas
where its model lacks enough data, by making changes based on them. Each
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user has his or her own characteristics and interests, as well as varying levels of
familiarity with the subject under consideration; a system that knows nothing
about its users would behave in exactly the same way for each of them. It is
correct to consider, for instance, even the limitations of the users, such as dis-
ability, to allow the system to assist them. Considering the context of adaptive
E-learning systems [17], a user model can be defined as an abstract image of the
user within the system [6]. This image must contain information inherent to its
domain of knowledge, such as progress in study, goals, and interests. Based on
this model, the system will then be able to adapt its behaviours, providing, as
an example, more detailed material for users with higher proficiency in a given
subject. These elements are well summarized by the definition of an adaptive
e-learning system according to Stoyanov and Kirschner:

“An adaptive e-learning system is an interactive system that personalizes and
adapts e-learning content, pedagogical models, and interactions between partici-
pants in the environment to meet the individual needs and preferences of users
if and when they arise.”

1.3 Learning Management Systems and Moodle

A Learning Management System is typically a web based application platform
that simplifies the management, distribution and analysis of an organization’s
online training program. These platforms allow users, typically students and
instructors, to enrol, access and hold online educational activities correspond-
ing to their role, by giving them the ability to access them at any time. Given
these features, for instance, LMSs are used as verification tools for a group of
company employees to assess their competence level and productivity, or for
a class of university students for conducting ongoing evaluation tests to assess
their knowledge level. It is particularly important the role of high-level users
like administrators, whose task is to create courses and training plans, track the
progress of those who use the LMS and upload contents within the platform, and
instructors, which can monitor at any time the progress made by specific learn-
ers in a specific course [9]. Depending on the LMS used, different information
is stored for each user, such as the total time they spend in a single course, the
number of times they access the platform or performance automatically obtained
in a given test (e.g. a multiple answer quiz), or assessed by the instructor for a
given assignment. To promote the ‘social learning’ modality, an LMS can include
features that support collaboration, such as forums and wikis where it is possible
to create discussion groups or develop specific content on a specific topic collab-
oratively. In order to increase user engagement, gamification tools can also be
used, through the installation of plugins, which will eventually reward the user
through a system of rewards based on the score obtained. Corporate training is
not the only application of LMS as they are also used within educational insti-
tutions, finding applications in schools and universities. Moodle, for instance, is
an LMS distributed free of charge under an open source license, giving organi-
zations the possibility to access the source code, thus enabling them to create
numerous additional plugins aimed at adding functionality to improve the user
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experience of students as well as instructors. The learning style that Moodle fol-
lows is based on the interaction that the user has both with the learning material
[5] and, most importantly, with other learners of the same by various forms of
collaboration [11,13]. This system offers enormous advantages to teachers, since,
after creating the course, it allows them to publish the material of the lessons
from time to time, and also insert specific quizzes to check the student’s learning
progress. The platform allows the instructor, for instance, to keep track of which
student has been most/least active throughout the course [2], since the system
stores the logs (i.e. all the events that a user performs) in a relational database
[8,15], the instructor can therefore plan learner specific activity/actions such as
deepening a certain topic or repeating difficult topics. Moodle LMS stores infor-
mation about user activities on more than 145 interrelated tables [4]; in this
paper, we focus on the data of table mdl logstore standard log: it collects all the
registration of user activities and information about the events taking place in
a given course, also including activities carried out within forums or wikis.

In this paper we will describe the architecture of a system using machine
learning techniques to make predictions on final exams outcomes of university
students; the system uses logs from a Moodle platform for building a meaning-
ful user model. In Sect. 2 the data preprocessing, filtering and feature selection
phases to build the data set used in the experiments are described. In Sect. 3 the
machine learning architecture, the experiments held and the obtained results are
presented and discussed. Conclusions are finally drawn in Sect. 4.

2 Data Preprocessing, Features Selection and Datasets

The data we considered describe the history of a university course supported
by a Moodle e-learning platform in mixed modality, i.e. lessons held in physi-
cal classes, but supported by material distributed online and tests, quizzes, and
assignments submitted online. The events took place over a time span of 24
months, or 101 weeks, from the actual course creation date in the LMS to the
effective course ending date; a few weeks were excluded because no user events
were recorded. Figure 1 and Fig. 2 show the distribution of the events, respec-
tively, per month and per week across the selected time span.

The mdl logstore standard log Moodle records for each event 21 different
attributes; for the purpose of this work, four were considered:

– userid
– eventname
– timecreated
– objectid

During the first weeks, the system recorded only a few events; it is apparent
that from March, i.e. the course starting month onwards, they become much
more frequent with peaks in the June/July 2018 and January/February 2019
periods. The scarcity of events in the beginning weeks is due to the date of
Moodle course creation not necessarily corresponding to the actual start date of
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Fig. 1. Events per month

Fig. 2. Events per week

the course. The events in the first months, which constituted a tiny fraction of
the total in the data set, mainly represented course enrollment events and were
thus deemed not significant for the work. Therefore, 2018-01-01 was chosen as
the course start date; the course ending date was set instead to April 16th 2019,
the last exam session of which results were available. All of the events within the
original data set were generated by 620 single users, including administrators
and system applications; filtering the users to consider students only lowered
the figure to 605 and applying the date-time filtering described above, the users
finally fell to 575. Of these, 368 took the exam, while 207 did not attempt any
session within the analysed period. The initial total number of events by the
620 users was 99011, reduced to 93024 after applying the filter on students,
and finally to 91564 by considering only those events within the course period.
Considering the users who passed the exam, all the events following the successful
attempt were filtered out since they were deemed not meaningful to train the
models. The rest of the data set consists of students who have never passed the
exam or attempted it. For such students, the date of the first event recorded
since the beginning of the course was also taken into account but, as the final
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date, April 16th, 2019, i.e. the last considered date, thus not filtering out any
event.

April Data Set. All the features extracted, as described in Subsect. 2.1, from
the 575 students were used to build the first data set, the April data set.

July Data Set. A second data set, the July data set, was built by considering
all the students who took the exam within the month of July, i.e. during the
first exam session; it contains data of events from 2018-01-01, i.e. the course
beginning date, to 2018-07-24, i.e. the last July exam session date.

2.1 Feature Selection

The following per-user features were selected and extracted from data on a time-
based interval to build the April and July data sets:

# of events Each row within the data set corresponds to an event performed
by the user uniquely identified in the ‘userid’ column; therefore, counting the
occurrences of each user-id within the data set yields the total events.

# of course accesses The event ‘\core\event\course viewed’ logs the
accesses to the course; the total number of accesses per user was counted.
Furthermore, a key aspect linked to the total accesses is their temporal dis-
tribution over the different weeks and months of the course. The assumption
is that users who accessed the course from the earliest days, on a recurrent
basis, will have better exams outcome on average and should thus be assigned
more credit than those who waited for the exam sessions.

# of viewed discussions The event ‘\mod forum\event\discussion viewed’
records discussions’ views by users on the course forum, which is typically
used to communicate course information to students, and stores the reference
to the discussion in the objectId attribute. The number of different discussions
viewed by each user is counted.

# of viewed resources similarly to obtaining the number of discussions; in this
case the event considered is: ‘\mod resource\event\course module viewed’

final exam outcome Indicates the final outcome of each user’s exam, i.e. the
variable that the models will predict.

3 Experiments Design and Results

In this section, the machine learning architecture, the experiments held and the
obtained results are presented and discussed.

3.1 Experiments Design and Architecture

In this work two ML classifiers have been employed, i.e. Artificial Neural Net-
works (ANNs) [10] and Support Vector Machines (SVM) [7].
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K-fold Validation. After preliminary experiments which showed a tendency
to overfit with both ANN and SVM, a K-fold cross validation technique was
employed to divide the data set into k = 5 partitions of equal size. In cross-
validation, a system is trained on k−1 partitions and tested on the kth remaining
partition; the process is repeated until each partition has been used as a test set.
Considering the April data set, for each partition 460 of 575 users, i.e. 80% of
the original data set were used as the training set and 115, i.e. the remaining 20
as the testing set. For the July data set, the total number of students was 340,
with 272 used as training set and 68 as test set.

SVM. Two SVM kernels were tested, i.e. linear and RBF; various parameter
values were tested for each kernel to find the best performing combinations. The
parameter values were selected following a grid search approach, exhaustively
testing, in selected ranges, combinations of the parameters subject to optimiza-
tion, and evaluating the performance of the classifier for each parameters combi-
nation. This approach generally guarantees good results at the price of the high
computational capacity required to train from the beginning a classifier for each
of the combinations tested. The ranges of values used for the choice of param-
eters are reported in Table 1, while the final values chosen for the experiments
are reported in Table 2.

Table 1. SVM grid search ranges

Parameter Values

C 0.001 0.01 0.1 1 10 100

γ 0.0001 0.001 0.01 0.1 1 10

Table 2. SVM parameters

Kernel C γ

Linear 0.1 Not applicable

RBF 100 0.0001

ANNs. A Fully Connected Neural Network has been designed, with the fol-
lowing architecture: the input layer has 88 neurons (resp. 41), i.e. the number
of features in the April data set (resp. July). The two hidden layers are com-
posed respectively of 32 and 16 nodes with relu activation function, while the
final output layer consists of a single neuron with sigmoid activation function.
The Adam optimizer was used in the training process; binary cross-entropy was
chosen as loss function and Accuracy as performance metric.
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Evaluation Metrics. The main evaluation metric chosen for the experiments
is accuracy.

Let define:

– TPPassed = True Positives i.e., the number of correctly classified items belong-
ing to class Passed Exam

– FNPassed = False Negatives i.e., the number of misclassified items belonging
to class Passed Exam

– FPPassed = False Positives i.e., the number of Failed Exam items erroneously
classified as Passed Exam

– TNPassed =True Negative i.e., the number of correctly classified Failed Exam
items

Accuracy is defined, for binary classification tasks, as the ratio of the correctly
classified records to the total number of records:

accuracy =
TP + TN

TP + TN + FP + FN

Other computed metrics include per-class Precision, Recall, and F1-Score.

3.2 Experiments Result

In this section the results of the experiments on the July and April data sets are
reported; all the figures in the tables are averaged over 5 folds.

July Data Set. In Table 3(a), Table 3(b) and Table 3(c) the results for, respec-
tively, the SVM models with Linear (SVM/L) and RBF (SVM/RBF) kernels
and the ANN model are reported.

The best results are achieved by the SVM/L model, with an Accuracy of
85% in predicting the exam outcome; the other models show slightly lower per-
formance, while still equal or above 80%.

Table 3. Average results on the July data set

Class Precision Recall F-score Accuracy Support

(a) SVM/L model, C = 0.1

0 82% 82% 82% 85% 28

1 87% 87% 87% 40

(b) SVM/RBF model, C = 100, γ= 0.0001

0 78% 76% 76% 81% 28

1 83% 84% 83% 40

(c) ANN model

0 80% 71% 74% 80% 28

1 81% 87% 84% 40
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Table 4. Average results on the April data set

Precision Recall F-score Accuracy Support

(a) SVM/L model, C = 0.1

0 95% 97% 96% 96% 52

1 98% 96% 97% 63

(b) SVM/RBF model, C = 100, γ= 0.0001

0 91% 88% 89% 90% 52

1 90% 92% 91% 63

(c) ANN model

0 86% 83% 84% 89% 52

1 86% 89% 87% 63

April Data Set. In Table 4(a), Table 4(b) and Table 4(c) the results for, respec-
tively, the SVM/L, SVM/RBF and ANN models are reported.

The figures on the April data set are higher for all the models when compared
to the July data set; such results can be traced to the higher number of samples
and the wider set of features, covering a longer timeframe. The lowest Accu-
racy score, as in the case of the July data set, is obtained by the ANN model;
furthermore, similarly to the other data set, the ANN and SVM/RBF models
offer comparable performance, albeit with a higher ≈90% Accuracy. The SVM/L
model shows the highest figure, with a remarkable 96% Accuracy on 115 samples
and comparable Precision, Recall and F-score values across the two classes. All
models offer better performance on the April dataset; ANN turned out to be,
in both datasets, the model that offers worse accuracy, although very high. We
can see that the performance of ANN and the SVM model with RBF kernel are
similar, but the latter offers better performance in both datasets. In general,
however, we can conclude that all the proposed models offer a good solution to
the problem, guaranteeing high accuracy in assigning an exam outcome given
the behaviour of a student within the platform. The model that offers better
performance for the posed problem is the SVM having linear Kernel and a value
of 0.1 for the C parameter.

4 Conclusions

This research work shows and analyzes how students approach the Moodle plat-
form, how different their behaviours can be, and how such behaviours can lead
to predictable consequences in terms of passing an exam. All of the proposed
models showed good performance in solving the problem at hand; in particular,
the SVM model achieved very high accuracy, almost always correctly predicting
the outcome of the exam of the analyzed students.
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Abstract. One of the negative influence of climate change is the occur-
rence of large-scale disasters. All over the world, climate change-related
disasters such as torrential rains, heavy snowfalls, floods, and landslides
are occurring. For example, the number of torrential rains has increased
1.4 times in the last ten years and is increasing dramatically.

In the case of a large-scale disaster, communication and power supply
are not available; Typhoon No. 15 in 2019 caused a 20-day power outage
in Chiba prefecture, Japan. The power outage also causes the carrier
communication network inoperable, leading to a secondary disaster that
prevented smooth evacuation instructions.

A system that can stably collect weather data and provide evacuation
instructions at public facilities in the case of a disaster would greatly con-
tribute to disaster prevention. The authors developed a general-purpose
communication module for LPWA-based communication and designed
a protocol to build an autonomous mesh communication network. This
paper describes the implementation of this developed system for a ground
monitoring system using soil sensors and reports on the proof experiment.

Keywords: LPWA network · Disaster prevention · Ground
monitoring system

1 Introduction

Around the world, climate change-related disasters such as torrential rains, heavy
snowfalls, floods, and landslides are occurring. In Japan, a power outage that
lasted for hours of storage resulted in a secondary disaster in which communi-
cations systems dependent on carrier communications networks were lost and
smooth evacuation instructions could not be given.

Since communication and power supply cannot be secured in the event of
a large-scale disaster, a communication system that does not depend on power
supply and carrier communications is desired.
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A system that can stably collect weather data and also provide evacuation
instructions at public facilities during a disaster will contribute to disaster pre-
vention. The authors have developed a general-purpose communication module
for LPWA-based communication and designed a protocol to build an autonomous
mesh communication network. The authors implemented an LPWA communica-
tion protocol and an application that collects data from a weather meter using
this protocol. This paper describes the implementation of a monitoring system
using the developed system and the results of a demonstration experiment.

2 Sensing for Disaster Prevention

2.1 Requirements

This paper shows the design and implementation of a communication system for
disaster prevention and disaster reduction. The proposed system will contribute
to the prevention of many recent disasters.

This system includes the following elements; remote sensing with reliability,
and a notification function to provide evacuation instructions at public facilities.
These features are useful for disaster prevention and disaster reduction.

This communication system covers a wide area and does not depend on
the networks of telecommunication providers. Furthermore, this communica-
tion mechanism has security features to prevent unauthorized communication by
unauthorized parties. In addition, to make the resilient communication infras-
tructure to disasters, it will have redundancy and have a mechanism for recon-
structing communication routes.

This communication module has an interface to attach the required sen-
sors to detect the occurrence of disasters. Ensure those sensors, which will vary
depending on the geographical situation, can be changed flexibly.

2.2 LPWA Communication

Low-power Wide-area communications, commonly referred to as LPWA, is a
promising communication for IoT devices in recent years, and a variety of stan-
dards have been proposed [1]. LPWA has several standards, shown in Table 1.

For this study, the LoRa standard, one of the LPWA communication meth-
ods, was adopted to configure a flexible network and to use a proprietary proto-
col.

The LoRa method includes the LoRa (which stands for Long Range) modu-
lation standard and the LoRaWAN standard. LoRa has a spread spectrum mod-
ulation scheme as a specification, and also the communication physical layer is
specified. LoRa uses a license-free radio band that can be used for long-distance
transmission with low power consumption. LoRaWAN, on the other hand, spec-
ifies a software communication protocol and system architecture. As the name
implies, it uses LoRa modulation and specifies a bi-directional communication
upper layer. LoRaWAN uses cloud-based MAC (Media Access Control) and a
communication gateway managed by the Laura Alliance.
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Table 1. LPWA standards

LoRa Promoted by the LoRa Alliance and freely available for private use

Only the modulation method is specified

LoRaWAN Communication network based on the LoRa system,

which requires the use of LoRa Alliance-certified equipment

NB-IoT Using the the mobile carrier band

Available only in the carrier’s service area

Sigfox Services provided by SIGFOX, Inc

Commercial service and worldwide available

through international roaming

LTE-M LTE for machine-type-communication

Same area as LTE service. Relatively high speed communication

In this study, we chose LoRa because this is the most cost-effective way to
achieve a proprietary communications infrastructure suitable for disaster preven-
tion and disaster reduction. The communication system will design and imple-
ment a protocol and communication control system using the LoRa modulation
scheme to provide effective communication during disasters.

2.3 Security Features

Communications that use radio waves must have security measures since anyone
can receive radio waves. The proposed system must not only ensure security but
must also be power efficient because it must operate resiliently against disasters.

Security enhancements require computational power for their enhancement.
If a system has strong cryptography capabilities, it requires a lot of computing
power and consumes power. Assume that the communications required during
a disaster are issuing alerts for evacuation, sending out urgent SOS, and so on.
These disaster messages need not be secret. On the other hand, unauthorized
messages by malicious parties should be rejected. In other words, the ability to
detect unauthorized communications is an essential requirement.

Based on the above requirements, the system has a mechanism to verify that
the received message was sent by the sender. This function can be regarded as
a type of electronic signature. Design a lightweight verification mechanism that
satisfies the requirement of power-saving.

2.4 Sensors for Disaster Prevention

While there are different types of disasters, this study will focus on heavy rainfall
and the landslides caused by rain. Sensors to measure rainfall (called accumula-
tive rain meters) and soil pressure sensors for landslides detection will be installed
in the experimental field. The data acquired by those sensors will be transmitted
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to a central station (which will be called the head quarter; HQ) using LPWA
communication.

If the values received by the HQ from the rainfall and soil pressure sensors
exceed the threshold values, the HQ sends out an alert message via LPWA com-
munication. All indicators which the LPWA communication module is connected
receive alert message. Finally residents receive the alert messages.

3 Implementation

3.1 LPWA Communication Module

We have implemented communication middleware for secure LPWA communica-
tion, which uses the LoRa modulation scheme so that it can be used in disaster
situations. The communication middleware has the following functions;

– Variable length messages are sent using LoRa modulation.
– The received message is verified with a pre-shared key. If the verification fails,

this module discards the invalid message.

In addition, to make it simple to prototype the system and to facilitate
demonstration experiments, this LPWA module also provides the following func-
tions;

– Connect to a PC via USB cable and treat LPWA communication transpar-
ently as serial communication

– Shared keys can be updated by serial communication commands (known as
AT commands)

In the LoRa system, there are legal restrictions on how often radio waves can
be transmitted. After one message is transmitted, the next message is transmit-
ted after a certain amount of time has elapsed. In the case of Japan, the legal
requirement is to wait 10 times the length of time it took to transmit (Fig. 1) .

Therefore, the measurement of the time length taken to send a message and
the subsequent suppression of transmission is an essential function of the LPWA
module. The time length required to transmit can be calculated using the LPWA
modulation rate. This time length can determine the time for next transmitting.

The LPWA module developed in this study has three FIFOs: LPWA trans-
mit, LPWA receive, and USB serial receive. The LPWA module provides enqueue
and dequeue APIs of these FIFOs, so that user applications can only make per-
mitted FIFO accesses. The LPWA module’s timer interrupt mechanism takes
control of the FIFOs and sends messages using the LPWA at the appropriate
time (Table 2).

Figure 2 shows the relationship between the LPWA module middleware and
the user application. The FIFOs are strictly managed by the LPWA module
middleware, which performs processing on each FIFO at the appropriate time
through interrupts and scheduling. This middleware allows user applications to
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Fig. 1. LPWA communication system for disaster prevention

send and receive messages without concern about the timing (or legal restric-
tions) of LPWA communications.

As for the FIFO for output from the LPWA module to the PC via USB
(USB TX), the PC side has a sufficient buffer that is controlled by hardware.
Therefore, the LPWA module does not have a FIFO (USB TX).

With this feature, the user application developer need only implement a
program such as the one shown in Listing 1.1 for the simplest bidirectional
chatting.

3.2 Reconstructing Routes

LPWA modules can communicate over long distances. In previous experiments,
they have successfully communicated over 10 km in open areas. However, if there
are obstacles between the modules, they cannot communicate each other; the
sub-giga-band radio waves used in LPWA are difficult to diffract. Therefore,
relaying repeater for LPWA communications is necessary.

The communication realized in this research can be regarded as a tree struc-
ture with HQ as the root. Each node of the tree is an LPWA module, and the
leaves of the tree are sensors and indicators. Just as a tree structure in program-
ming has a pointer to the parent node of the tree, the LPWA module also keeps
the parent node link information of the node on the HQ side.
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Table 2. FIFO access APIs

FIFO Enqueue Dequeue

LPWA TX User request Middle-wear

Send message On scheduled timing

LPWA RX Middleware User request

By hardware interruption Receive message

USB serial RX Middleware User request

Using hardware flow-control Console output

Fig. 2. FIFOs in LPWA module

A mechanism that allows flexible updating of the parent-child relationship of
the nodes will result in a resilient network. Physical loss of the LPWA module
due to a landslide would cause a disconnection of the communication network.
This disconnection should be avoided for a disaster communication network.

Communication in the LPWA consists of (1) the transmission of a message
(alert) from the HQ to the indicator and (2) the transmission of a message
(sensor value) from the sensor to the HQ. This message is denoted as Message.

To distinguish the message in (1) from messages sent in the past, a sequence
number Seq is added when HQ creates the message. Seq is a natural number
that is incremented. In addition, messages in (1) and (2) have SenderID as the
ID of the module that sent the message. The module that created the message
is the SenderID.

Thus, the message in (1) is

{Message, Seq, SenderID} (1)

and the message in (2) is

{Message, SenderID} (2)

Every module keeps MyID as its ID, the parent node on the HQ side as
UplinkID, and the PreviousSeq is Seq of the last received message. The module
in HQ has UplinkID = MyID.



Communication Network for Disaster Prevention Using LPWA 53

Listing 1.1. example: Chat Application Program

1 void lpwa chat demo (void ) {
2 u i n t 8 t buf [MAX MESSAGE SIZE+1] ;
3
4 // PC( s e r i a l inpu t ) −> LPWA TX
5 i f ( QueueSize(& f i f o s e r i a l ) > 0) {
6 u i n t 8 t s i z e = DeQueue(& f i f o s e r i a l , buf ) ;
7 EnQueue(& f i f o t x , buf , s i z e ) ;
8 }
9

10 // LPWA RX −> PC( conso l e output )
11 i f ( QueueSize(& f i f o r x ) > 0 ){
12 u i n t 8 t s i z e = DeQueue(& f i f o r x , buf ) ;
13 buf [ s i z e ] = 0 ;
14 p r i n t f ( ”%s ” , buf ) ; // wi thou t FIFO
15 }
16 }

Now consider the message transmission in (1). When HQ sends a message
{Message, Seq, SenderID}, all modules that receive this radio wave receive the
message.

The receiver compares the Seq in the message with its PreviousSeq, and
only if Seq > PreviousSeq, it knows that a new message has been received.
At this time, the SenderID is assigned to the UplinkID and the parent node’s
information is updated. Next, change the SenderID to MyID and send the
message again. This resending of the message is the relay function.

Next, consider the message transmission in (2). The module that wants to
send a sensor value sends the message {Message, UplinkID,MyID}. The mod-
ule receiving this message compares the UplinkID in the message with its ID
(MyID). If UplinkID = MyID, the module determines that it relays this mes-
sage and sends the message {Message, UplinkID,MyID} again. Note that HQ
knows that the message has reached HQ because of UplinkID = MyID.

4 Experimentation and Results

We designed, developed, and implemented a communication control program for
the LPWA communication module. Experiments were done in an experimental
field in Soeda-Cho, Fukuoka, Japan. In Soeda-Cho, a landslide caused by heavy
rainfall occurred in 2021, and the railroad track was damaged by soil and sand.
The experimental field is located near the site where this landslide occurred
(Fig. 4).



54 K. Tanaka et al.

Fig. 3. Field map of experimental field

Fig. 4. Landslide field in Soeda-Cho, Japan

We deployed three sensors with an LPWA communication module; a rain
meter, soil pressure sensor, and water level meter in the experimental field,
where the landslide has occurred. And one HQ LPWA module in the town hall
building. The distance between the experimental filed and the town hall is about
7.2 km (Fig. 3).
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4.1 LPWA Modules

I developed an LPWA module using the B-L072Z-LRWAN1 from STMicroelec-
tronics. We implemented the firmware on this microcontroller board and used it
in our experiments.

The microcontroller board, solar panels, and batteries were combined and
installed in the experimental field (Fig. 5).

An experiment was conducted in which one message was sent intermittently
from the sensor to the HQ every 4 min, and The module was operated on battery
power for 200 h. In actual operation, the module has a mechanism to continuously
recharge the battery by generating electricity with the solar panel, so it can
survive disasters.

Fig. 5. Installed LPWA module

4.2 Sensor Values

The system will visualize data from weather sensors placed along with the LPWA
module.

The weather sensors send messages every 4 min with data on rainfall, tem-
perature, humidity, wind speed, and wind direction. Three weather sensors were
placed in the experimental field. HQ receives the messages from these three
weather sensors and stores them in a time series database.

We have implemented an application to access and visualize the time series
database. The system correctly collected the sensor data (Fig. 6).
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Fig. 6. Visualization of sensor values

5 Conclusion

This study showed a system consisting of a middleware that provides a platform
for communication of the LPWA module, a weather meter application on the
middleware, and a data collection and visualization program.

The weather meter and LPWA module were placed in an outdoor experimen-
tal field. The experiment ran for six months and had an up-time of 96%. The
downtime of the experiment (4% of the experiment period) was for maintenance,
and there was no communication breakdown except for the maintenance time.
The results of this experiment showed that stable data acquisition was possible.

In the future, sensing with an additional soil pressure sensor and soil moisture
meter will be added to the experiment to predict landslides [3].
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Abstract. Information quality is becoming an increasingly important
issue as social networks have become the primary source for misinfor-
mation dissemination. Because of their ease of use, spreading behavior,
and low cost, social network platforms are leveraging news consumption.
Because of its negative impact on society, this term became more pop-
ular and dangerous following the 2016 U.S. presidential election. Many
studies have been developed on methods to improve rumor classification,
particularly on misinformation detection on social media, with promis-
ing results in recent years. Despite the growth of this type of research, it
is difficult for a researcher to identify the most up-to-date literature on
misinformation detection. To address this challenge, this paper presents
a systematic review of the literature that provides an overview of this
research area and analyzes high-quality research papers on fake news
detection. According to our search protocol, more than 670 articles were
discovered during this systematic literature review. Then, we put these
studies through a series of scanning stages to ensure that they were of
high quality. We chose 76 high-quality studies based on our selection pro-
cess flow diagram, which is described in this paper. This review describes
10 years of research on social media misinformation and presents the main
methods and data sets used in the literature.

Keywords: Misinformation detection · Fact check · Disinformation ·
Social media

1 Introduction

When compared to more traditional communication methods, such as the printed
newspaper, social networks have increased news consumption due to their ease of
access, broad audience reach and low cost. They have become the ideal platform
for disseminating misinformation. This can have a significant impact on society’s
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day-to-day operations, create economic harm, and even affect a nation’s political
decisions directly or indirectly [90].

On the other hand, detecting fake news on social media, is a difficult under-
taking since even people have been known to overlook misinformation. A fake
news site also makes an effort to include sensational and very unfavorable phrases
in its content. In this regard, the most recent studies in this field reveal that
text mining approaches paired with Deep Learning (DL) or Machine Learning
(ML) algorithms produce considerable results in terms of detecting disinforma-
tion [14,15,58]. Based on the existing work, in the near future, modern society
could be able to detect misinformation automatically via information system
techniques, allowing for a certain level of information transparency on social
networks [50].

As a result, it is critical that users, developers and specialists in Information
Systems (IS) are aware of the existing solutions to problems they may encounter
throughout the usage or building of the systems. Hence, this systematic review
of the literature was created to help with these and other more particular topics,
such as analysing the primary sources of information, the primary data-sets used
as use cases, and the primary ML and AI algorithms for each scenario. The most
relevant publications retrieved in this systematic review process provide answers
to these issues.

2 Systematic Review Process

A systematic literature review (SLR) is a study that tries to discover and evaluate
a research issue by decreasing superficial information, and analysing and provid-
ing the gaps and greatest contributions in a research area [29]. An SLR, according
to Kitchenham and Charters [40], is a three-phase process that includes plan-
ning, execution, and evaluation. In this study, we conducted a systematic map-
ping investigation of existing research on misinformation detection and spread
in social networks.

This work is structured as follows. Section 3, Sect. 4, and Sect. 5 explain the
methodology utilized in this study, including the three phases of the systematic
review and the instruments employed in each. Finally, Sect. 6 and Sect. 7 reviews
the findings and suggest areas for future investigation.

3 Planning the Review

3.1 Research Questions

The primary purpose of this research is to conduct an SLR on misinformation
detection for social networks. The major goal of this research is to answer the
following key research issues on this research topic.

– RQ1: How was the distribution of papers on misinformation detection dis-
tributed over the years?
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– RQ2: What types of publications have been developed in the area of detecting
misinformation?

– RQ3: Which social networks are mostly used as a case study?
– RQ4: What are the domains in which the publications are being used?
– RQ5: What type of misinformation exists on social networks?
– RQ6: What kind of approaches are proposed for misinformation detection

and spread in social networks?

3.2 Data Sources and Search Criteria

A systematic search strategy is required to identify the whole population of
scientific articles that could be related to the selected study topics. We were able
to conduct a repeatable and transparent evaluation of external assessments. The
first step in the search strategy was to define the search space. The research for
this study was performed in six electronic databases.

– ACM Digital Library (https://dl.acm.org)
– IEEE Explore (https://ieeexplore.ieee.org)
– Scopus (https://www.scopus.com)
– Springer (https://www.springer.com)
– Web of Science (https://mjl.clarivate.com)
– Wiley (https://onlinelibrary.wiley.com)

After defining the search space, we specified the search phrases that would
be used in electronic database search inquiry forms. The search was based on
the study questions’ keywords, synonyms, and alternate words. The following
search string is used:

(‘misinformation detection’ or ‘misinformation spread’ OR ‘misinformation
sharing’ OR ‘disinformation’) AND (‘social media’ OR ‘social network’) AND
(‘fact check’ OR ‘fake news’)

3.3 Inclusion and Exclusion Strategy

The inclusion and exclusion criteria have been established in order to accurately
assess the quality of the available literature. The authors evaluated and discussed
the papers before making an inclusion or exclusion decision. For a paper to be
considered for a primary study, it must meet the following criteria:

– Research field: Computer Science
– Language: English
– Publication date 2012 to 2022
– Type of work: Scientific studies
– Availability: Full Text

https://dl.acm.org
https://ieeexplore.ieee.org
https://www.scopus.com
https://www.springer.com
https://mjl.clarivate.com
https://onlinelibrary.wiley.com
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3.4 Selection Process and Quality Evaluation

We assessed the scientific quality requirements of the chosen studies to determine
the relevance of the review results in order to assist the analysis of the results in
the included literature and to show the value of conclusions. The results of the
included papers’ quality rating can identify potential limitations of the current
search and lead to further research on the subject. The following criteria were
created to compare chosen research for an analysis or corresponding relevance
to the topic.

– Are the research goals well-defined?
– What is the research article’s year of publication?
– Was the proposed solution explained detailly and clearly?
– What is the distribution of detection techniques across these categories?
– Did the researcher identify which dataset to use?
– What is the size of the validation dataset?
– Do the datasets contain detailed information?
– Are the findings of the study presented in a clear and concise manner?
– Are the results consistent with the objectives?
– What are the study’s limitations and recommendations for future research?

The proposed quality assessment process comprises three main measures for
quantitative purposes. A ‘yes’ answer receives a score of 1, a partial answer
receives a 0.5 score, and a ‘no’ answer receives a score of 0, and some questions
do not apply to some articles [41]. The aggregated sum of these scores can be
used to assess the relevance of the retrieved research articles.

4 Conducting the Review

The second step of our literature review includes the following: (1) searching
for primary studies; (2) choosing primary articles by applying inclusion and
exclusion criteria; (3) assessing the applicability and relevance; and (4) retrieving
information.

The automatic search tools in the digital libraries indicated in the search
strategy were used to look for primary research. We utilized a form to catego-
rize and record the information from each document after searching the digital
libraries using the stated research string pattern. The results of the search were
also saved in an Excel spreadsheet and the Mendeley application.

After extracting the population of scientific publications related to the study
topics, the query returned 672 unique results. The articles related to the review
purpose were then chosen using the set of criteria specified in Sect. 3.3. The
title, abstract, and results of the 672 findings were assessed in the first round.
We examined the whole text of each article in a second round and applied quality
criteria, resulting in the retrieval of 76 papers. Totally 596 studies were turned
down. As a consequence, 76 studies were chosen and placed into the spreadsheet.
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Each paper’s inclusion and exclusion status is documented for future dis-
cussion and reassessment. The systematic review of the literature generated 76
primary studies. We have also included additional works at the time of the
final editing of this report to make this study more comprehensive. Quantitative
statistics for primary studies are shown in Table 1.

Table 1. Search results after phases

Database First round Second round Third round

ACM Digital Library 217 32 11

IEEE Explore 128 84 33

Scopus 87 58 7

Springer 159 54 18

Web of Science 28 16 4

Wiley 53 12 3

5 Review Results

76 relevant scientific papers were found as a result of the systematic review. These
are the key studies that were utilized to address the six research questions defined
in Sect. 3.1. Following that, we present the results of each of these questions. All
the main results obtained as the output of the SLR are detailed in Table 2 in the
Appendix section.

5.1 RQ1: How Was the Distribution of Papers on Misinformation
Detection Distributed over the Years?

Figure 1 reflects the intensity of publications that propose to solve the problem
of spreading misinformation on social networks. It is seen that the number of
papers written on this subject has increased in 2016. It is predicted that one
of the biggest reasons for this is the election results in America [14,90]. It has
been seen how effective misinformation is in people’s political decisions, and as a
result, the number of studies has increased. Since the first three months of 2022
were taken into account while conducting the study, the reason for the decrease
in the graph is due to the absence of data for the rest of the year.

Considering the distribution of articles by years and digital libraries from
Fig. 2, it is seen that there are more articles in IEEE and Springer. In addition,
it is clear that the number of all results coming from each digital library has
increased after 2016.
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5.2 RQ2: What Types of Publications Have Been Developed
in the Area of Detecting Misinformation in Social Networks?

Figure 3 represents an overview of which types of primary studies are most pub-
lished. Conferences and journals are the primary targets of scientific effort, as
seen in the diagram. The fact that conferences have a more rigid structure of
publication and a smaller scope than journals can explain the larger number of
papers published at conferences [41]. Furthermore, at the conferences, technical
conversations between researchers take place in technical sessions, significantly
enhancing knowledge regarding the conference’s issues.

Another factor to consider is that detecting misinformation on social media
is a very recent topic. As a result, their works are less likely to be subjected to
the more time-consuming process of journal and book review and acceptance.

5.3 RQ3: Which Social Networks Are Mostly Used as a Case
Study?

Figure 4 reveals that most of the selected primary studies use Twitter, Weibo,
and Facebook as an environment for experimenting with social networks [63,76].
Besides that most used data set is FakeNewsNet [70] for fake news detection [62,
83]. Both of these results are expected because these are the most used social
networks with widespread news reading and sharing tools [13,36,45,88].

5.4 RQ4: What Are the Domains in Which the Publications Are
Being Used?

Misinformation spreads in a variety of ways, and some studies are attempting
to identify domain-specific characteristics [6]. The number of publications by
domain is shown in Fig. 5. There are four primary domains that have been dis-
covered.

Papers in this general category provide methods for detecting disinformation
in social media posts using common variables such as the number of followers
and particular linguistic patterns, etc. This type of method may be used in a
variety of domains and is unaffected by domain-specific characteristics [55,68].

Fig. 1. Papers by year. Fig. 2. Papers by year and by source.
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Fig. 3. Papers by publication type. Fig. 4. Papers by dataset.

The techniques in the News category are developed particularly to deal with
journalistic news. The majority of fact-checking techniques fall into this category
since they aim to uncover false news by extracting and confirming the facts
included in the news [12,36].

The health category contains methods for disseminating health-related dis-
information. Because of the Covid 19 pandemic, this kind is currently the most
prevalent [52,59]. The usage of external knowledge databases is a significant
aspect of categorization in both of these efforts, and both employ information
from medical databases as ground truth [61,66,81].

The Politics category contains publications which are related to rumor
spreading and conspiracy theories. This kind of misinformation can identify peo-
ple’s political decisions and cause polarization in society [14,82].

Fig. 5. Papers by domain. Fig. 6. Papers by solution distribution.

5.5 RQ5: What Type of Misinformation Exists on Social Networks?

Misinformation is merely incorrect information. It can be propagated inadver-
tently. However, sometimes the source may or may not be aware of the accuracy
of the information he or she is sharing [5]. To make the distinction from false
information that is shared on purpose, we use the term disinformation, and with
it we define false information that is generated to deceive the reader on purpose.
Disinformation is misleading information spread with the explicit goal of decep-
tion. While some authors have listed disinformation as another subcategory of
misinformation, such as in [37], we work with an alternative taxonomy presented
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in Fig. 7. The authors in [60] also use the term disinformation to differentiate
the malicious false news.

Propaganda is news that is produced for a specific audience and is usually
utilized in a political setting. In political circumstances, advertisements are fre-
quently used to disparage an opposition party or even a specific country. This
method is often employed during political campaigns to persuade voters against
the other candidate using entirely fake or partially genuine news, as well as lan-
guage modifications that confuse people who consume content [82]. Propaganda
is often used to polarize societies, and today we also see a rise of fabricated
content and the use of deepfakes in media for this purpose.

Stories that seek to explain a situation or incident by evoking a conspiracy
without providing evidence are mainly stories concerning acts committed by gov-
ernments or influential persons. These ideas frequently present information with
no known sources or untrusted sources as truths and reject an evidence-based
approach [8]. Consideration of authenticity issues as the basic misinformation
related analysis is presented in [23].

Rumors consist of news whose veracity is ambiguous or never confirmed. This
type of false information is widely spread on social media. Therefore, several
studies have analyzed this type of news [46].

Spams are unsolicited communications that are delivered on a mass and
repeated basis with the intent of advertising, amusement, or pranking. This is a
sort of diffusion circulation in which the message is reiterated so many times at
a rapid pace that it begins to mix with the current and relevant data [25].

Fig. 7. Misinformation types. Fig. 8. Misinformation detection approaches.

5.6 RQ6: What Kind of Approaches Are Proposed
for Misinformation Detection in the Literature?

Techniques. The numerous methodologies that we have investigated for our
research are summarized in Fig. 8. Recently, DL and AI algorithms have been
used more heavily. Also, hybrid methods were applied in some articles and bet-
ter results were obtained in terms of performance. Most of the techniques for
detecting misinformation presented in the literature approach the topic as a
classification problem, aiming to correlate labels such as misinformation or not.
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Researchers have used ML and DL methodologies in the majority of situations,
with encouraging outcomes [27,67] (Fig. 6). Other researchers have used alter-
native techniques, such as Bidirectional Encoder Representations from Trans-
formers (BERT), based on natural language processing techniques, to forecast
the class of documents or events, or to assess their validity [38].

Parameters. We also want to point on the parameters used for misinformation
detection. Of course, the type of account is at the front of studies. For example,
an interesting work that states that misinformation is spread more widely and
deeply than truthful information and it is more likely to be spread by humans
than bots is presented in [80]. Thus, while doing studies on misinformation detec-
tion running the experiments with considering bots and without them will give,
needless to say, also important information on misinformation detection but
also spreading. Work on the type of users that spread misinformation is also
presented in [30]. Another differentiating parameter that studies should consider
is also the validated or non-validated types of accounts, e.g. for studies on Twit-
ter. Evidentiality is another parameter that comes at the forefront of studies in
both misinformation detection and misinformation spreading, such as presented
in [91]. Network indices, such as centrality indices, are used as parameters when
studying influential nodes in misinformation detection and spreading studies as
well, e.g., in [60]. Homophily is also considered as a parameter in detection of
misinformation and spreading patterns, e.g., [73].

6 Threats to Validity of Research

As with any systematic review process, the results of this study may contain
flaws arising from the execution and analysis process and analytical imperfec-
tions. It is about quality and relevance criteria that may not be satisfactory to
conceptualize a study as relevant because of the subjective criteria that each
researcher develops based on his/her profile.

One of the inclusion/exclusion criteria in our work is considering works writ-
ten in English only. In a way, this limits the contribution of authors who may
have written in another language. Another one is the research area limited to
computer sciences. This may have caused some articles that may be relevant to
be excluded from the review process.

7 Conclusion and Future Work

The benefit of using a comprehensive systematic review process is that out of
context publications that made it through the screening step may be deleted in
the subsequent phases before the quality evaluation. This emphasizes the need
of doing a thorough and systematic literature review.

The major goal of this SLR is to provide a list of the most important and
relevant works on misinformation as well as their specific topics and catego-
rizations. The responses to our study questions revealed that Twitter, Weibo,
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Youtube, and Facebook are the most popular social media sites for misinforma-
tion detection studies. In addition, we can conclude that DL and AI algorithms
have been widely used in the detection process in recent years, which adds value
to the literature and practical applications. Finally, it was determined that using
various forms of data, such as social, temporal, or emotional resources, together
with, or in addition to text analysis, can increase the correctness of the offered
solutions.

Finally, the findings of this systematic review revealed potential areas for
future research. There are few publications focused on presenting studies for
non-English language misinformation. This is unsurprising given the large group
of people working on natural language processing technologies for English. As a
result, future studies with this goal will be regarded as notable by the scientific
community for their unique qualities, even if their detection findings do not differ
significantly from those reported in this SLR. As another result of the research,
fake news and video detection, spammer, and bot detection issues stand out
as problems that need to be solved. Also, there hasn’t been much progress in
developing real-time detection systems. Last but not the least, network dynamics
based on time analysis is also of crucial importance so that data about how
long does misinformation survive within the network and what are the related
parameters of influence can better inform our societies of the misinformation
spreading dynamics and issues.

A Appendix A

Table 2. Systematic literature review results.

Ref Year Source Type Dataset Method Domain

[54] 2012 Scopus Conference Twitter DL News

[43] 2014 Springer Conference Twitter ML Health

[25] 2015 IEEE Book Twitter DL News

[19] 2017 IEEE Book Twitter DL General

[14] 2017 ACM Conference FakeNewsNet NLP + DL Politics

[74] 2018 Scopus Book Twitter DL General

[11] 2018 Springer Artice LIAR NLP General

[83] 2018 ACM Conference FakeNewsNet ML News

[15] 2018 IEEE Book Twitter ML + NLP News

[76] 2018 ACM Conference Weibo, Twitter DL Politics

[35] 2018 IEEE Book Twitter DL News

[2] 2018 IEEE Book Twitter NLP News

(continued)
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Table 2. (continued)

Ref Year Source Type Dataset Method Domain

[79] 2018 ACM Conference Twitter ML Politics

[63] 2018 Springer Article Weibo NLP General

[77] 2019 IEEE Book Reddit Hawkes General

[7] 2019 Wiley Conference Twitter ML General

[64] 2019 ACM Conference Facebook ML News

[10] 2019 IEEE Conference LIAR ML News

[82] 2019 Springer Article Twitter DL General

[88] 2020 ACM Conference Weibo, Twitter DL News

[60] 2020 Springer Article FakeNewsNet DL News

[20] 2020 IEEE Conference Twitter DL Health

[49] 2020 Scopus Article Twitter ML General

[46] 2020 Scopus Conference Twitter DL Health

[78] 2020 IEEE Conference Twitter ML News

[68] 2020 Springer Article Twitter ML General

[85] 2020 ACM Conference Twitter DL News

[55] 2020 ACM Conference FN-COV DL News

[3] 2020 IEEE Article LIAR DL Health

[75] 2020 IEEE Book Koirala, FNSD ML, NLP News

[90] 2020 IEEE Conference Twitter ML Politics

[27] 2020 IEEE Conference Twitter ML, DL Politics

[23] 2020 IEEE Conference Twitter NLP News

[8] 2020 IEEE Article Twitter DL General

[13] 2021 IEEE Conference FakeNewsNet ML News

[62] 2021 IEEE Conference FakeNewsNet DL General

[4] 2021 Wiley Article Twitter ML General

[48] 2021 Springer Article Twitter PageRank News

[44] 2021 Scopus Article Instagram DL Politics

[28] 2021 IEEE Conference FakeNewsNet ML News

[87] 2021 IEEE Conference FakeNewsNet ML, NLP, DL Health

[17] 2021 ACM Conference Twitter ML + DL News

[1] 2021 IEEE Article philstar.com ML General

[89] 2021 IEEE Conference Twitter ML Health

[31] 2021 IEEE Conference Facebook ML News

[72] 2021 IEEE Conference Twitter ML News

[56] 2021 Springer Article Twitter ML Health

[18] 2021 IEEE Conference FakeNewsNet DL General

[86] 2021 Scopus Article Facebook Optimize General

[24] 2021 WebOfScience Article Twitter DL General

[22] 2021 IEEE Conference Twitter ML, NLP Health

(continued)
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Table 2. (continued)

Ref Year Source Type Dataset Method Domain

[26] 2021 IEEE Conference Liar, Fakenews Sentiment Health

[21] 2021 IEEE Conference FakeNewsNet DL Politics

[71] 2021 IEEE Conference Liar DL Politics

[33] 2021 IEEE Conference FakeNewsNet DL News

[9] 2021 Springer Article Twitter DL Health

[12] 2021 Springer Article FakeNewsNet DL News

[47] 2021 Springer Article Twitter DL News

[36] 2021 ACM Conference Weibo, Twitter DL News

[16] 2021 Wiley Article Twitter DL General

[84] 2021 ACM Conference Twitter Text Mine General

[38] 2021 IEEE Conference Fake News AMT NLP Health

[67] 2021 IEEE Article Weibo NLP News

[42] 2021 Springer Article Twitter DL General

[66] 2021 Scopus Article Youtube ML Health

[34] 2021 IEEE Conference Twitter ML + NLP Health

[61] 2021 IEEE Conference Twitter NLP Health

[58] 2022 Springer Article LIAR NLP + DL News

[32] 2022 Springer Article Twitter ML General

[57] 2022 Springer Article Twitter DL News

[39] 2022 WebOfScience Article Twitter ML Politics

[45] 2022 WebOfScience Article Twitter, Weibo DL General

[51] 2022 Springer Article Twitter DL News

[65] 2022 Springer Article FakeNewsNet ML Politics

[69] 2022 Springer Article Twitter DL Health

[53] 2022 WebOfScience Article Weibo Regression News
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Abstract. Today, we see that prefetching systems are widely used to
decrease the network traffic, data access latency, energy consumption,
and computing performance inefficiency of data-intensive operations.
However, prefetching is a concept used in different computing and IT
fields such as microprocessor design, micro-controller design, hard disk
design, database, network, web application, mobile application, etc. The
fact that the concept of prefetching is used in different fields causes diffi-
culties in literature review and research. Therefore, these studies need to
be organized systematically for each field. This study presents a system-
atic literature review of prefetching related mobile and web applications
to identify research gaps, define new study subject opportunities, and
present future directions. We think that this study will make it easier
for other researchers to work in this field with the research gaps and
opportunities indicated.

Keywords: Web prefetching · Mobile prefetching · Systematic
literature review · Intelligent techniques · Prefetching strategies

1 Introduction

With the development of technology, the internet has an important place in
people’s lives, easier to access. Companies have started to serve many users and
their demands in this way. However, the users are impatient to access the services.
The increased demands require improved service [20,37]. Google reported that
when searches were answered 100 to 400 ms. late, the number of daily searches
per user decreased by 0.2% to 0.6 % [7]. Similarly, it has been shown in various
studies that delay problems are directly effective in user satisfaction and revenue
growth [5,27].

Bandwidth limitations, distributed design, long query processing, etc.,
increase the access latency. Better hardware and technologies or intelligent tech-
niques such as caching and prefetching can be implemented to satisfy users
suffering from it [29,36,37].
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Fig. 1. Search results of “web or mobile prefetching” words on Google Scholar by years

The previously accessed data may be required near future. Because of that,
it is stored for reuse in memory [11]. This approach called caching meets client
needs in an instant while reducing server-side stress [17,35]. The basic approach
to caching includes responding from data stores for the user’s request for the
first time and storing it in the cache to not occupy the server if the same request
is made again. For example, thanks to Facebook’s photo caching mechanism,
90.1% of the incoming requests come through the cache, while the rest is taken
from the storage space [15].

User’s requests in the near future can be predicted from previously accessed
data, and responses to the requests can be fetched into the cache [11,29,30,
40]. This approach is called prefetching, another research area to reduce access
latency. It aims to minimize user access latency using optimum memory and
bandwidth [26,29].

Web prefetching and mobile prefetching is hot topic that has been studying
over and over again with novel prediction approaches for near future since past.
Search results of “web or mobile prefetching” words on Google Scholar by years
support it. This results is shown in Fig. 1 in order to present publication counts
year by year. When we scan the literature, we found a systematic literature
review for web caching strategies including proxy-side and client-side prefetching
[41]. There has not been a systematic literature review or mapping study on
mobile and web prefetching that would identify publication trends, research gaps,
and future directions.

In this paper, we share our systematic literature review steps and findings
on mobile prefetching and web prefetching to identify research gaps, define new
study subject opportunities, and present future directions. We share carefully
selected publications on prefetching published in the last ten years and some
statistics and information we have obtained from these publications. We think
that this study will make it easier for other researchers to work in this field with
the research gaps and opportunities indicated.

The rest of the paper is organized as follows: Sect. 2 provides information
about our systematic literature review process. We answer the research question
and discuss outputs obtained from the data extraction process in Sect. 3. The
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threats to the validity of the systematic literature review study are presented in
Sect. 4, and in the last section, Sect. 5, we describe a conclusion and future work.

2 Systematic Literature Review Process

SLR or SMS aims to review all the primary studies to identify, classify and
compare the research area and answer the research questions. SLR provides a
clear perspective to literature for future direction through methodological steps.
We follow the methodology presented by Petersen et al. [34], which includes
planning, conducting, and documenting. We have applied systematic literature
review method to our secondary study research on topic of “Web or Mobile
Prefetching: A Systematic Literature Review”.

2.1 Planing the Review

We define the research questions to obtain literature knowledge and to give a
form to the review process. In the Table 1, research questions and main motiva-
tions of them are displayed.

Table 1. Research questions

Research questions Main motivation

RQ1: What are the main practical
motivations behind using prefetch?

The aim is to get ideas about the main
reason for organizing the software
architectures with prefetching modules

RQ2: How many studies are published
on the web or mobile prefetching?

The aim is to provide a trend analysis
graph

RQ3: What are the most frequently
used prediction methods for
prefetching?

The aim is to provide information on
the most frequently used techniques

RQ4: What are the existing research
issues, and what should be the future
research agenda?

The aim is to understand and reveal
the research gaps and identify future
research directions

RQ5: Which journals include studies
on the web or mobile prefetching?

Identify the journals for authors to
submit their studies

2.2 Search String to Find Primary Studies

In order to find primary studies, we have defined a search string including mobile,
web, and prefetching keywords. The search string we have defined is “(Mobile
OR Web) AND Prefetching.”
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Using the search string, we collect results from 4 digital libraries between 2011
and march 2022. The name of libraries and how many papers are downloaded
from the library are presented in Table 2. It isn’t easy to download, organize,
and manage the papers manually. Therefore, Zotero [3] references management
tool was used. The search results were automatically imported to Zotero, the
papers were organized, duplicated papers were removed, and filters and exclusion
criteria were applied.

Table 2. Search results in digital libraries

No Name Result

1 IEEE 378

2 Science Direct 703

3 ACM 1606

4 Springer Link 1402

Total 4089

Table 3. Applied filters to search results

Filter Description

Filter-1 We excluded publications in

unrelated journals and

conferences and remove

duplicate studies

Filter-2 We read the title and

abstract of studies and

eliminated irrelevants

Filter-3 We read the abstract deeply

to apply the our criteria

deciding inclusion or

exclusion of studies

We applied three filters described in Table 3 to find out the primary studies.
The number of obtained papers after the filters are shown in Fig. 2. The Filter-1
described in Table 3 is applied to search results obtained from 4 digital libraries
IEEE, Science Direct, ACM, and Springer Link. At the last moment of the
filtering process, we get 102 primary studies.

Fig. 2. This figure shows the number of studies left after applying the filters defined
in Table 3.
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2.3 Inclusion and Exclusion Criteria

In this systematic literature review study, we collect search results and eliminate
the results according to our first two filter descriptions shown in Table 2. How-
ever, we need to select the appropriate papers objectively and answer the research
question with the selected papers. For this reason, we determined inclusion and
exclusion criteria, presented in Table 4, at the beginning of our study [22,31,34].

Inclusion Criteria. From the remaining paper after Filter-1 and Filter-2, We
included studies whose abstract or keywords contain “prefetch” term. We also
include studies that contribute to mobile prefetching and web prefetching, such
as a theory, a demonstration, an approach, etc.

Exclusion Criteria. We excluded studies that do not openly associate with
SLR topics. We did our searches from digital libraries, but we decided from
the beginning to exclude possible blog and presentation files that we might
encounter. The prefetching studies on the CPU, memory, microprocessor, flash
storage devices and networks are excluded because of domain differences and
SLR limitations.

Table 4. Inclusion and exclusion criteria

In/Excl Criteria

Inclusion Abstract/keywords include the term “prefetch”

It is clear from abstract that it is contributes to
mobile or web prefetching

Exclusion Blogs and presentations are excluded

Hardware-based prefetching studies, for example,
prefetching studies on CPU, memory, microprocessor,
flash storage devices, etc., are excluded

The prefetching studies on networks are excluded

2.4 Classification Schema

We categorized 102 studies left after the filtering process according to places of
prefetching [4,8] and prediction methods [29,41]. We created a column for each
study called “objective,” including the study’s objective, and tried to extract
some things from research fields. We also labeled the research issues and obtained
a data extraction form based on this. Eventually, we classified 102 studies accord-
ing to classification schema presented Table 6.
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Table 5. Classification schema

Category Subcategory Definition

Prefetching

places

Server-side Even at the origin server, the data

can be stored in a server-side for

reducing the need for redundant

computations or database retrievals [4]

Client-side It is located in the client machine [8]

Proxy-side It is located between client machines

and origin server [4]

Prediction

method

for

prefetching

The future access data can be predicted

by a method such as lstm, k-mean,

c-mean, etc., for prefetching. This

the category defines the prediction method

to help the prefetching decision [41]

Research

issues

Long resource

loading time

One of the aims of prefetching is the reducing

latency and satisfying

the impatient users [10,23,24,28,41]

Energy consumption The prefetching system, especially on mobile

and IoT devices must concern with energy

consumption [14,23,29]

Computation

intensive

operation

The prefetching cache mechanism can improve

all system performance. Computational intensive

operations demanded in the near future

can be calculated by a prefetching

mechanism in advance [23,24,28,41]

Network traffic The prefetching system, especially on mobile

and IoT devices, must also be concerned

with network traffic issues to overcome

data transfer, energy consumption, connections

cost, etc. [4,9,13,33]

Security and

privacy

In the prefetching mechanism, it is necessary

to use personal data securely and to

protect its privacy [38,39]

2.5 Data Extraction and Mapping of the Literature

To analyze in a planned way, we extracted data from selected primary research
studies. We prepared a form to extract data shown in Table 6 and used it to
extract data. Research issues, prefetching places, and prediction methods fields
were not filled during data extraction unless clearly defined to avoid assumptions.

At the beginning of the data extraction process for 102 studies, we selected
a few studies randomly. Then, authors extracted data from the same studies set
according to Table 6. We did cross-check, but we couldn’t detect any conflict.
After realizing that everything was fine, we started to data extraction process
for 102 studies to obtain results.
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Table 6. Form for data extraction

No Data extraction column

1 Study ID (ex: S2)

2 Title: Paper’s title (ex: Big data stream analysis: a

systematic literature review)

3 Author: Author’s name

4 Year: Publication year (ex: 2020)

5 Item Type: (ex: Book Chapter)

6 Book Title/Conference Name/Journal Name: Any book,

conference or journal name

7 Objective: The propose of the study (ex: Predicting data to

be accessed in the near future with association rule mining to

prefetch)

8 Prediction Method: Used prediction method in the study (ex:

k-means)

9 Research Issue: computation intensive operation, network

traffic, latency, energy consumption, privacy or/and security

10 Dataset: Used dataset/datasets to evaluate study (ex:

National Lab of Applied Network Research logs)

11 Prefetching Places: client-side, server-side, proxy-side

3 Results

In this section, we discuss outputs obtained from the data extraction process
described in the previous section. Each research question presented in Table 1 is
answered objectively and evaluated separately using the information in Table 5
and data extracted according to Table 6.

3.1 RQ1: What are the Main Practical Motivations Behind Using
Prefetch?

The main motivation of prefetching is to satisfy users and service providers [4,
9,11,29]. In order to better define the motivations, it is necessary to look at
the needs from the perspective of the user, provider, and system. The users
surfing on the applications can be impatient. Therefore, the motivation is to
satisfy the users by reducing latency [2,11,12]. Energy consumption and net-
work usage are essential metrics for the things running on the edge. From this
perspective, the motivation for prefetching is reducing consumption [21,25] and
network usage [18,33]. The motivation for prefetching of the system provider
can be increasing performance, optimizing system resources, and spreading the
load to time [1,6,19]. We explained the motivation from different sides for bet-
ter understanding. However, all these pointed out are the reasons behind using
prefetch.
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3.2 RQ2: How Many Studies are Published on the Web or Mobile
Prefetching?

Within the scope of the study, the studies in the literature in the last ten years
on mobile and web prefetching topics were filtered, and 102 primary studies
were obtained. The frequency of primary studies by year is shown in Fig. 3.
According to Fig. 3, the number of publications has decreased in the last five
years. This result seems to be incompatible with search results of “web or mobile
prefetching” words on Google Scholar by year shown in Fig. 1.

Fig. 3. Selected primary studies frequencies per year

3.3 RQ3: What are the Most Frequently Used Prediction Methods
for Prefetching?

Mobile or web prefetching is the approach to predict accessed data in the near
future [26,38,39]. We tried to extract prediction approaches for prefetching from
obtained primary studies to answer this research question. We read studies
profoundly and found out prediction approaches in the prefetching module.
However, we realized that while some of the studies to be shared the algo-
rithm’s name, the concept and technique were shared in others. Therefore,
we extracted terms associated with the predictions for prefetching used in the
studies, wrote them down, and calculated frequencies for each term. The key
terms are presented in Table 7. According to Table 7, we can group prediction
approaches for prefetching as clustering-based, association rule-based, statistical-
based, classification-based, and custom approaches.

The prefetching can be implemented in client-side, proxy-side and server-
side [16,28,32]. While we were extracting the key terms, we tried to find the pro-
posed prefetching place. In the studies, when we couldn’t find that the prefetch-
ing place was written explicitly, we tried to understand the prefetching place
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from the proposed architecture. We left this field blank when we could not find
it in the text and from the architecture. Also, we found in some studies that
prefetching can be in more than one place. After reading all the primary studies,
the frequency information we obtained about the prefetching place is shared in
Fig. 4.

Fig. 4. Prefetching places of some primary studies

3.4 RQ4: What are the Existing Research Issues and What Should
be the Future Research Agenda?

In Subsect. 3.1, we have described research motivation on prefetching from dif-
ferent perspectives. We have also described key terms associated with prediction
approaches for prefetching in Subsect. 3.3. The answer to these questions gives
an opinion about the existing research issues and solution approaches. How-
ever, we classified the research issues on prefetching as follows: computation
intensive operation [10,23,24], network traffic [9,13,33], long resource loading
time [10,23,24,38], energy consumption [23,29], security and privacy [38].

Figure 5 has been created according to the research issues used in our 102
primary studies. Some studies contain more than one research issue. Network
traffic, long resource loading time, and energy consumption issues are hot and
innovative. With the new prediction methods, novel prefetching approaches can
be implemented. According to Fig. 5, prefetching for computation-intensive oper-
ation and security and privacy for prefetching are less studied issues, so these
may present opportunities for identifying future research directions.

The need for prefetching on edge servers or on the client-side is increasing,
especially on mobile phones and IoT devices. Even if prefetching is used, its
efficiency needs to be increased. Also, there are things to be done to protect
privacy and security while prefetching. Prediction for prefetching without any
private data on the proxy-side and server-side are issues that need to be studied.
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Table 7. Key terms associated with prediction methods for prefetching extracted from
primary studies and their frequencies

Prediction method cnt Prediction method cnt Prediction method cnt

amp 1 intentionally-related long
short term model

1 prefetch state of bookmarked
segments

1

appriori 1 jaccard similarity coefficients 1 prefixspan(pattern-growth
dfs)

1

art1 neural network 3 joint probability density
function

1 probability graph 1

association rule mining 3 k-means 3 1

bayesian network 3 k-nearest neighbor 2 quickmine 1

bi-lstm 1 k-order markov model 1 rank-based selection 2

breadth-first search latest
potentialy pages for users

1 linear svm 1 rate adaption algorithm 1

c-miner 1 Long-time-to-live data types
are prefetched

1 referrer graph 1

clasp (closed) 1 lstm 1 rough-set clustering 1

cluster-based 1 lstm-attention 1 semantic-based prediction 1

cluster-based latent bias
model

1 markov chain 6 sequential pattern mining 1

compare-by-hash 1 markov decision process 1 skslru 1

competitive agglomeration 1 markov random fields 1 slob 1

context-aware prefetching 1 maxsp 1 social-aware prefetching 1

crowdsourcing 1 mithril 1 socially-driven learning based
prefetching

1

dead-reckoning based
prediction

1 most popular prefetching 2 spade 1

decision-tree induction 1 most promising pages 1 spam (apriori all bfsdfs) 1

deepevent 1 multi-class svm 1 statistical methods 1

dependency graph 3 navigation trajectory
extrapolation

1 stochastic gradient boosting 1

directed graph 1 neural networks 2 stochastic gradient descent 1

directhit 1 newman clustering 1 stochastic optimization 1

double dependency graph 1 omnibox prediction 1 stochastic sequential model 1

epf-dash 1 on/off strategy 2 support vector machine 2

eschedule 1 pagerank 1 tag-based prediction 1

fp-growth 1 palpatine 1 task-level prediction 1

frequently-based prediction 1 partial maching 2 top-n prediction 2

fuzzy c-means 1 path-based next n-trace 1 transparent informed
prefetching

1

gradient boosted regression
tree

1 pattern-based prediction 1 user access pattern-based
prediction

1

greentube 1 petri nets 1 user-aware dynamic markov
chain

1

gsp 1 plwap 1 vgen (generator) 1

history-based prediction 3 popularity-based prediction 8 video content analysis 1

hits-based algorithm 2 partial match prediction 2 video slicing mechanism 1

hits-based algorithm 1 history based prediction 1 vmsp (maximal) 1

improved support vector
machine

1 preference-based popularity
prediction

2 weighted rule mining concept 1
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Fig. 5. Research issues on prefetching

3.5 RQ5: Which Journals Include Studies on the Web or Mobile
Prefetching?

The journals which accept papers on mobile or web prefetching topics are listed
in Table 8 with their scimago journal ranks.

4 Threats to Validity of Research

We discuss the thread of the validity for the mapping study steps to wrong
decision makings to identify primary studies, research questions, publication
selection, and data extraction.

Publication Selection: Determining the scope of the study was a challenge
because prefetching is a concept used in different computing and IT fields such
as microprocessor design, micro-controller design, hard disk design, database,
network, web, etc. These fields use the prefetching concept in different ways and
for different goals. To avoid bias, we searched prefetching terms with mobile and
web words separately on digital libraries and collected results with snowballing.
But, we can not guarantee that we have accessed all related studies to apply our
criteria.

Research Questions: This study is a systematic literature review that logically
covers the mobile or web prefetching literature with research questions. But, it
may not cover in detail.
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Table 8. Journal names

No Journal name SJR

1 IEEE Wireless Communications 3,216

2 IEEE Transactions on Wireless Communications 2,010

3 IEEE Transactions on Wireless Communications 2,010

4 IEEE Transactions on Mobile Computing 1,276

5 Future Generation Computer Systems 1,262

6 IEEE Transactions on Multimedia 1,218

7 Journal of Network and Computer Applications 1,145

8 World Wide Web 1,033

9 IEEE Communications Letters 0,929

10 IEEE Systems Journal 0,864

11 Journal of Systems and Software 0,642

12 IEEE Access 0,587

13 ACM Trans. Multimed. Comput. Commun. Appl. 0,558

14 Journal of Intelligent Information Systems 0,424

15 ACM SIGPLAN Notices 0,310

16 ACM Transactions on Storage 0,309

17 ACM SIGARCH Computer Architecture News –

Data Extraction: The data extraction was done manually by the authors.
Therefore, it may contain incorrect decisions. However, we cross-checked during
the extraction process, talked together about the conflicts, and decided together.

5 Conclusion and Future Work

In this study, we aimed to investigate literature on the web or mobile prefetching
topics systematically and define research gaps and future directions. The main
contribution is to present the state of the literature on mobile or web prefetch-
ing. By analyzing the trends on this studies topic shown in Fig. 1, an almost
equal number of studies are added to the literature each year. According to
obtained key terms presented in Table 7, prediction approaches for the prefetch-
ing have been grouped as clustering-based, association rule-based, statistical-
based, classification-based, and custom approaches. These key terms and groups
help to find new research areas. We also defined future directions and research
issues in Subsect. 3.3. Based on all this, we conclude that the mobile or web
prefetching topic is open to new contributions. Significantly, research on secu-
rity and privacy for prefetching and prefetching for computation-intensive oper-
ations may give good opportunities because of the lack of studies. We will focus
on prefetching for computation-intensive operations and security and privacy
problems for prefetching in future work.
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Abstract. With the widespread use of IoT sensors and devices, it has
become common to store data in the cloud. The huge and various types
of data with different purposes and forms are not directly stored in the
cloud but are sent to the cloud via edge computing devices. Applications
are running in containers and VMs to collect data from edge comput-
ing devices and sent to the cloud. However, the current deployment and
migration mechanisms for containers and VMs does not consider the con-
ventions and regulations of the applications and data they contain. The
problem is that it is easy to deploy or migrate a container and VM even
if the edge computing device to which it is deployed or migrated violates
the licensing terms of the application it contains, the terms of the organi-
zation, or the laws and regulations of the country in which it is located.
We previously proposed a data-auditing migration control mechanism
for VMs. The same problem was expected with containers as the num-
ber of edges increased. Therefore, this paper proposed a data-auditing
mechanism for container migration. Implementation and evaluation of
the proposed system in an edge computing environment showed that
adding the proposed mechanism has minimal impact on migration time
and is sufficiently practical.

Keywords: Container · Edge computing · Migration · Policy · Data
audit

1 Introduction

In recent years, sensors and devices have become increasingly popular. A wide
range of types of sensors and devices suitable for various applications is available
in the market, including sensors for measuring environmental conditions as well
as wearable devices for measuring personal health conditions. The internet of
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things (IoT), where the data collected by these sensors and devices are stored
in the cloud via the edge computing devices, has become common. Web services
using these data are required to handle the huge volumes of data as well as data
containing personal information.

Therefore, pre-processing at the edge computing device is performed before
storing the data in the cloud. The aim is to reduce the volume of data or to
convert information associated with individuals into data that are not associated
with the individuals through secondary processing. The edge computing device
is expected to be indispensable for pre-processing huge volumes of data at high
speeds in the future. Pre-processing applications running at the edge computing
device need to be deployed on edge computing devices in parallel, which handle
huge amounts of data. For this purpose, containers and virtual machines (VMs)
need to be employed. These containers and VMs can be deployed on many edge
computing devices by managing them as images. It is also easy to extract an
image from an active edge computing device and deploy and migrate it to other
edge computing devices. Significant research work has been conducted on these
migration technologies for optimizing the network connectivity by dynamically
and automatically relocating edge computing devices, and likewise considering
the sensors and devices density as well as the geographic location. Some of these
migration technologies have already been put into service [1–3].

However, current mechanisms for deploying and migrating VMs and contain-
ers do not consider the conventions and regulations related to the applications
and data they contain. VMs or containers can be easily deployed or migrated,
however the edge computing device on which they are deployed or migrated
may violate the licensing terms related to the application it contains, the terms
of an organization, or the laws and regulations of a particular country (Fig. 1).
When VMs or containers are deployed or migrated, they must be in locations
that conform to the applicable license terms and conditions or the organization’s
policies. The restrictions are even stricter, where national laws and regulations
are applied. The administrator of an edge computing device is not necessarily the
administrator of a particular application. As a result, in some cases, the terms
related to this application can be violated. There is a high possibility of violat-
ing national laws and regulations such as the general data protection regulation
(GDPR) [4], which is a very problematic situation.

To overcome this problem, we have proposed a live migration-control mech-
anism for VMs. In recent years, containers, which constitute a more lightweight
and flexible environment than VM, have been attracting increasing attention.
Web applications previously realized in VM are being migrated to containers,
one after another. Furthermore, as edge computing becomes more pervasive,
the demand for containers increases and the container migration attracts more
attention. Containers are often used on edge computing devices, which are very
inefficient compared to the cloud. However, the inability to handle multiple con-
tainers simultaneously limits the number of containers to be used simultaneously.
In this case, the container processes must be migrated to a neighboring edge com-
puting device. The same problem with VM is expected to occur in container, as
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the number of edge computing devices increases. In this paper, we proposed a
data-auditing mechanism for the migration of containers.

In Sect. 2, the related work along with our previous work is introduced. In
Sect. 3, the current status of container migration is described. In Sect. 4, a data-
auditing mechanism is proposed. In Sect. 5, the proposed mechanism is imple-
mented and evaluated. Finally, Sect. 6 describe our conclusion and the future
work.

Fig. 1. Mobile sensors in edge and cloud computing environment.

2 Related Works

Shubha et al. [5] proposed a method to significantly increase the aggregation rate
of data center environments by effectively managing the container state. In cloud
application services, the challenge is to design efficient mechanisms, which can
quickly reactivate idle containers and prevent degradation of the application’s
quality of service. In this paper, the proposed system is implemented on Amazon
EC2, and it was confirmed that the proposed algorithm was capable of managing
the container state and improving the container aggregation rate.

Omogbai [6] clarified the concept of container placement and movement on
edge computing servers as well as the scheduling model and algorithm developed
for this purpose. As a result, the container placement problem can be solved using
a multi-objective optimization model or a graph network model and the proposed
scheduling algorithm. This algorithm includes heuristic-based algorithms, which
can quickly produce suboptimal solutions. It was also found that a few container-
scheduling models consider distributed edge computing tasks.

Shunmugapriya et al. [7] proposed a framework, which enables a containerized
evolved packet core (EPC) virtual-component migration using an open-source
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migration solution. This framework also provides a comprehensive experimental
analysis of a live migration for two virtualization technologies (VMs and contain-
ers) and further scrutinizes container migration approaches. In their experiments,
they compared several system parameters and configurations, including the arbor
(image) size, the network characteristics, the processor’s hardware architecture
model, and the CPU load on backhaul network components. The results showed
that the proposed framework successfully reduces the live migration comple-
tion time on container platforms and the end-user service interruption time for
virtualized EPC components by approximately 70%.

These studies propose solutions for the quality of service and scheduling of
containers in edge computing. In other words, these algorithms can automati-
cally control a large number of containers, making it difficult for a human to
determine whether a container can be movement and placement in a specific
location. In this paper’s method can be used to solve this problem, allowing an
automated decision to be made as to whether or not to movement and placement
of containers.

3 Data-Auditing for VM Migration

VM migration in the cloud is the physical transfer of a VM running in the cloud
to another host machine. There are two types of migration: “live migration” and
“cold migration (offline migration)”. In live migration, VMs can be migrated
while processes are still running without stopping. In this way, the services in
the VM can be migrated while they are still alive. The memory image of the VM
running on a physical host machine is entirely transferred to a VM on a differ-
ent physical host machine. The operation continues on the destination physical
host machine, without stopping or disconnecting the running operating system,
the application software, or network connections. Although there is strictly a
millisecond-long pause during switchover, but the network session is not discon-
nected, and the VM user is unaware that the switchover has taken place. During
the cold migration, the VM is shut down, and then it is migrated to another
host machine. The VM running on the physical host machine is temporarily
stopped. Its memory image is moved to another physical host machine via stor-
age, etc., and resumes operation on the destination computer. Migration has
become an indispensable technology for cloud computing operations. However,
the problem is that the migration process has been simplified and can be easily
performed as long as the user satisfies the cloud’s permissions. In this process,
only the cloud’s authority and the possibility of physical migration are deter-
mined, without considering any VM internal data. This could lead to violations
of the internal company rules and national laws (Fig. 2). Suppose that a VM is
running on the cloud of an IaaS Cloud Provider offering global IaaS services.
And, the VM that contains personal data cannot cross the country borders, and
that according to internal regulations, this personal data can be stored only in
Region A and Region B. There is no problem if the VM manager, who controls
which region the VM is launched in, migrates the VM from Region A to Region
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B. However, if the VM is migrated to Region C by the VM manager’s mistake
([MISTAKE] in Fig. 2), it will be a violation of the company policy. Also, if a
malicious person (VM Manager (Fake) in Fig. 2) maliciously migrates the VM
to Region D in Country Y ([ATTACK] in Fig. 2), it may violate the laws of the
Country X. This is a very problematic situation and requires a control mecha-
nism capable of determining whether or not a migration is allowed, considering
the permissions and physical availability of the cloud and the data contained in
the VM.

Fig. 2. VM migration problem.

To overcome the problem of an inappropriate live migration regarding data
contained in VMs, we proposed a policy-based control mechanism. [8–10] The
operation of the control mechanism is shown in Fig. 3. In the REGULATION,
the VM administrator describes a list of identifiers of countries and organizations
to which the VM data can be moved, according to the regulations attached to
the data. The CountryCode indicates the countries where data movement is per-
mitted (according to the regulations), and the OrganizationCode represents the
organization that instantiates and uses the VM. When the migration is executed,
the REGULATION of the VM to be moved is compared with the COUNTRY
and REGULATION of the destination host machine. First, it is checked whether
the CountryCode of the REGULATION is included in the CountryCode of the
destination host machine.

Similarly, it is checked whether the OrganizationCode of REGULATION is
included in the OrganizationCode of the destination host machine. If both checks
pass, the data acquired by the VM to be moved can be moved to the country or
organization where the destination host machine exists. In this way, the migra-
tion is executed. This migration process is the same as the traditional migration
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process. If both checks fail, the migration is not performed because the VM can-
not be moved to the country where the destination host machine is located. Using
these mechanisms, unintentional data breaches (caused by data migration) of
the terms and conditions, which are granted by different owners of various data,
national laws and regulations, and organizational rules, are avoided. In addition,
by managing the policies in blockchain, and if the REGULATION, COUNTRY,
or ORGANIZATION is tampered with by a malicious administrator on a host
machine running various VMs, an involuntary migration can be triggered, and
an inappropriate movement may occur. Therefore, to prevent malicious data
tampering, a method for preventing tampering using blockchain technology was
proposed. This method features a robust data protection mechanism.

The proposed mechanism was implemented in a cloud environment by reg-
istering the policies regarding VMs and host machines in the blockchain, and
the decision of allowing or disallowing a VM live migration in compliance with
the policies was evaluated. The execution time of the live migration using the
proposed mechanism was also measured, and no overhead cost was observed.

This paper extends our proposed mechanism targeting to container in the
edge. In the next section, we introduce the state of the art containers and con-
tainer migration.

4 Containers and Container Migration

There are several container platforms that implement container migration.
Docker [11] is the de facto standard for containers platform. In 2016, Docker’s

announcement of the live migration of containers sparked much attention. Since
the live migration allows containers to be migrated while processing continues, it
has become an essential technology in IoT environments, where edge computing
will be the de facto standard in the future. However, Docker still does not offer a
pure live migration. It supported migration by Checkpoint/Restore In Userspace
(CRIU).

Linux Container (LXC) [12] is a system container, which has replaced KVM
and Xen. Different for LXC from Docker, which is intended to run lightweight
virtual machines, the image it boots is a full OS image, complete with init and
systemd. It supported migration by CRIU and live migration is implemented
natively in LXD.

OpenVZ [13] runs on a single kernel, which is shared by multiple VMs on
the same machine, and it has the ability to run on multiple Linux systems
such as Fedora Core, CentOS, SUSE Linux, and Debian GNU/Linux. Migration
functionality is available for kernels 2.6.9 or higher. It supported migration and
live migration.
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Fig. 3. The data-auditing mechanism for the live migration of VMs

5 Proposed Data-Auditing Policy Mechanism

We considered that improper movement of data is a concern in container migra-
tion like VM migration. Therefore, we propose a data-auditing mechanism and
its policy during migration targeting containers by extending the policy of the
data auditing mechanism for VM. In difference to the VM’s host machine, the
edge computing device does not have huge resources, and hardware requirements
are needed in addition to information such as organization and country. There-
fore, our proposed mechanism adds hardware requirements in addition to data
audit requirements such as organization and country. A data-auditing operation
checks whether it is acceptable to migrate data in the software. A hardware-
requirement operation checks whether it is acceptable to migrate data in the
hardware. These policies are stored within the container at the edge computing
device. The container administrator writes and stores the container, according
to the container’s application and data conventions within the container. At the
edge computing device, the edge computing device administrator describes and
stores information similar to that of the edge computing device (Fig. 4). Usually,
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these written policies are assumed to be unchanged. During container migra-
tion, the container policy in the container to be migrated is compared with the
policy of the destination edge computing device to determine whether migra-
tion is permitted or not. If the destination edge computing device satisfies the
requirements of the policy in the container, the migration will be executed.

Fig. 4. Container and edge computing device policy allocation.

5.1 Container Policy

This policy establishes rules for determining whether the container cre-
ated/updated by container owner can be migrated or not. Table 1 shows the
elements and description of Data-Auditing in container policy. It has two Data-
Auditing policies and nine Hardware Requirement policies. cDAl describes the
countries or regions where containers can be placed. cDAo describes the plat-
forms allowed to deploy containers, according to the conventions of the organi-
zation managing the containers. Table 2 shows the elements and description of
Hardware Requirements in container policy. cHRh describes the allowed edge
computing devices; cHRt describes the virtualization tool used by the container;
cHRcu describes the CPU utilization threshold of the destination edge comput-
ing device; cHRmu describes the memory utilization threshold of the destination
edge computing device; cHRc describes the minimum CPU frequency threshold
of the destination edge computing device; cHRm describes the minimum memory
capacity threshold of the destination edge computing device; cHRgpu describes
whether the destination edge computing device must support AI processing;
cHRac describes the AI accessor required at the destination edge computing
device; cHRb describes the minimum memory capacity threshold of the desti-
nation edge computing device; cHRc describes the minimum memory capacity
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threshold of the destination edge computing device; cHRaf describes the AI
framework required at the destination edge computing device.

Table 1. Data-auditing in container policy.

Element Description

cDAl Countries or regions that are allowed

cDAo Administrative organizations that are allowed

Table 2. Hardware requirements in container policy.

Element Description

cHRh Name of edge computing device manufacturers that are allowed

cHRt Virtualization tools to be used

cHRcu CPU utilization at the destination edge computing device (%)

cHRmu Memory utilization at the destination edge computing device (%)

cHRc Min CPU frequency at the destination edge computing device (GHz)

cHRm Min memory capacity at the destination edge computing device (GB)

cHRgpu AI support availability the destination edge computing device

cHRac AI accessor required the destination edge computing device

cHRaf AI framework required the destination edge computing

5.2 Edge Computing Device Policy

This policy establishes the rules for determining whether the edge computing
device which was created/updated by edge computing device owner can be
migrated or not. Table 3 shows the elements and description of Data-Auditing
in edge computing device policy. It has two Data-Auditing policies and eight
Hardware Requirement policies. eDAl describes the country or region where the
container is located; eDAo describes the organization managing the container;
Table 4 shows the elements and description of Hardware Requirements in edge
computing device policy. eHRh describes the manufacturer of the edge comput-
ing device; eHRv describes the available edge computing environment (VM or
container); eHRt describes the name of the virtualization tool that can be used;
eHRc describes the minimum CPU frequency; eHRm describes the edge comput-
ing device memory capacity threshold; eHRgpu describes whether AI processing
is supported; eHRac describes the available AI accessors; eHRaf describes the
available AI frameworks.
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Table 3. Data-auditing in edge computing device policy.

Element Description

eDAl Country of placement

eDAo Managing organization

Table 4. Hardware requirements in edge computing device policy.

Element Description

eHRh Edge computing device manufacturer name

eHRv Available environment

eHRt Available virtualization tools

eHRc CPU frequency (GHz)

eHRm Memory capacity (GB)

eHRgpu AI support

eHRac Available AI accessors

eHRaf Available AI frameworks

6 Implementation

In this Section, an edge computing environment consisting of multiple edge com-
puting devices, which are virtually divided into multiple regions, is implemented.
All edge computing devices are assumed to run LXC and container-generated
applications. In addition, since CRIU is deployed at all edge computing devices,
the containers can be migrated among the edge computing devices. Further-
more, the components required to realize the proposed mechanism are assumed
to be applied at all edge computing devices. The implementation configuration
is shown in Fig. 5.

The implemented edge computing environment consists of eight edge com-
puting devices and four regions. Edge 1 has a container running an application.
These edge computing devices are running in an ESXi-6.5.0, which is a high-
performance server. The server consists of 20 CPUs (Intel(R) Xeon(R) CPU
E5-2660 v3 @ 2.60 GHz, 128 GB memory) and 3.45 TB HDD storage. All edge
computing devices are configured with 2 vCPUs, 8 GB memory, 80 GB storage
and Ubuntu 20.04 LTS OS. LXC and CRIU are installed and ready to run con-
tainers. The container policy for App1 which is running on edge 1 is shown in
Table 5. The edge computing device policies are shown in Table 6. These policies
are stored on the edge computing device for each row. App1 allows containers
to be placed in JP and US. Additionally, it allows containers to be deployed
on edge computing devices managed by org1, org3, and org4. This means that
Application1 cannot be migrated to Edge 3, Edge 4, Edge 7 and Edge 8.
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Fig. 5. Edge computing environment implementation configuration.

The execution time is measured when the container is migrated from Edge 1
to Edge 5. The average execution time is the result from ten runs for same migra-
tion condition. The difference in execution time with and without the proposed
data-auditing mechanism is clearly observed. The case with the data-auditing
mechanism is 220 ms. The case without the data-auditing mechanism is 217
ms. The case with the policy mechanism is slower than the case without the
policy mechanism. Since the effect of the policy mechanism on the migration
time is very minimal. We can say that the proposed data-auditing mechanism is
sufficiently practical.

Table 5. Container attributes running on edge 1.

cDAl cDAo cHRh cHRt cHRcu cHRmu cHRc cHRm cHRgpu cHRac cHRaf

jp
us

org1
org3
org4

app1 lcx 40 40 1.6 4 na na na

Table 6. Edge device attributes.

eDAl eDAo eHRh eHRv eHRt eHRc eHRm eHRgpu eHRac eHRaf

Edge 1 jp org1 edge1 ctr lxc 2.6 8 na na na

Edge 2 jp org1 edge2 ctr lxc 2.6 8 na na na

Edge 3 de org2 edge3 ctr lxc 2.6 8 na na na

Edge 4 de org2 edge4 ctr lxc 2.6 8 na na na

Edge 5 jp org3 edge5 ctr lxc 2.6 8 na na na

Edge 6 us org4 edge6 ctr lxc 2.6 8 na na na

Edge 7 us org5 edge7 ctr lxc 2.6 8 na na na

Edge 8 us org5 edge8 ctr lxc 2.6 8 na na na
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7 Conclusion

In this paper, we focused on containers and container migration in edge comput-
ing environments, which have been in a rapidly growing demand in recent years.
We proposed a data-auditing mechanism for container migration. Extended poli-
cies for VM and created policies for container in the edge. The evaluation of the
proposed system in an implemented edge computing environment showed that
the addition of the proposed policy mechanism has minimal impact on the migra-
tion time. We believe that using the proposed mechanism will reduce incorrect
container movement and placement of containers. Therefore, the proposed policy
mechanism is sufficiently practical. In the future, we aim to extend our investi-
gation from the very compact and short-range environment examined to a real
network extending over a wide area.
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Abstract. In recent years, the Internet of Things (IoT) has been growing rapidly,
and new applications using the IoT includes autonomous driving systems, mobile
health, smart homes, VR/AR technologies, and many more. While IoT applications
plays important roles in enriching our lives, the size of each generated task is
increasing compared to tasks generated by traditional mobile devices, which can
cause high latency when deployed in traditional cloud computing. Edge computing
has emerged as a method to mitigate this problem. Edge computing can provide
services with lower latency than conventional cloud computing methods because
the tasks are processed in the vicinity of the user’s device. However, when the
tasks are concentrated in one of the distributed servers, the low processing power
of these servers becomes a bottleneck and high latency may occur.

In this paper, we proposed a deep reinforcement learning based offloading
mechanism in an edge computing environment which can dynamically offload a
task based on the performance and availability of nearby edge servers. Preliminary
experiment results are promising and offered insights on related issues.

Keywords: Edge computing · Deep reinforcement learning · Task offloading

1 Introduction

Over the past decade, mobile communication systems have evolved from the 3rd and 4th
generation (3G and 4G) to today’s 5th generation (5G). 5G networks are characterized by
extremely high speed, high capacity, low latency, and multiple simultaneous connections
compared to previous generations of mobile communication systems. It is said that 5G
networks will become a social infrastructure to further develop and promote the spread
of existing IoT devices and applications. Examples of IoT devices or applications that
are expected to develop in the future include VR/AR devices, mobile health, autonomous
driving systems, and a wide range of other fields [1]. However, these intelligent devices
and applications can only be realized by processing huge amounts of data in real time,
which poses a great challenge for servers and network bandwidth.

In conventional cloud computing systems, data generated from edge devices such as
IoT devices are processed by high-performance servers in a cloud data center. However,
when the physical distance between the data source and the server is far, high latency is
likely to occur [2]. Edge computing systems have emerged as a new technology to meet
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the needs of real-time and low latency requirements. By distributing edge servers with a
certain amount of computational power near the edge devices, edge computing can sig-
nificantly reduce the response time for requested tasks and also reduce the load on cloud
data centers. Edge computing is attracting attention as the next-generation computing
paradigm. However, to operate it efficiently, it is necessary to consider task allocation
and offloading. Task offloading here refers to uploading computationally intensive appli-
cations that cannot be processed by the local edge server and have the other server take
over the processing. In general, the following cases can be considered as types of task
offloading.

1. Local Execution
It completes all tasks generated by the edge devices using only its own computational
power.

2. Full Offloading
All the generated tasks are offloaded to other edge servers, and the processing is
completed by the computational power of these edge servers.

3. Partial Offloading
Part of the task is processed locally, and the rest is offloaded to another edge server.
This can be done only when the tasks can be divided.

In this paper, we study a dynamic task offloading mechanism for efficient edge
computing system operation. To achieve dynamic task distribution, this paper employs
reinforcement learning, which is one of the machine learning methods. Each edge device
is modeled as a Markov Decision Process, and a task offloading algorithm based on
multitasking and load balancing is proposed.

2 Related Work

For efficient task offloading, it is necessary to consider when, where, and to what extent
tasks should be offloaded. Several studies have already been done on the optimal task
offloading strategy for different scenarios.

Gao et al. developed a cooperative computing system consisting of mobile devices,
edge cloud and central cloud and designed a Q-Learning based task offloading policy
for optimal resource allocation and offloading based on it [3].

Mochizuki et al. focused on mobile data offloading, which is an effort by telecom-
munication carriers to meet the increasing demand for mobile data communications.
They propose a mobile data offloading method based on distributed deep reinforcement
learning [4], in contrast to the temporal offloading of existing methods (Mobile Data
Offloading Protocol) to maximize bandwidth utilization efficiency.

Shino et al. proposed an autonomous distributed task offloading method in which
applications autonomously determine the optimal execution node and offload tasks to
provide distributed processing that can cope with the increasing number of moving
applications and topology changes among nodes in edge computing environments [5].

These studies are like our work in that they adapt reinforcement learning-based
algorithms for optimal task assignment and task offloading for user devices in edge
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computing environments. On the other hand, they only make discrete behavioral deci-
sions for task offloading and do not support handling continuous variables that allow
detailed parameter decisions. In this study, we propose a method to solve not only the
discrete problem of deciding which server to offload to and determining task allocation,
but also the continuous problem of making detailed decisions on migration bandwidth
and other parameters during offloading.

3 System Model

In this paper, the tasks are generated from multiple user devices e = {1, 2, 3…}. Here,
we assume a general edge computing scenario where tasks are generated by multiple
user devices e = {1, 2, 3…, n} and processed by multiple edge servers E = {1, 2, 3…,
N} as shown in Fig. 1. Each user device ranges from common computing devices such
as desktop and laptop computers to web cameras and wearable devices used for mobile
health monitoring. Each of these devices generates a different size of demanding tasks.

In addition, the computing power of user devices themselves varies. If a user device
chooses to offload a task to an edge server, each user device thinks only of its own benefit
and tries to offload the task to the edge server with the highest computational power.
However, even a high-performance edge server cannot process all these tasks in real
time due to its limited computing power. It may not be able to allocate the necessary
resources in time, which may cause a large delay.

Therefore, task offloading in edge computing environments is important to balance
the distribution of tasks and to increase the utilization rate of each edge server to a certain
value.

Fig. 1. An RL-based task offloading mechanism in edge computing
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The Proposed Method
Deep Q-Network (DQN), a deep reinforcement learning algorithm, is one of the most
effective methods for task offloading in edge computing environments. DQN is a useful
method for complex resource allocation problems and high-dimensional state spaces,
but it does not address the problem of continuous action spaces, and action decisions
must always be made using discrete values.

In this paper, we proposed a task offloading mechanism that makes continuous action
decisions in a single-agent scenario with a primary edge server as an agent. Deep Deter-
ministic Policy Gradient (DDPG), a deep reinforcement learning algorithm based on the
Actor-Critic model, is employed to realize complex decision making by the agent.

4 Reinforcement Learning – A Recap

Reinforcement learning [6, 7] is a machine learning method. It is characterized by the fact
that the system itself achieves optimal system control through trial and error. It differs
from supervised learning in that it does not require artificial labeling of the teacher
data (correct answer data). In reinforcement learning, the computer learns behaviors
to maximize the reward set as the objective in a certain environment. After a certain
number of trials, it is possible to learn a policy that maximizes the long-term reward for
the current environment. Furthermore, by combining this method with deep learning, it
is possible to adapt to high-dimensional states and behaviors, which greatly improves
the learning efficiency.

In this paper, we use deep reinforcement learning for efficient resource allocation
for optimal task offloading in edge computing environments. In reinforcement learning,
the dynamics of the environment are typically modeled by a Markov Decision Process
(MDP), and the algorithm is analyzed. Likewise, we establish the MDP and define the
following three elements to adapt the deep reinforcement learning algorithm to the edge
computing environment.

• State
The current state S_t is defined as the system load rate on each edge server. Each
edge server queues up a predetermined number of tasks in its own data structure and
processes them in turn.

• Action
In the current state S_t, the action A_t taken by the system refers to the decision
of the primary edge server on the task offload vector, task allocation, and migration
bandwidth during offload. The task offload vector and task allocation decisions are
discrete values, while the migration bandwidth decision is treated as a continuous
value.

• Reward
The system-wide reward R_t is defined as the total number of tasks processed by each
edge server for each trial episode in reinforcement learning.



A Framework of an RL-Based Task Offloading Mechanism 107

4.1 Markov Decision Process (MDP)

MDP is a stochastic model of a dynamic system in which state transitions occur stochas-
tically, and in which state transitions satisfy Markovianity. Markovianity means that the
transition to the next state depends only on the current state and action but is independent
of earlier states and actions. By modeling the representation of time-series state transi-
tions in reinforcement learning with MDPs, we can maximize the cumulative reward by
simply finding the value function applied by the MDP [8].

4.2 Value Function

In reinforcement learning, the reward is a measure of the immediate goodness or badness
of an action chosen from the current state, but the decision to act must consider the reward
that will come later. In reinforcement learning, the cumulative reward obtained over a
period is called the revenue. There are several types of revenue, but the most used revenue
is the discounted cumulative reward which is expressed by discounting the value of the
reward to be obtained later, as shown in Eq. (1).

Gt =
∞∑

τ=0
γ τ Rt+1+τ 0 < γ < 1 (1)

The sum of the discounted rewards is the sum of the rewards for a given interval,
and the content of the interaction is determined stochastically depending on the state
at the start of the interval. As a result, the revenue also becomes a value that varies
stochastically. Therefore, the expected value of the revenue is obtained conditionally on
the state, and the expected value is called the state value, which is used as an index for
defining a good strategy.

The state value is the sum of the rewards for continuing to take actions according to
the strategy π, starting from the state St, and can be expressed as in Eq. (2).

V π (s) = Eπ

[
Gt+1|St = s

]
(2)

The best strategy is called the optimal strategy π* and is given by Eq. (3).

V ∗(s) = V π∗
(s) = maxV π (s) (3)

Here, V* (s) is called the optimal state value function. To improve convenience when
making action decisions, we use a function called the action value function, which adds
actions to the conditions in Eq. (3) above. The action value function represents the value
of each action At in each state St, as shown in Eq. (4).

Qπ (s, a) = Eπ

[
Gt+1|St = s, At = a

]
(4)

4.3 Deterministic Policy Gradient (DPG)

Deterministic policy gradient is a reinforcement learning algorithm presented by Silver
et al. in 2014 [9]. The DPG algorithm is a policy gradient-based algorithm, which models
the policy with parameter θ and performs direct optimization. The DPG algorithm uses
a reinforcement learning approach called Actor-Critic, which is described later.
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4.4 Actor-Critic

The DPG algorithm is a reinforcement learning algorithm based on the Actor-Critic
model, which has a separate structure for representing policies, independent of the value
function, as shown in Fig. 2. The structure that represents the policy is called an Actor,
because it is used to select actions, and is expressed as Eq. (5), because it is a function
of deterministic measures whose actions are deterministic for a given state.

μ(s|θμ) (5)

Here, θμ is a parameter of the measure function μ.
The part that predicts the value function is called Critic because it critiques the

actions chosen by the Actor [10]. Critic is synonymous with the action value function
and is therefore expressed as in Eq. (6).

Q(s, a
∣
∣
∣θQ ) (6)

where θQ is a parameter of the action value function Q.
Since the strategy μ only needs to learn to maximize the current value, we can

optimize θμ using the gradient shown in Eq. (7).

∇θμJ ≈ E
[∇θμQ

(
s, a|θQ

)|s=st ,a=μ(s|θμ)

]

= E
[∇θμQ

(
s, a|θQ

)|s=st ,a=μ(st)∇θμμ(s|θμ)|s=st

] (7)

In addition, the action value function Q can be defined as the error function in Eq. (8)
from the Bellman equation [11], which holds for action values.

L
(
θQ

) = E
[
(Q

(
s, a|θQ

) − yt)
2
]

where yt = r(st, at) + γ Q
(
st+1, μ(st+1)|θQ

) (8)

The behavioral value function Q can be optimized by learning to minimize the error
function calculated in Eq. (4) above.

As described above, in the DPG algorithm, the optimal strategy function μ* can be
obtained by simultaneously optimizing the parameter θμ of the strategy function μ and
the parameter θQ of the action value function Q during the learning process.
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Fig. 2. Overview of actor-critic

5 Deep Reinforcement Learning

Deep reinforcement learning refers to the use of neural networks for function approxi-
mation of the value function and the policy function in reinforcement learning. In con-
ventional reinforcement learning, linear functions are used to approximate the functions
of value and policy functions. In addition, the design of the features requires human
intervention. In deep reinforcement learning, however, the neural network designs the
features, eliminating the need for human intervention. In addition, it was confirmed that
deep reinforcement learning can significantly outperform conventional reinforcement
learning simply by providing the environment directly as input [12, 13].

5.1 Deep Deterministic Policy Gradient (DDPG)

The first innovation is a method called Experience Replay [15], proposed by L. Lin in
1992. Experience Replay is a method of learning by memorizing the past actions of
an agent and randomly selecting multiple memorized actions at regular intervals. This
method is called Experience Replay. The number of randomly selected actions is called
the batch size. By learning randomly in this way, it is possible to control the bias of the
samples and to learn the same training data repeatedly, thus improving the efficiency of
sample usage.

The second innovation is the fixed target Q-network. In a strategy-gradient type
reinforcement learning algorithm such as DDPG, the parameters of each function are
updated in the direction of optimizing the strategy function and the action value function.
The fixed target Q-network can stabilize the learning by updating some parameters
instead of the whole parameters. The fixed target Q-network can stabilize the learning
by updating some parameters instead of the whole parameters.

The fixed target Q-network can stabilize learning by updating some of the parameters
instead of updating the entire parameters. Let θμ and θQ be the parameters of the strategy
function and action value function before the update, respectively, and θμ′

and θQ′
after
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the update (Fig. 3).

θμ′ ← τθμ + (1 − τ)θμ′

θQ′ ← τθQ + (1 − τ)θQ′

τ � 1 (9)

Fig. 3. The DDPG architecture

6 Experiments

In this paper, we conduct experiments to evaluate whether the task offloading mechanism
learns according to the DDPG algorithm and allocates tasks to the optimal edge servers.

6.1 Experiment Methods

The simulation experiment was conducted on a virtual edge computing environment.
The open-source CRAWDAD mobility dataset was used as the training dataset. This
dataset shows mobility devices such as smartphones and wearable devices generating
tasks at regular intervals, as shown in Fig. 4. In this experiment, we evaluate the proposed
model by observing the offloading of data from this mobility dataset to multiple edge
servers and measuring the rewards obtained from the environment. First, the simulations
were performed with parameters such as the number of edge servers and the number
of user terminals. Next, we simulate the task offloading process using a task offloading
mechanism based on the DDPG algorithm. Three patterns were assumed here, i.e., 30,
50, and 80 edge devices, to evaluate the generality of the model. The parameters for
each simulation are shown in Table 1. The number of training trials varies dynamically
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depending on the training status of the model. The specification is that if the reward
obtained from the environment does not increase by the specified number of episodes,
learning terminates at that point. In addition, in one episode, the movement of mobility
data is divided into 3000 steps and executed. The reward defined in Sect. 5 was used as
the evaluation index.

Table 1. Simulation parameters

Parameter Value

Number of user devices (e) 50

Number of edge servers (E) 10

Maximum number of server processes (f) 5

Generation task size (r) 0–50 MB

Migration bandwidth (b) 0–1 Gbps

Number of training episodes (ep) 130

Number of steps in each episode (st) 3000

Experience replay buffer size (mem_cap) 10000

Learning rate for critic network (lr_c) 1.0 × 10–3

Learning rate for actor network (lr_a) 2.0 × 10–3

Bach size (batch) 32

Soft update rate for target network (tau) 1.0 × 10–2

Fig. 4. The CRAWDAD mobility dataset
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6.2 Experiment Results

Using the set parameters, we conducted a task offloading experiment and observed the
changes in the reward obtained from the environment. The results are shown in Figs. 5
and 6.

Fig. 5. Rewards from the environment per group of devices.
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Fig. 6. Rewards from the environment per group of devices (another view)

6.3 Discussion of Results

From Fig. 5 of the experimental results, the number of system-wide task processes set
as rewards varied with the learning episodes. We will look at the patterns in order of the
number of user devices, starting with the lowest number. In an environment with 30 user
devices, the reward tends to increase continuously, which indicates that the proposed
mechanism in the environment can offload tasks to the edge server appropriately for the
user devices. The same is true for the case of 50 user devices, but we can observe that the
range of rewards is lower than in the case of 30 user devices. This may indicate that some
episodes may have dropped out because they could not offload the task appropriately.
Finally, in the case of the 80 user devices, some episodes may have high rewards, but
the overall rewards are highly variable, and it is difficult to say that the rewards are on
an increasing trend. This may be due to too many user devices offloading tasks relative
to the number of edge servers in the experimental environment. Since all edge servers
in this environment have the same performance and the number of tasks that can be
processed is fixed, it is practically impossible to efficiently process too many tasks. This
issue needs to be addressed in future experiments and find a solution.

7 Concluding Remarks

In this paper, we described an optimal offloading mechanism for multi-users in edge
computing. Specifically, using the DDPG algorithm, which is a method of deep rein-
forcement learning. We define multiple user devices in the edge computing environment
as agents and proposed a mechanism to offload the generated task data to the optimal
edge server according to the DDPG algorithm.
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In our experiments, we built and simulated a virtual edge computing environment to
verify whether the proposed mechanism allocates tasks appropriately. From the exper-
imental results, we confirmed that as learning progressed, the mechanism started to
offload tasks appropriately, and the number of tasks processed by the entire system
increased.

As future work, it is necessary to conduct comparison experiments with other existing
methods to evaluate the usefulness of the offloading mechanism proposed in this paper.
In addition, the current environment does not consider the computational power of the
user device itself. Therefore, of the three types of task offloading introduced in Sect. 1,
only full offloading is being performed. In the future, it will be necessary to construct
a new edge computing environment that considers the two offloading methods of local
execution and partial offloading to make it closer to the real environment.
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1 Introduction

The article shows the application process of the Geodesign Workshop based on the study
area of the Metropolitan Region of Florianópolis, located at Santa Catarina State, in the
south of Brazil (which in the study will be called MRSC). The study was part of a national
proposal in which 13 researches groups were invited to analyze different metropolitan
regions - in which they are partner, using the Geodesign method. The proposal, among
others, had the challenge of inciting actions that would help in the maintenance of areas
with vegetation, thus collaborating for the creation of carbon credits.

The main objective for this study was to plan the green future area to Florianópolis
Region until 2050 - in this case three scenarios was planned. The first one was Scenario
A: “Early Adopter” – in which initial innovations were considered, resulting in changes
in 2035 and 2050; for Scenario B: “Late Adopter” – in which it was considered wait
until 2035, to then adopt innovations that can lead to changes in 2025; and Scenario C:
“Non Adopter” – in which no innovation was adopted, allowing for unplanned changes
for 2050. Therefore, for this experiment three scenario changes were planned focusing
on increasing the Carbon Credit to at least 30% more until 2050 – but clearly it was
an obligation to increase the green area surface for the Florianópolis Region. Thus, the
basic tool for planning the three future scenarios, as well as discussing, proposing new
green áreas and also considering the United Nations Sustainable Development Goals
was the Geodesign platform environment.

1.1 Study Area

For the study of MRSC the workshop was applied with the group of students of PhD
course related to Postgraduate Program in Territorial Planning and Socioenvironmental
Development - PPGPLAN, from the State University of Santa Catarina - UDESC.

The MRSC is one of the main centers of the technological industry (game software)
in Brazil, mainly Florianópolis, where tourism, civil construction, commerce and the
service sector also stand out. In the neighboring cities, mainly São José, Palhoça and
Biguaçu, there is a diversified and growing industrial pole, in addition to important
areas of services and business. Beyond that, most municipalities in the expansion area
present themselves as important areas for agriculture. As for the relief, the region has a
predominant area on coastal plain, which includes the coastal part and the mountainous
region, with vegetation from the Atlantic Forest biome and still restinga (sandbank) and
mangrove vegetation.

There is a strong contrast between the coastal area totally dense by buildings and real
estate exploration, in contrast to the continental area, which has a predominantly rugged
relief and has a predominance of tree cover with vegetation exuberance. The studied area
is composed of 22 municipalities, but the actual Metropolitan Region of Florianópolis
comprises 9 municipalities with a population of 1,050,000 inhabitants living in an area
of 2,700 km2, with the other 13 municipalities belonging to the Metropolitan Expansion
Area (Table 1 and Fig. 1).

Notoriously, this is one of the regions with the best life quality level in the country,
the Metropolitan Region of Florianópolis has the highest HDI (Human Development
Index) of 0.840, among all metropolitan regions in Brazil [2].



Geodesign Experience in Florianópolis Metropolitan Region 119

Table 1. Municipalities from RMSC [1].

Municipalities of the 
Metropolitan Region of 
Greater Florianópolis

Águas Mornas, Antônio Carlos, Biguaçu, 
Florianópolis, Governador Celso Ramos, Palhoça, 

Santo Amaro da Imperatriz, São José, São Pedro de 
Alcântara

Municipalities in the 
Greater Florianópolis 

Metropolitan Expansion 
Area

Alfredo Wagner, Angelina, Anitápolis, Canelinha, 
Garopaba, Leoberto Leal, Major Gercino, Nova 
Trento, Paulo Lopes, Rancho Queimado, São 

Bonifácio, São João Batista, Tijucas

Fig. 1. The Metropolitan Region of Florianópolis (RMSC) in Brazil and other case studies in
Brazil, and the municipalities of MRSC. Source: the authors.

When analyzing the set of maps on the study area, it is initially necessary to observe
that the area is composed of a large island (54 km of length and 18 km width), in the
municipality of Florianópolis, capital of the state of Santa Catarina, and by a significant
urbanized area on the continent, corresponding to the connection with the island (Fig. 2
- d). However, in the rest of the region there is low occupation and significant vegetation
cover, composed of Atlantic Forest (Fig. 2 - f).

The surface temperature has a greater impact in the central area of the island and in
urban area of the continent in connection with the island, being mild in the regions of
higher altitude (east–west axis to the south of the continent) and in unoccupied valleys
(Fig. 2 - a). The topography is composed of the low altimetry on the island and the
portion of the continent close to the island, with an east–west mountain range in the
south of the continent (Fig. 2 – b). The slopes are low and favorable to use, but with
the challenges of containing the risks of flooding on the edge of the island’s mainland,
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Fig. 2. Surface temperature (a), altimetry (b), slope (c), urban land use (d), NDVI (e) and
vegetation cover (f). Source: the authors.

but the difficulty of urban expansion in much of the territory is observed due to the high
slopes (Fig. 2 - c).

Regarding the vegetation index, the NDVI (Normalized Difference Vegetation
Cover) indicates the absence of vegetation in the large lagoons and the low presence
in the urbanized area of the continent that connects with the island, but in the rest the
vegetation is expressive and robust, which highlights the RMSC from the other studied
metropolitan areas (Fig. 2 - e). In summary, it is an area whose urban occupation is con-
centrated and dense in the relationship between island and mainland, with more impact
on the mainland portion, but with a wide area of expressive vegetation cover, of difficult
urban occupation due to slope barriers.

The distribution of commerce and service activities (Fig. 3 - a) demonstrate the
importance of the mainland area connected to the island (Biguaçu, Palhoça and São
José), and the same can be seen in the health services map (Fig. 3 - b), accessibility and
capillarity (Fig. 3 - c). It is observed that the density of roads, in the accessibility and
capillarity map, is even more expressive in this portion of the continent than on the island
(Fig. 3 - c). As observed in the previous cartographic collection, the remainder is a large
void, except for the axis that connects Canelinha to São João Batista and Nova Trento
(north portion) and the Palhoça axis to Santo Amaro da Imperatriz (central portion). In
this sense, the planning needs to consider the densification in the areas of the island’s
connection with the mainland and in these incipient axes of growth.

It is worth mentioning the fragility in the supply of sanitation, with the presence of
water network only in the mentioned areas (Fig. 3 - d) and many limitations in the sewage
network (Fig. 3 - e). It is worth noting the importance of the island area in terms of the
presence of cultural and archaeological heritage, as well as the presence of indigenous
land in the mainland area. (Fig. 3 - f).
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Fig. 3. Commerce and services (a), health services (b), accessibility and capillarity (c), water
services (d), sanitation (e) and cultural and archeological heritage (f). Source: the authors.

The development of the study had two purposes: a) to enable the participating students
to carry out a geodesign study, while expanding their knowledge about the territory of
the RMSC; b) collaborate with studies on a national scale on 13 metropolitan regions in
Brazil, by verifying the reproducibility of the geodesign methodological process.

1.2 Geodesign

The Project that planned the study of Brazilian metropolitan regions, was entitled:
“Geodesign Brazil, Trees for Metropolitan Regions”. The idea was to use the Geode-
sign method in a standard, simultaneous format that would allow the application in
different scenarios but with a standard in the type of data used as well as in the applied
methodology.

Geodesign is a methodological process that explores the potential of geospatial
technologies, Geographic Information Systems and their web-based resources, for co-
creation processes in shared planning. Its structure is a work framework that starts with
the consumption of data, which are translated into information and generate knowl-
edge about the area of study. As it has a geographical base, it explores geovisualization
resources and access to different actors in society, so that participatory planning actually
takes place [3–8].

The basis of Geodesign is the proposition of a work framework, in which steps and
objectives to be accomplished, actors and teams of participants, decision support, goals
to be met, negotiation and results evaluation methods are specified. In the case study
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in question, the script initially proposed by the IGC (International Geodesign Collab-
oration) and its adaptation to Brazilian case studies was followed, using the GISColab
(UFMG) platform and using the same initial list of maps and characterization data of
the study areas [14, 15]. However, due to local differences, each group was free to adapt
the processes to their specific objectives.

In the RMSC case study, the adaptation took place due to the composition of the
participants. As the workshop had as actors the postgraduate students in Territorial
Planning and Social and Environmental Development, not all participants had skills and
practice in the use of Geographic Information Systems. It can even be said that many of
the participants did not feel comfortable working with geographic information as a first
reference. In this sense, the main adaptation to the method was the brainstorm process of
co-creation of ideas, elaborated in the form of a table of alphanumeric proposals that, not
necessarily, emerged from map information, but were translated in the second moment to
the geographic location. It is an adaptation contribution on ways of working considering
participants from professional areas who do not necessarily have knowledge and skills
of geographic spatial analysis.

2 Methodology

Brazil is a country of continental dimensions and of big differences in spatial, social and
economic conditions. Carrying out urban planning in such complexity requires adaptabil-
ity and scalability conditions, as the regions will have different conditions of participation
and resources. Starting with digital inclusion and access to technological resources, there
are great disparities. It was the intention of the group of Brazilian universities linked
to the IGC (International Geodesign Collaboration - https://www.igc-geodesign.org/) to
carry out a study together, but at the same time with freedom for the necessary adap-
tations due to local specificities. The 13 studies carried out presented variation in the
form of development (asynchronous and synchronous), of the actors involved (under-
graduate, graduate students, planning professionals of university researchers), access to
additional tools (application development and specific and additional methodological
procedures), in the time available for the experiment (in more concentrated processes or
with more time between stages). Even with the local differences, it was possible to follow
a common script and, at the same time, record and measure the adaptability condition
to contemplate each local need [9–21].

All followed the schedule proposed by the IGC to consider the scenarios for the
year 2021, 2035 and 2050, in view of the global climate agreements and the Sustainable
Development Goals [13]. And to act according to different planning patterns, related
to traditional processes, which do not adopt innovations at first and then accept them,
or those that are innovative from the beginning. With this temporal scale of behavior
variation, proposed by the IGC, the expectation would be to expand the capacity for
innovation and, mainly, the measurement of gains in meeting the goals of sustainable
development (SDG) (Fig. 4).

Also as proposed by the IGC, participants had access to a list of assumptions, a set
of best practices on the different planning systems, as a way of encouraging the use of
innovations. The systems proposed for all participants were: water, energy, vegetation,

https://www.igc-geodesign.org/
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Fig. 4. Sustainable development goals [10].

institutions, agriculture, transport, housing and mixed use, commerce and industry. In
the opinion of the organizers, two other systems could be added, and the Brazilian group
chose to include tourism and culture and to include a specific system to propose and
measure contributions to the Carbon Credit (Fig. 5).

Water  Energy Institutional 

Agriculture Transport Residential 

Green Industry / Commerce Tourism / culture 

Carbon credit 

Fig. 5. Workshop themes. Source: authors (2021).

All Brazilian projects received the same collection of representation maps and pro-
cesses (data and information on the spatialization of occurrences and their areas of
influence) and the use of the Brazilian Geodesign platform, GISColab [11, 12, 19]. The
EA-UFMG Geoprocessing Laboratory was responsible for assembling a collection of
around 40 maps for each of the metropolitan regions involved. With this, it was possible
to measure the scalability of the process of setting up a workshop, in terms of time and
access to a minimum set of information. Free access data, made available on a spatial
data infrastructure platform or satellite imagery, were used. The time spent on producing
the maps was measured and it was observed that in order to set up a case study on a
regional scale, in Brazil, a week of work would be necessary, even for regions with fewer
resources [9].

It would be possible to assemble a much more robust data collection for the island
of Florianópolis, but not exactly for the entire metropolitan region. In order to apply
the same conditions for the entire country, the quality and resolution cut to a regional



124 F. H. de Oliveira et al.

scale was carried out, as a first approach, without prejudice to the development of future
studies in greater detail.

For visualization of geospatial data layers and spatialization of proposals, the GISCo-
lab platform was adopted [16]. GISColab is based on the SDI (Spatial Data Information)
and OGC standards for data consumption via WMS or WFS, allowing both cases to
increase performance by WPS (Web Processing Service). For training in the software
navigation, the groups had videos recorded by Professor Ana Clara Mourão Moura and
assistance from the monitors: Beatriz Fernandes and Thiago Lima. In use, adaptations
were made to the process, demonstrating the flexibility of both the method and platform.

For standardization in the analysis proposed in the workshops, all groups had as
main objectives:

• Increase the area of robust vegetation by 30% by 2050, as a contribution to carbon
credits;

• Contemplate the 10 pre-determined systems (or themes) for carrying out the actions,
prioritizing projects that were associated with carbon credit;

• For all possible actions, consider the 17 Sustainable Development Goals (SDGs) of
the Global Compact, a UN initiative.

For the MRSC, the following specific objectives were listed:

• Informing places of conflicts of environmental interest and real estate exploitation;
• Implementing Conservation Units in areas of dense vegetation;
• Improve mobility;
• Consider sustainable technologies for civil construction;
• Deploy renewable energy sources - mainly solar energy;
• Implement a sewage treatment system;
• Improve tourism activities with a focus on ecological tourism;
• Implement policies to protect areas of the marine coastline;
• Extend the protection of springs and hill tops.

The main goals and framework developed is presented in Fig. 6. The area was divided
in two: the coastal area and the continental area, according to the conditions of poor
vegetation and robust vegetation. The goals were to consider the SDGs and the increase-
ment of carbon sequestration. The consensus about the proposals were constructed using
alphanumeric tables, presenting the list of ideas, the description of each of them, their
relation with the main systems, the year of reference, and the place indicated for them.
The column of place initially was a generic description that, with the development of
the workshop, was transformed into polygons (Fig. 6).

The chronology of the activities followed the general indications of the project but
with adaptations to the profile of the workshop participants. The meetings took place for
4 weeks, once a week, in the online format and the contact between the participants was
carried out daily with an instant messaging application. A total of 9 students from the dis-
cipline of Multipurpose Land Registry and Territorial Planning from PPGPLAN/UDESC
participated. In summary, the actions taken were as follows:



Geodesign Experience in Florianópolis Metropolitan Region 125

Fig. 6. Decision making process. The background figure (excel table) is a simple illustration
to demonstrate that the process started with the decision of ideas by theme, followed by the
negotiation on spatialization. Source: the authors (2021).
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• Day 1 - Reading enrichment - Indication of potentialities, vulnerabilities, charac-
teristics and needs in the 2020 scenario, by Annotations, using a Web-GIS with 40
maps.

• Day 2 - Construction of Ideas for “Non-Adopter” 2035 and 2050, through the tool
Dialogues.

• Day 3 - Construction of ideas for “Late-Adopter” 2035 and 2050, through the Dia-
logues tool. They had the target to increase of 30% of CCO2 until 2050, using the tool
Widgets that calculates the percentage reached, number of trees and the sequestration
of CO2 above and below ground. They used the list of Assumptions.

• Day 4 - Construction of ideas for “Early-Adopter” 2035 and 2050, through the “Di-
alogues” tool. They used Widgets to increase of 30% of CCO2. They used the list of
assumptions. Debates through comments and voting on the Dialogues tool.

For the spatialization of the proposals, the GISColab platform was used [17, 18], in
which thematic layers of geospatial data such as Conservation units, urban areas, among
others, were previously inserted, so that the analysis could deepen according to local
characteristics.

The compilation of thematic data took place in a pre-workshop stage in which,
in addition to the data collected, basemaps were created for all metropolitan regions,
planning of the automated calculation tool for the number of trees, CO2 and percentages.
For better organization, after the first moment of Reading Enrichment, a spreadsheet was
created in which all participants collaborated with the proposals, listed by themes, groups
and authors. With the spreadsheet ready, discussions and votes were held to maintain
or withdraw proposals. It should be noted that the proposals were listed for different
scenarios, explained in Fig. 7.

cenario Description 

Early adopter 
(years of 2035 and 2050) 

Proposals should contain more innovations, with more 
advanced technologies 

Late adopter 
(years of 2035 and 2050) 

Proposals with less innovations, with more popular 
technologies 

Non-adopter 
(year of 2050) 

Proposals with little innovation, standard technology 

Fig. 7. Workshop scenarios. Source: the authors (2021).

After each discussion, the students spatialized the actions on the maps, through the
GISColab platform. Each theme has a standard color, so in all scenarios, regardless
of who was editing, it was possible to maintain visual harmony. The proposals were
spatialized in pins and vegetation areas to increase carbon credits (polygons in light
green) (Fig. 8).

After the elaboration of proposals for the different scenarios, voting, spatialization
and confirmation of the achievement of the goal of adding carbon credit, the data from
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Fig. 8. Maps with proposals on the GISColab platform. Source: GISColab platform. Elaboration:
authors (2021).

the GISColab platform were tabulated in two ways: 1. verifying the conformity of the
proposals with the Sustainable Development objectives of UN, 2. verification of planned
vegetation increase. The data for these steps will be seen in the next item of the study.

3 Discussion of Results

In general, the proposals presented a bias of more traditional technologies although with
important bases in the social and environmental questions. The goal in relation to the
carbon credit increase was successfully achieved, however there was a low diversity of
actions related to the United Nations Sustainable Development Goals (SDG) items. In
relation to the SDG, a degree of score ranging from -3 to 3 was listed, being negative
when it was a bad proposal for that theme and positive when adding to the theme (Fig. 9).
The following information on Fig. 9 is a summary of the actions and the results for each
scenario, considering the direct or indirect correlation between each element on the first
column (17 SDG) and the first line of the matrix, which describe each one of the 10
themes listed on Fig. 5.

The Fig. 10 illustrates the adherence of the 10 themes developed in the Geodesign
dynamics workshop that took place in the discipline, considering the 17 goals of the
SDG. The numbering highlighted within the matrix (with shades of purple and orange)
refers to the intensity of adhesion (from highest to the lowest level).

Early Adopter: For this scenario, the current situation in 2020 (14) showed flaws in
many items of the SDGs, being favorable only in some conditions of Agriculture and
Institutions, and with weaknesses related to the other themes. When acting as an Early-
Adopter, the score increased a little for 2035 (26) and a lot for 2050 (113), demonstrating
that innovations can make a difference in complying with the SDG. Perhaps the group
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Fig. 9. Tabulation of SDG/ONU proposals in relation to the proposed themes Source: authors
(2021).

Fig. 10. Scale of correlation SDG/ONU with workshop themes related.

was not prepared to plot all projects and policies on the GISColab platform, sharing their
views.

Late Adopter: The Late-Adopter 2035 (51) had a performance far superior to the Non-
Adopter 2050 (9), in values. In fact, the group had a little resistance to putting their ideas
on GISColab - compiling a large part of the policies and projects in the spreadsheet that
should be used as support. In this case, the graphic representation was minimal but the
discussions and the main objective were achieved: to increase carbon credit. Regarding
the themes, there are improvements in water, agriculture and green.

Non Adopter: It is observed that the Non-Adopter arrives in 2050 with the score (9)
slightly below the current scenario (14), because the proposals, although without major
innovations, did not consider the future scenario as possibilities for development. It may
have been difficult to plan the future with policies and projects - given that part of the
group was not used to this type of exercise.
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Analyzing the data in relation to the main objective of the workshop, to increase the
percentage of green area for carbon credit, it was found that the goal was achieved
smoothly by the natural characteristic of the MRSC and also by the profile of the
workshop participants, who put environmental actions as a priority.

4 Participants’ Report and Conclusion

Throughout the process of applying Geodesign, different profiles of professional back-
ground were identified within the participating student’s class, so the questionnaire was
conducted at the end of the experiment to record individual and group impressions.

Considering that the whole project process took place remotely due to the COVID-19
pandemic and its implications, it was questioned whether they believed that there would
be a difference in the result of applying the method if the process were in person, and for
almost 70% of the group believed that yes, it would be different. Thus, was majoritary
the feeling that being together and discuss face to face is better to convince or expuse
the point of view related to any decision.

Regarding the degree of difficulty in carrying out collective decision -making actions,
there was a balance in relation to the number of responses from those who found it easy
and those who found it difficult, even so, in general the group understood that there
was no conflict for decisions since the proposals were created together. But, considering
the GeoDesign methodological procedure it is necessary to underline the process of
definition and implementation of each proposal in order to get iteration and redefine the
common focus.

About the Geodesign methodology, about 60% considered that they fully understood
the method and 40% partially - besides, we must consider that for many of the partic-
ipants was the first contact with the Geodesign methodology and GISColab Platform.
Considering that only 3 people in the group had knowledge about Geodesign, it was a
very positive margin of result.

Regarding the use of the GISColab platform in general, the group was relatively easy
to use, having some ideas for improvements such as the possibility of more than one
collaborator editing the map simultaneously, the creation of several polygons within
the same proposal, among others. But, for the group to get skills in the GISColab
platform it took a bit of time and some hours of training, as well as many messages,
recommendations, orientations shared by the group.

Regarding the process as a whole, it can be said that the experiences of applying
Geodesign, as well as any collective decision process, will always encompass a very
unique character. In addition to what has already been mentioned, another very evident
issue is that the more the individual had a connection with the place, the easier the
actions could be proposed. Thus, it was noted that the proposals were largely linked to
the participants’ living and/or leisure places, showing the importance of people getting
to know their cities and regions for effective participation in cooperation processes.
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Key software used GISColab - Geoprocessing Laboratory at EA-UFMG & Christian Freitas.
Accessed in April and May 2021.
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Abstract. As a contribution to the meeting IGC – International Geodesign Col-
laboration, a group of 14 Brazilian universities developed a case study about Trees
for Metropolitan Regions. One of them, and the last one developed, was about the
Salvador Metropolitan Region. Being the last one, it was an opportunity to apply
the observations collected during the previous experiments, in order to arrive to a
framework based on reproducible and defensible criteria. The main improvements
were new scripts to support decision making about the fulfillment of SDGs (Sus-
tainable Development Goals) developed as WPS (Web Processing Service), and
the composition of the groups (people from the area and not from the area). The
results were analyzed according to the thematic, priority and locational assertive-
ness. From the collection of ideas, 67.9% were considered quite good and 23.2%
were considered good. The indexes of the thematic and priority assertiveness were
very high (96.4% and 89.2%), while the locational assertiveness was 73.2%. In
face to these numbers, it was possible to affirm that the results were very good. It
was an academic experiment, but the process of geodesign can be considered by
the public administration in the regional plan that is under development.

Keywords: Participatory planning · Web Processing Services · GISColab

1 Introduction

Geodesign is a group of procedures to allow spatial planning, from the scales of landscape
to local and territorial planning, considering the sense of participation, based on co-
creation. It can be considered the application of contemporary values in planning, as
it proposes to work with different actions, to structure different steps as a support to
opinion and decision making. Moreover, it applies new digital technologies, mainly the
web-based on, to give access to data, to allow the consumption of information and the
creation of ideas to the area [1–6].
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To have the opportunity to discuss the possibilities of the Geodesign application, a
collaboration group was created, the IGC – International Geodesign Collaboration. This
group is getting together annually to test and discuss frameworks, procedures to reach
the defined objectives, to exchange experiences about local specificities and knowledge.
There are proposals about how to achieve the SDG – Sustainable Development Goals
in planning, how to face the schedules of time to correspond to global agreements (UN
Agenda 2030, Paris Agreement 2050). There is also the discussion about assessments
to be considered to bring innovation to new projects and policies in planning.

As part of the annual meeting of the IGC 2021, a group of 14 universities in Brazil got
together to develop 13 case studies, about some of the metropolitan regions in the country.
To be able to compare results with the IGC participants, all the groups had to think about
scenarios for 2021, 2030 and 2050; and to divide the designs in non-adopter, late-adopter
or early-adopter behavior. These conditions were to make participants understand the
results of working in a traditional way (non-adopter) and to measure the results of
including innovations (from late-adopter to early-adopter values). There was a list of
ideas, presented as assumptions, which could be used while proposing the ideas. And,
finally, the results of the workshops had to be analyzed according to the fulfillment of
the goals of the 2030 agenda [7].

Specifically for the Brazilian studies the groups had to follow the same basic frame-
work, use the same collection of around 40 initial thematic maps, but they were free
to add steps, to use additional methods or technologies, to compose the groups of par-
ticipants according to their reality. The name of the Brazilian project was “Trees for
metropolitan regions in Brazil”, with the goal to test scalability and flexibility in the use
of the Brazilian Geodesign platform.

We wanted to prove scalability because we were developing 13 case studies, but there
are 74 metropolitan regions in Brazil, and the same process could also be applied in other
scales and areas. We wanted to prove that we were using defensible and reproducible
criteria, which are the base for comparisons. And we had as keyword the sense of
adaptability, as we live in a continental country that requires flexibility to consider the
many differences in geography, social vulnerabilities, economic resources, access to
information, and the possibilities to be part of.

While presenting a common base, as also incentivizing local adaptations, we had
the best from all groups. Because all of them followed a proposed structure, received
the same support of the map collection and training to use GISColab (the Brazilian
Geodesign Platform), but all of them added specific adaptations to the process [8]. The
results from the 13 workshops were presented in the IGC 2021 [9].

The case study presented here was the last one developed. It was held on May 2021.
The Brazilian workshops started in February and ended in May, all of them planned to be
developed in 4-day meetings, synchronous or asynchronous, depending on the decision
of the local coordinator. In the Salvador Metropolitan Region, the studies were developed
in 4 days, with synchronous meetings to propose and explain the steps, followed by
the additional possibility of completing the task in asynchronous participation. It was
part of post-graduation course in the Geoscience Institute, Federal University of Minas
Gerais, developed in 45 h, called “Geodesign no planejamento territorial de regiões
metropolitanas” (Geodesign in territorial planning of metropolitan regions). In addition
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to 20 h of the Geodesign workshop there were also lectures about the state of the art in
landscape and regional planning, the role of Geodesign in contemporary planning, and
to discuss the results from the workshop.

There was a group of students from Minas Gerais, UFMG, and a group of students
and professionals from Bahia, from universities of the metropolitan region of Salvador,
mainly the Federal University of Bahia (UFBA). The group started with 24 interested
people, but ended with 13. This number is higher than the media of participants from
other metropolitan regions (In Brazil, Belo Horizonte had 27, Recife had 5, the media was
11.6 and the mode was 12). From these 13, 8 were from Minas Gerais and 5 from Bahia.
We believe that we had a smaller number from Bahia because they were volunteers,
while from Minas Gerais they had to conclude the activities to receive the credits for the
course. But the discussions and analysis were good enough to make us feel confident
about the results.

As each group, from each metropolitan region had the possibility of adapting the
workshop according to their expertise in knowledge and tools, as a result we had a mosaic
of different possibilities about how to conduct a workshop. In Belo Horizonte they
experimented the voting and agreements process in all the steps. In São Paulo they acted
as projective professionals, designing the ideas. In Florianópolis they stated planning
the ideas in tables and associating them with the systems and the SDGs, followed by the
decision about the area, where to locate them. In Rio de Janeiro they used web-based
technologies to create ideas in a VGI platform (Volunteered Geographic Information).
In Fortaleza they divided the area in zones of landscape units and each participant was
responsible for one of them. In Campinas they created groups of participants and tasks to
be done according to the triad of sustainability: economy, social and environmental axis.
In Belém they were very interested in maps and geoprocessing modeling. In Goiânia
they took the opportunity to teach about the geography of the area. In Recife they tested
the possibilities of developing asynchronous workshops. In Macapá they experimented
geodesign developed by a group of technicians from public administration. In Palmas
they were interested in understanding the area, as the metropolitan region is very new
and it is not characterized as a metropolitan area. In Carbonífera metropolitan region
they faced the difficulties in accepting innovations, as they are very traditional, and to
discuss concepts and cultural references. Finally, in Salvador, as it was the last workshop,
it was an opportunity to review the processes and to apply adjustments. The experiments
were very interesting, because we prefer to analyze differences rather than similarities,
because we learn with them.

1.1 The Case Study: Salvador Metropolitan Region

The RMS is composed of 13 municipalities where in 2021 almost 4 million inhabitants
live in an area of 4,375 km2, with 3,998,754 inhabitants resulting in a density of 900
inhabitants/km2, and a GDP of 140,442 million [10]. The RMS was established by
federal supplementary law number 14, of June 8, 1973. It currently comprises of the
municipalities of Camaçari, Candeias, Dias D’Ávila, Itaparica, Lauro de Freitas, Madre
de Deus, Mata de São João, Pojuca, Salvador, São Francisco do Conde, São Sebastião do
Passé, Simões Filho and Vera Cruz. It is characterized by an extensive Atlantic coastline,
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in an area with strong touristic potential, composed of islets and a large island, the Island
of Itaparica, in addition to the Bay of Todos dos Santos (Fig. 1).

Fig. 1. Case study in Brazil and the Metropolitan Region of Salvador. Source: the authors.

It is important to emphasize that most of the municipalities that make up the RMS
have the headquarters, districts and villages, in addition to rural areas. They are composed
of industrial cities (Industrial Pole of Camaçari and Superintendence of Industrial and
Commercial Development – SUDIC), cities developed due to oil extraction and refining
activities, dormitory cities and touristic cities, for the most part. It comprises of areas
of survival agriculture, extractives’ activities and livestock and others not favorable to
cultivation due to the regional climate (sudden variations in temperature, insolation,
floods and heavy rains) and/or soil constitution.

Its main element of landscape is the tropical coastal strip, ranging from the dense
urban occupation of the cities of Salvador and Lauro de Freitas to the borders destined
for hotel hubs. The city of Salvador dates to 1549 and has always been an important
commercial port. The capital is known for its Portuguese colonial architecture, Afro-
Brazilian culture. The RMS is a composition of contrasts from very developed and
qualified areas, together with areas of socially fragile occupations, where the population
lives in slums and with poor sanitation conditions and services. The contrast is also
observed in the economic conditions since the RMS is home to important industries at
the Camaçari Petrochemical Complex and the Aratu Industrial Center. The economic
base is petrochemical production, but due to its geographical position, the area has
great potential for the development of alternative energy resources. The vegetation is
characterized by the Atlantic Forest, but the areas delimited as conservation units are
not significant, and are concentrated on the coast, in care of preservation of the shore. It
is also necessary to better explore the great touristic potential for activities that are more
committed to contemporary values of sustainability (Fig. 2).
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Fig. 2. The complexity in landscape and land use. Source: Pinterest images.

The RMS has a large environmental heritage and tourist attraction - mineral water
sources, coral reefs, beaches, dunes, remnants of Atlantic Forest, riparian forests, sand-
banks and mangroves - and houses some conservation units: Environmental Protec-
tion Areas (APA) Joanes/Ipitanga, Rio Capivara, Lagoas de Guarajuba and Pinaúnas;
Green Belt for the Protection of the Camaçari Petrochemical Complex; Abrantes Dunes
Parks; Garcia D’Ávila; Restinga de Praia do Forte Municipal Natural Park and, still in
the implementation phase, the Baiacu Ecological Park. The serious problems of soil
contamination, water and air pollution, among others, that the region faces must be
considered.

The region’s development plan, which is still in process, will provide a Geographic
Information System (http://www.emrms.ba.gov.br). In this plan, the PDUI – RMS (Inte-
grated Urban Development Plan, Metropolitan Region of Salvador), the priority is the
activities or services that one of the municipalities cannot perform alone or that impact its
neighbors called Public Functions of Common Interest. The prioritized thematic areas
are: Socioeconomic Development; Mobility; Planning, Land Use and Housing; and,
Environment and Sanitation. During the construction of the institutional plan, the local
government seeks to establish an urban sustainability agenda that encompasses the mod-
els of eco-energy rationality, metabolic balance, purity, citizenship, heritage, efficiency
and equity [10].

The aforementioned plan aims to guide public proposals and actions in the RMS,
especially in the area of urban mobility. It will cover the West Road System project,
which includes the Salvador-Itaparica Island Bridge and actions of the Intermunicipal
Urban Plan for the Island of Itaparica, the transversal corridors (Blue Line and Red Line),
the Subway System and the Metro tram. The case study was an academic experiment to
teach the geodesign method, and not a contribution to the institutional plan that is under
development, as it. But the lessons learned can be a possibility for the future.

2 Methodology

The methodology had three levels of development: a) as a participant from the IGC
meeting, it had to follow a framework proposed by them; b) as a participant from Brazilian
case studies, it had to follow the framework that adapted the IGC proposal to local case
studies; c) as a case study from the Salvador Metropolitan Region it had to consider the
specifications of the experiment, mainly due to the participations of actors from different
parts of Brazil (Minas Gerais and Bahia).

http://www.emrms.ba.gov.br
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2.1 The IGC Proposal

The IGC 2021 meeting proposed a framework to be followed by all participants, while
the workshops were expected to create scenarios or designs to 2021, 2030 and 2050,
considering different behaviors by the actors of the society that were supposed to be
“not-adopter” (traditional), “late-adopter” (initially traditional, but available to consider
innovations) and “early-adopter” (available for innovations). The workshop had to con-
sider 8 systems, and the coordinators could include 2 more. While thinking about ideas,
it was important to considerer the Sustainable Development Goals. And, about the ideas
of projects or policies, the organization provided a list of assumptions divided by the
systems, which the participants could apply in their proposals [7].

2.2 The Brazilian Proposal

The group of 14 Brazilian universities developed 13 case studies about trees for
metropolitan areas, with the goal to take part in the IGC meeting, but also to face
challenges of planning in a continental country and to use some facilities developed
here. The challenges are to work in areas with lack of data, lack of technological assess-
ments, to include people that sometimes can have difficulties in using technologies, and
so one. But the facilities were the use of a Brazilian Web-based Geodesign platform,
called GISColab, and to have the support of the Geoprocessing Laboratory, from the
Federal University of Minas Gerais.

Before the workshop itself, the mentioned Laboratory prepared all the data for all
the case studies. It was a task that could be distributed or shared, but the researchers
wanted to test the scalability of the process, arriving to a definition of a minimum
collection of maps that could characterize the areas in the regional scale, and to measure
the time required to prepare them [9]. Data from the SDIs (Spatial Data Infrastructure)
were analyzed to select the best ones and the geoprocessing modelling was applied to
arrive to thematic maps (i.g. Accessibility and Capillarity, Socioeconomic distribution
of resources, Infrastructure, Land Use and Land Cover, Geomorphological conditions
as Slope, Vegetation fragments and their metrics, and so one).

With the collection of 40 maps ready to be used, the files were uploaded in a Geo-
graphic Database in the web, they were prepared to be used as WMS or WFS (web map
service or web feature service) in a Geoserver, metadata could be prepared, and finally
were available to be used in a WebGis, where the “core” of Geodesign happens. The
system is based on the OGC – Open Geospatial Consortium, which means it can dialogue
with many other applications, as it uses common consensus standards. It was initially
developed by GE21 Geotechnologies, and was optimized by scripts and programming
to be used as “GISColab”, the Geodesign platform [8].

The workshop starts, with all the maps organized in the WebGis as layers and dis-
tributed according to the main systems proposed by the IGC 2021 meeting. The frame-
work proposed to the Brazilian group was planned to happen in 4 days. In the first day,
the participants did the “Reading Enrichment” that is the analysis of maps collection
and the register of pins called “Annotations”. It is called reading enrichment because
people learn about the area but also contribute with comments, alerts, additional infor-
mation that are not in the presented data. These contributions are color-coded pins as
annotations, colored according to the systems.
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On days 2, 3 and 4 they construct scenarios, that are designs for the years and values
proposed by the IGC 2021. They use the “Dialogues” resources in which they can draw
points, lines or polygons with ideas of policies or projects. In these Dialogues they
present the georeferenced idea, with its name and description. There is a step that all the
participants read each idea to add comments, criticizing, suggesting changes or giving
support with additional elements. And there is also the step of “Voting” in which the
participants register if they like or dislike, approve or not the proposal (Fig. 3).

Fig. 3. Main steps proposed by the Brazilian framework. Source: the authors.

2.3 The Salvador Metropolitan Region Proposal

As the Salvador case study was the last one in the collection of 13 workshops, all the
others had already been finished, we had some evaluation from participants and their
coordinators, and decided to improve the framework.

The first improvement was in the use of the WPS resources (Web Processing Services)
to produce dynamic information during the workshop, as support to opinion and decision
making. It means that scripts were programmed to present the performances of the
participants and their ideas, so that they could control whether they were achieving some
workshop goals, whether they were considering the SDGs in the proposals, whether they
were reaching the minimum increase of 30% in an area of qualified vegetation, and the
calculation of possible carbon sequestration above and below ground resulted from the
proposed ideas.

Another difference in the workshop, that happened due to the composition of the
actors, the groups of participants, was to understand the role of people of the area and
visitors of the area. A part of the actors were people that live in the Salvador Metropolitan
Region and really knew about necessities, vulnerabilities and potentialities, from their
daily life experience. But there was also a group that lives in Minas Gerais and knows
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the area as visitors, as tourists, and don’t know all the territory of region. In that sense,
it was interesting to measure the possible contribution of the two groups of actors.

The proposed framework was based on 3 steps. It started with the Reading Enrich-
ment in which people from Salvador were more active in inserting pins with additional
information about the area, highlighting the main characteristics, but also data that were
not in the systems. In that step, people not from Salvador used their time to analyze
the map collection in details, to construct knowledge about the area. As a result, con-
sidering the sum of all the annotations, we arrived to a mosaic of interpretations about
vulnerabilities and potentialities of the area.

In the second step the participants created ideas. We observed that people from
Salvador were more interested in proposing projects and policies to attend to every-
day needs, and in that sense one can say they were more traditional, comparable to
non-adopter and late-adopter participants. On the other hand, people that are not from
Salvador were less traditional, presenting an unthinkable innovation. As a result, we
arrived to o mosaic of proposals that could fit both the needs and the possibilities of
the area. After registering the idea, the opportunity to write comments on all of them
was there, completing the Dialogs. Finally, in the voting process, that was step 3, the
participants had already analyzed the proposed ideas, had already read the collection
of comments about each of them, and were able to vote and to decide about “what”,
“where”, “when” and “why”. The final decision as the selection of ideas according to
thematic, locational, and priorities assertiveness (Fig. 4).

Fig. 4. Main steps proposed by the Salvador case study framework. Source: the authors.

3 The Development of the Case Study

A collection of 40 thematic maps was produced based on data present in platforms of
spatial data infrastructure. From these maps it is possible to understand that urban land
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use in the Metropolitan Region of Salvador is mainly concentrated in a conurbated area of
Salvador, Lauro de Freitas e Simões Filho, along the bay, and there is an axis of growth
along the coast, in the northeast direction. In the interior the reference is Camaçari,
followed by Dias Dávila, Pojuca, São Sebastião do Passé e Candeias. But it is possible
to summarize that the area is dominated by the concentration along the bay, by one
attractor pole in the interior and there is a narrow axis growing along the coast. Map 8a
presents the densified urban area, map 8b the distribution of income demonstrating the
lack of distribution, map 8c presents the distribution of health services and it´s possible
to understand they are concentrated in the capital. Map 8d presents the road network
that, together with map 8e, which deals with accessibility and capillarity, proves the
connection in the area of Salvador and Camaçari, the line along the coast, but also the
empty space in the center part of the area. Map 8f presents the concentration of commerce
and services, proving the spatial dependence to Salvador and Camaçari (Fig. 5).

Fig. 5. Urban density (a), income (b), health services (c), road’s network (d), accessibility and
capillarity (e) and commerce and services (f). Source: the authors.

The physical conditions of landscape demonstrate that high temperatures are located
in urban dense areas, which also have poor vegetation quality (Maps 06a and 06e). The
area is characterized by a low slope with risks of floods, and urban land use are in areas
of low altimetry, while the concentration of high altimetry is in the very north part, empty
areas (Maps 6b and 6d). Analyzing the aspect, defined by the slope orientation, the flat
areas that receive sun during all day are predominate (Map 6c). (Fig. 6).
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Fig. 6. Surface temperature (a), altimetry (b), aspect (c), slopes (d), NDVI – normalized difference
vegetation index (e). Source: the authors.

The presence of forests with dense vegetation is not well distributed. The NDVI had
demonstrated the presence of vegetation, but it is mainly composed by agriculture (Map
7a, Map 7b). The conservation units are more focused on sea areas, and are very poor in
the continental area (Map 7b). There are plans to increase dense urban areas, where the

Fig. 7. Forests (a), conservation units (b), land use land cover (c), urban areas (d), water
infrastructure (e), sewage infrastructure (f). Source: the authors.
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water service is already available, but the sanitation condition is very fragile, with lack
of services in already densely populated areas (Map 7d, Map 7e, Map 7f) (Fig. 7).

3.1 Reading Enrichment

The first step of the workshop itself was based on the reading enrichment, in which the
participants were asked to read the collection of 40 maps to receive organized information
about the area, but also to include new information that they had and was not presented
in the maps. The participants inserted 52 pins with annotations, most of them as alerts
about conflicts of land use.

There were 18 annotations about housing, with emphasis on registering lack of
infrastructure, conflicts with environmental resources and alerts about incorrect land
use. There were 17 annotations about green areas, all of them about conflicts of use and
risks of losing the resources. There were 6 annotations about hydro, presenting alerts
about risks of flood areas; 5 annotations about tourism, indicating existing conflicts with
land use and lack of infrastructure to them; 4 annotations about institutional services,
presenting new information and pointing out the absence of services; and 3 annotations
about transport, indicating lack of services or even the inadequacy of the existing service
(Fig. 8).

Fig. 8. Annotations in reading enrichment step. Color codes according to systems. (Color figure
online) Source: the authors.

3.2 Dialogues – Proposition of Ideas

The participants were asked to construct proposals for the area for the scenarios of
2035 and 2050, considering non-adopter, late-adopter and early-adopter behavior. We
understood that the scenario of 2021 was the reading enrichment, because in it they
pointed out the main vulnerabilities and potentialities of the area. As the workshop was
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developed in the GISColab platform [8], the construction of designs to each scenario is
done in boxes of contexts, that open a digital working area with all the maps and all the
tools (Fig. 9).

Fig. 9. The scenarios of the designs: 2035 non-adopter, 2050 non-adopter, 2035 late-adopter,
2050 late-adopter, 2050 – early-adopter. Source: the authors.

To each context, they were asked to design proposals of ideas. They could consult
the list of assumptions provided by the IGC, in which there is a collection of ideas of
innovations. They could use lines, points or polygons, but we asked them to use points
when they were not secure about the drawing of an area but wanted to register an idea. In
this sense, the idea could be developed by an expert based on the existing location, title
and the description of it. It was important to use a colored spatial element, according to

Fig. 10. Proposition of ideas to each scenario. Source: the authors.
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the color code related to the systems, to add a title and a text with the description of the
idea (Fig. 10).

3.3 Dialogues – Discussion of Ideas and Voting

After drawing the ideas, there was a step in which we asked the participants to read
all the proposals constructed. They were asked to analyze the ideas, using the thematic
maps as reference or their knowledge about the area to judge if they had locational
and thematic assertiveness. They had to write opinions as texts of dialogues, criticizing,
complementing the proposals, adding technical information as support to the discussions,
and so on. After reading all the comments registered, it was time to vote (Fig. 11).

Fig. 11. Dialogues based on the title, the description, and the comments. Decision registered by
voting. Source: the authors.

4 Results and Discussion

GISColab is based on OGC protocols and able to consume and provide data in the
formats of the WMS (Web Map Service – uploading shapes and giving access to reading
the maps), WFS (Web Feature Service – connecting directly to other web data platforms
and allowing others to connect to it) or even the WPS (Web Processing Service that
results in dynamic layers, processed according to the insertion of data).

WPS resources were very important to construct widgets as support to opinion and
decision making. While participants were drawing the ideas, there were scripts to cal-
culate indexes and to present them in graphics or boxes of numbers. We asked the
participants, while acting as late-adopter and mainly as early-adopter, to consider the
increasement of 30% in areas for carbon sequestration and credits. To check if this target
was achieved, a script was constructed to calculate the areas of the drawn polygons, and
according to the sum of areas to inform the percentage of increase, the number of trees
that could be planted in the area, the quantity of carbon that could be sequestrated above
ground and below ground. The results were presents in boxes as widgets (Fig. 12).
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Fig. 12. Widgets based on the WPS to calculate the targets on CCO2. Source: the authors.

Also based on WPS, a script to count the number of times that an SDG was mentioned
in the design was constructed. While proposing the ideas, the participant was asked to list
which SDG it was contributing to, and a widget with a histogram presented the dynamic
performance of the composed design (Fig. 13). Subsequently, for other case studies and
workshops, the possibility to associate the negative impacts and the positive impacts to
SDGs was also developed. In that case, two histograms.

Fig. 13. Widgets based on the WPS to calculate the impacts to the SDGs. Source: the authors.

When analyzing the composition of the designs to each scenario and the participants’
proposals according to non-adopter, late-adopter or early-adopter, it is very clear that they
improved the design and learned with the experience. The last design was more complete,
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well described and discussed. They achieved the goals regarding CCO2 and understood
they could considerate some SDGs in their proposals, because the environmental goals
were much more important for them rather than the other ones. This can be associated
to the fact that most of the participants were not people of the area, and in that sense, it
is easier to think or to associate the ideas to more generalist goals, which were: climate
action, sustainable cities and communities, good health and well-being.

From the final design, an analysis was constructed by experts, composed by the
organizers that know the area or constructed the maps. They classified each idea accord-
ing to thematic, priority and locational assertiveness, related to “what”, “why/how” and
“where”. A graphic was composed illustrating that most of the ideas were quite good
(67.9%), because it had the three conditions of assertiveness; while 23.2% of them were
good in two conditions but it failed in one condition (mainly in locational one); only
8.9% were considered not good because failed in two of the three conditions (mainly in
locational and priority ones); and none of the ideas were considered totally not suitable
(with three conditions with lack of assertiveness). The thematic assertiveness was the
most important, present in 96.4% of the ideas, followed by priority assertiveness that was
observed in 89.2% of the ideas, while locational assertiveness was the most problematic,
that is present in 73.2% of the ideas (Fig. 14).

Fig. 14. Analysis of performance and assertiveness of the ideas proposed in the final design.
Source: the authors.

5 Conclusions

All the indexes of performance and assertiveness were quite good, which means that the
workshop arrived to a result with defensible criteria. It also means that processes have
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reproductible criteria and can be applied to other case studies. The main challenge is the
locational assertiveness, but in a future iteration the participants can change the position
of some ideas and improve their proposals.

The PDUI (Integrated Urban Development Plan, Metropolitan Region of Salvador)
that is under development by the local government, should provide common guidelines
to metropolitan municipalities for integrated urban development in the areas of urban
transport, housing, basic sanitation and territorial planning and management. In this
sense, it´s interesting to observe that the guiding principles used in the project carried
out in cooperation (Geodesign RMS) include these proposals. During the workshop
the participants created ideas related to actions/activities in tune with the institutional
agenda, although it was an academic experiment. But it’s important to highlight that the
appropriate suggestions presented in the Dialogues stage can be used by the PDUI-RMS
team.
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Abstract. The patterns of consumption of natural resources and land follow the
development process and mark the shapes of occupation of the territories. This
process has led not only to the exhaustion of the resilience of the ecosystems but
also has demanded assertive interventions in urban land management able to pre-
vent environmental impacts and guarantee essential ecosystem services for human
activities. This paper, with the aid of producing data on the support ecological pro-
cesses and landscape metrics for the study area, presents some solutions anchored
in the geodesign methodology for action in the Federal District of Brasília, Brazil.
Aiming to improve the assertiveness in facing the depletion of environmental
services in urban areas, we present the work carried out on a WebMap/WebGIS
platform where strategies were proposed for four subsystems: leisure and cul-
ture, provision, green and blue infrastructure to address pressures exerted on the
Cerrado ecosystem and to promote urban resilience.

Keywords: Green infrastructure · Geodesign · Landscape planning ·
Participatory planning

1 Introduction

The consumption patterns of natural resources and land, accompany the development
process and mark the occupation forms of the territories. The contemporary framework
is understood as the continuation or evolution of practices before humanity’s awareness
of the finitude of natural resources. This has led to the exhaustion of the self-regeneration
capacity of the ecosystems. The most visible expression of this process on human survival
itself can be seen in the form of various impacts such as floods, landslides, droughts,
food shortages, and diseases [1–4].

This context has demanded research for the structuring of territorial planning and
project actions that can simultaneously prevent environmental impacts, resulting from
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territorial occupations and guarantee the provision of essential ecosystem services for
human activities and the maintenance of the ecosystems [5, 9–11].

The present work is based on the research developed by the Urban Environmental
Management Group of the PPGFAU/ UnB and supported by the UFMG Geoprocess-
ing (GEOPROEA). This articulates their knowledge to develop solutions anchored by
design tools to act assertively in the territory in the face of the problems of depletion of
environmental services in urban areas.

The conceptual support is anchored in landscape ecology, green infrastructure,
remote sensing, and geodesign, leading to the identification of ecological support pro-
cesses and the construction of landscape metrics, which could support territorial design
proposals to protect or promote ecosystem services and resilience.

This approach was only possible by adopting the methodology of geodesign, which
can be summarized as a process that allows the co-creation of alternative futures to an
area with different interests, creating a compromise through negotiation facilitated by
visualization of geographic information [6]. Essentially, it is about planning and design-
ing (future) from a geographical approach (past and present). It also strongly requires
the perspective of different social actors through a dynamic construction conducted by a
mediator [7, 8]. According to Steinitz [7] this process demands a methodological frame-
work that consists of 3 iterations and 6 models, defined as the representation model,
process model, evaluation model, change model, impact model, and decision model.
The 3 iterations are to answer the goal “why” we are studying the area, “how” can
we develop the case study, and “what, where and when” can we propose projects and
policies (Fig. 1).

Fig. 1. The methodological framework. Source: Adapted from Steinitz, C. (2012). A framework
for Geodesign: changing geography by design. Redlands, ESRI Press.
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In turn, the designing process using geodesign allows for more assertive interven-
tions in green infrastructure, at the territorial scale, focusing on both maintenance and
promotion of ecosystem services.

Thus, green infrastructure as an intervention approach in the landscape can be seen
not only for the conservation and for restoration of biophysical systems, but also as an
agent of landscape transformation. This approach creates a system different from the
previous one, more resilient, especially when ecological, economic, and social benefits
become insufficient for human well-being. In this way, the greatest possible gradient of
ecosystem services can be structured, whether it already exists or is under planning [17].

The research was carried out in the Federal District (DF), a federative unit of Brazil,
which houses its capital, Brasília, in the Center-West region of the country [18], which,
with just over 50 years of occupation, presents serious ecological risks arising from
urban and agricultural uses. Among these risks, the suppression of the native Cerrado
vegetation (a kind of savannah) and the loss of ability to recharge aquifers may be
mentioned, causing a situation of water stress [13].

The result of the studies of the DF territory reached different conclusions regard-
ing the performance of the vegetation. Among these conclusions are those concerning
the ecological processes of support on the regional scale using the multispectral index
CO2flux. This is linked to the carbon flux to identify the photosynthetic efficiency of
the vegetation and the Topographic Wetness Index [14, 15] that were added to the bases
of the Economic Ecological Zoning of the DF (ZEE-DF). These parameters could com-
pose a framework that allows the decision-making on the strategies of adaptability and
transformability of the urban landscape of the DF.

However, the search for solutions in networked green infrastructure along the
territorial mosaic is not a simple task.

It involves the crossing of various information in multiscalar, multifunctional, and
synergistic dimensions.

To reach this goal, the research Urban Environmental Management Group from PPG-
FAU/UnB, opted for a geodesign approach, aiming at a first spatialization of the various
solutions to be considered in the planning and design. This approach depended on the
involvement of environment design professionals of geographic sciences, of information
technologies, and of local people, who together could propose solutions more aligned
with Landscape Ecology [7, 8, 16].

To achieve this objective, the resources of geodesign were used to study com-
plex aspects related to the architecture of the landscape through the organization of
a Workshop, called Regional Green Infrastructure for the Federal District (IVR-DF).
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This Workshop was carried out with the support of the Brazilian geodesign plat-
form Giscolab, together with researchers and technicians from the Federal District
Government concerned with the topic.

This experience will be reported here to demonstrate that when a consistent database
is associated with adequate project tools, that is, solutions are supported by the intelligent
use of technologies. This way it is possible to quickly advance in the understanding and
modeling of the environment. Understanding the past and the present may be achieved,
making it possible to reinterpret the landscape, in different perspectives of development
consolidated in a co-design process [7, 12] built with assertive actions in the territory
intending to increase resilience.

2 Methodology

One of the main reasons for choosing the Giscolab platform to support the geode-
sign workshop for IVR-DF was the possibility of this tool going beyond a territorial
visualization platform.

Giscolab is based on a Spatial Data Infrastructure (SDI), whose ease of information
circulation allows the manipulation of data and interpretation of information before plan-
ning. This software enables in-depth diagnoses of the territory, employing overlapping
and combination of a supplied map system (layers).

This approach is provided by grouping four structuring components:

(i) A geographic base composed of information produced and stored in vectorial
formats, raster, or BDG format.

(ii) A Geoserver map server for converting this geographic information into web ser-
vices (Web Image Services-WMS; Web Feature Service-WFS or Web Processing
Service-WPS).

(iii) A metadata catalog for documentation and distribution of contextualized data, used
by other Spatial Data Infrastructures (IDE), standardization of documentation, as
well as the search and rescue of information.

(iv) A WebMap/WebGIS platform to support visualization, shared opinion and
decision-making [7].

The first step in preparing the layer systems (Fig. 2) sought to aggregate a set of
information that, together, could offer different perspectives on the design of a regional
green infrastructure for the DF.
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These layers should together support the interpretation of essential characteristics
for the definition of the required programs and projects for the proposition of the IVR-
DF. This could be made through the process of a cooperative dialogue between the
participants of the workshop. The layer system could neither be so simple as to lack
information to support decision making nor so complex as to contain unnecessary or
repetitive information.

Fig. 2. Linkages between Ecosystem Services and Human Well-being. Source: Millennium
Ecosystem Assessment (2005). Ecosystems and Human Well-Being: Wetlands and Water
Synthesis. World Resources Institute, Washington, DC.

The system was composed of 39 layers, grouped into 6 categories as follows:

(i) Landscape ecology: shape factor, core areas, connectivity, shape factor improve-
ment potential, core area (hotspots) improvement potential, and connectivity
improvement potential;

(ii) Supporting ecological processes (SPE): CO2 flux, Topographic Wetness Index
(TWI), and Ecological Restoration Potential (ERP);



Geodesign in Regional Green Infrastructure Planning 153

(iii) Landscape support: geomorphology, geomorphological compartments, geology,
pedology, agricultural suitability, hydrography, hydrographic units, fractured
hydrogeology, aquifers flow in the DF, lakes and ponds, risk of loss of aquifer
recharge, hypsometry;

(iv) Landscape cover: number of trees, carbon in tree biomass (above and below
ground), land use and soil cover, daytime surface temperatures, nighttime surface
temperatures, heat islands, highways, implanted blocks;

(v) Territorial: Ecological-Economic Zoning (ZEE-DF), Zoning of the Federal Dis-
trict Territorial Planning Master Plan (PDOT-DF), Integral Protection Conserva-
tion Units, Sustainable Use Conservation Units, Water Sources Protection Areas
(APM), Permanent Protection Areas (APP), Legal Reserves;

(vi) Socioeconomic: Social Vulnerability Index, Housing Deficit and Purchasing
Power.

Among the main models elaborated above, we can highlight those produced for
the workshop, which supports the provision of ecosystem services. These models are
related to the support of the ecosystem services project, essential for planning the green
infrastructure supporting ecological processes and landscape ecology.

The layers of the system address: (i) carbon sequestration in vegetation, through
the spectral index CO2flux; (ii) the presence of soil moisture, expressed by the spectral
index TWI and the (iii) ERP, resulting from the crossing of the CO2flux with the areas
with the highest topographical humidity in the TWI, as shown in Fig. 3. The three layers,
when associated with the others in the system, can indicate both the strategic areas for
conservation, expansion, or creation of vegetated areas.

In turn, the Landscape Ecology system presents landscape metrics (connectivity, core
area, and form factor) applied in two perspectives: (i) one referring to the contemporary
structure of vegetation distribution along the Federal District and (ii) a potential one,
referring to a scenario of conservation and expansion of patches and ecological corridors
in the areas indicated by the layer. This layer system is essential for understanding
the presence and flow of biodiversity in the cerrado, in proposing a regional green
infrastructure network. Figure 4, as an example, presents the connectivity layer and the
potential connectivity layer.
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Fig. 3. Layers of the ecological support processes system: (a) CO2flux, (b) TWI e (c) Ecological
Restoration Potential. Source: Giscolab Screenshot, adapted by the authors.
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Fig. 4. Example of the landscape ecology system layers: (a) connectivity, (b) connectivity
potential. Source: Giscolab Screenshot, adapted by the authors.

Aiming a conceptual alignment among the participants, a metadata spreadsheet
(Fig. 5) was also provided with the description of the organizing concept of each layer
and the respective source, grouped by category.

Fig. 5. Example of a part of metadata presentation. Source: The authors.
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3 IVR-DF Workshop Development

The development of the workshop took place online (Fig. 6), with only one recommen-
dation for the distant groups concerning the number of members per working group.
For a dynamic where it will be possible to comply with the principles of geodesign, the
number of participants per group should vary between six and eight members plus the
moderator who will be in charge of the operation of the geodesign platform.

Fig. 6. Screenshots of the online participation dynamic held in March and April 2022. Source:
The authors. (Color figure online)

After the database organization phase (information layers system) and the definition
of the modus operandi, the next step refers to the profile and composition of the working
groups to propose solutions for the regional green infrastructure.

In the case of the IVR-DF, eight participants were selected, covering three categories
of participants, aiming at different perspectives on the landscape of the DF:

(i) A group of specialists in landscape architecture from outside the DF;
(ii) A group of researchers from the research project that generated the data on ecolog-

ical processes (Urban Environmental Management Group from PPGFAU/UnB);
(iii) A group of technicians from the Federal District Government is already acquainted

with land management planning in the environmental and urban areas.

The three sections of the Workshop were developed over 3 weeks, interspersed with
days that were dedicated to individual work based on geodesign.

The works included predefined tasks of comments and complementation of ideas
launched in the joint sections.

It is important to highlight that the first section was about leveling the bases of
methodological information as well for the members to get to know each other. Subse-
quently, the participants were divided evenly into three groups (A, B, and C) (Fig. 7)
that worked in two sections to develop design proposals for the DF on a regional scale.
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Fig. 7. Workshop framework. Source: The authors. (Color figure online)

From a methodological point of view, the geodesign proposals follow four main
axes:

(i) Leisure and culture;
(ii) Provision;
(iii) Green infrastructure;
(iv) Blue infrastructure (Fig. 7).

Such axes aim to organize the discussion and not necessarily define the scope of the
proposals that must adhere to the reality of each territory studied. They are axes of action
in landscape architecture that helps to detect the needs of public policies for the study
area, to protect, adapt and transform the landscape, aiming for its resilience.

Thus, the proposals could be composed either of programs or projects. Proposals
should be divided into four subsystems: leisure and culture (gray), provision (yellow),
green infrastructure (green) and blue infrastructure (blue) (Fig. 7). In addition, partic-
ipants should confirm, through widgets, whether the launched proposals would affect,
positively or negatively, the following well-being constituents:

(i) Safety;
(ii) Health;
(iii) Good social relations;
(iv) The basic material for a good life, which, according to the Millennium Ecosystem

Assessment, configure the necessary dimensions for human beings’ freedom of
choice and action [5].
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Each group made its proposals based on the analysis of the 6 categories of informa-
tion layers, always considering the expertise of the group members and their level of
knowledge of the problems of the DF.

As a result, three general maps were obtained with the set of proposals mapped in the
colors defined for each thematic axis associated with a descriptor of the geodesign Plat-
form with the characteristics of each proposal. On these proposals, during the following
week, all the groups had access to them to comment on and analyze them considering
the last section of collective design.

3.1 Partial Results

The final section was initially dedicated to the analysis, by each group, of the set of
proposals from the other groups, submitted to a voting process. These votes, when taken
to the plenary meeting of the 3 groups, indicated as rejected all the proposals with a
rejection index above 70% of unfavorable votes by all groups (Fig. 8). In the case of the
IRV-DF, two proposals were discarded.

Fig. 8. Discarded proposals (red designs). Source: Giscolab Screenshot, adapted by the authors.
(Color figure online)

However, when the votes reached a 60–40% or 50–50% ratio, the proposals were
presented to the plenary, where a representative of each group defended their proposal,
followed by the vote, which resulted in 4 approved proposals that followed the required
subsystems. The following text analyzes each of these four proposals.

3.1.1 Green Infrastructure Subsystem: Approved Design

The green infrastructure subsystem denotes a common concern among most technicians
and researchers. Such concern is indicated with the tracing of connections between the
cores of the Cerrado Biosphere Reserve, which resulted in the design of biodiversity
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corridors with potential for regional connectivity. These corridors are located between
Águas Emendadas, the National Park and the Jardim Botânico region, and, in another
quadrant of the DF, with the need to connect and protect the vegetated areas between
the cities of Taguatinga (ARIE JK), Samambaia, Ceilândia and Recanto das Emas.

This implied the necessity of a connection between ARIE JK and Santo Antônio do
Descoberto in the Southwest direction (Fig. 9).

Fig. 9. Green Infrastructure Subsystem: design approved by the participants (light green designs).
Source: Giscolab Screenshot, adapted by the authors. (Color figure online)

3.1.2 Provision Subsystem: Approved Design

In the provisioning subsystem, solutions were presented for the densification of the occu-
pations along with the areas of influence of the Cerrado Biosphere Reserves through rural
and/or urban occupations. These areas should be subject to Payments for Environmental
Services with the promotion of agroforestry, permaculture and organic production, on
the properties bordering these areas. For the essentially agricultural watershed of the
basin of the Preto River in the DF, an incentive program was proposed to overcome
the pattern of large monocultures based on pesticides and intensive use of water aim-
ing carbon farming with water resilience, expanding the ecosystem functions of the
region. The proposed program also aims to expand the ecological infrastructure beyond
legal reserves and the introduction of other rural uses, not only monocultures but also
productive farms for fruit and vegetables and rural tourism (Fig. 10).
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Fig. 10. Provision Subsystem: design approved by the participants (yellow designs). Source:
Giscolab Screenshot, adapted by the authors. (Color figure online)

3.1.3 Blue Infrastructure Subsystem: Approved Design

Two areas form the scope of intervention to reinforce the blue infrastructure. The further
west one refers to:

(i) The demand for requalification of the urban patterns of the cities located in priority
aquifer recharge areas, to develop water resilience through the structuring of a
system of urban green areas with the introduction of water into the landscape;

(ii) Review of permeability patterns of land and public spaces; (iii) incentives for public
orchards and vegetable gardens and restoration of APP areas with native vegetation,
all supported by environmental education actions (Fig. 11).

Fig. 11. Blue infrastructure subsystem: design approved by the participants (light blue designs).
Source: Giscolab Screenshot, adapted by the authors. (Color figure online)
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3.1.4 Leisure and Culture Subsystem: Approved Design

The final proposal was the result of a collective construction as there was only one
design. The focus of this proposal was centered on rural and ecological tourism, where
various potentials of the area were explored.

Among the verified potentials were the presence of waterfalls, eco-tourism, cultural
tourism, sports and environmental education potentials, including the possibilities for
recreation for the territory involving different income groups (Fig. 12).

Fig. 12. Leisure and culture subsystem: design approved by the participants (gray design) Source:
Giscolab Screenshot, adapted by the authors. (Color figure online)

3.2 Overlapping of Approved Design Subsystems

A proposed summary for the general understanding of the designs of the 4 overlapping
subsystems in the DF territory is presented below (Fig. 13). The overlapping shows that,
in general, there was a need for connection between nuclei of the Cerrado reserve and
concerns about blue infrastructure in areas at risk of aquifer loss.
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Fig. 13. Overlapping of the 4 systems approved by the participants. Source: Giscolab Screenshot,
adapted by the authors. (Color figure online)

It should be noted that the systemic nature existing between the subsystems, which
were separated only as a working methodology, is present when the set of proposals is
brought together.

In this way, the necessary connectivity between the cores of the Biosphere Reserve
that constitute the three hotspots of DF Biodiversity was mentioned by the three groups
where the blue and green infrastructure proposals overlap to achieve the necessary
connectivity.

Likewise, parts of the corridors formed between the three hotspots were highlighted
as areas where ecotourism and leisure activities have the potential to occur, contributing
to a green economy for the DF.

Another highlight regards a topic of extreme relevance to the DF, which is the water
supply where the areas at risk of compromising the recharge of aquifers are occupied by
settlements with high impermeability.

In this aspect, there are proposals in the southwest quadrant of the DF that out-
line strategies for retrofitting urban areas with the introduction of green infrastructure
elements, providing soil permeability.

Also in this area, considering the existence of ARIE JK among the three largest
cities in the DF, it was proposed to establish it as a biodiversity nucleus, functioning as
a radiator of green wedges for the cities that surround it.

4 Results and Discussion

The use of the geodesign methodology in the planning and design process of a regional
green infrastructure network, enabled through the synthesis of the adopted layers of
information, the construction of a collective perception about the potential and territorial
conflicts regarding its implementation. Geodesign also helped to bring out the relevance
of layers related to supporting ecological processes and landscape ecology in design.
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In this workshop it was possible to bring together in a co-design process, different
perspectives of experts with different backgrounds, overcoming the false notion that the
environment and urban development configure opposite fields.

The consensus worked out during the discussions throughout the workshop, made it
possible to take a first step towards sketching, which would be a regional design for the
territory studied. It also indicated the priorities for designing the project, both in terms
of the project and in terms of processes and programs.

The results of the Workshop, although partial, point to some structuring bases of a
more resilient occupation for the DF and can contribute to the revision of the PDOT-DF
that is now under discussion. Among these, the need to create green area systems that
advance from a traditional view of vegetation only for leisure and social interaction and
progress towards the necessary function that a system of this nature has for the promotion
of ecosystem services, has emerged as a great contribution.

A development already agreed upon between the Workshop members and the
research groups involved from Universidade de Brasília (UnB), Pontificia Universi-
dade Católica (PUC-MG) and Universidade Federal de Minas Gerais (UFMG) refers to
the continuity of the geodesign process in a second iteration to consolidate the results
achieved so far.

The use of geodesign tools, according to the case study presented here, provides a
change in the planning and territorial design paradigm in which the design anticipates
the proposition of plans, programs, and projects. This inversion indicates an important
and much faster path than the “usual” for the planning, implementation and monitoring
of policies without which a complex proposal such as the IVR-DF would not be able to
be implemented at the time of the pressures and demands on the territorial occupation
of the DF region.

Acknowledgments. FAP-DF support through the Project Re-planejando o território: mensu-
ração de serviços ecossistêmicos para assertivas intervenções no ordenamento do solo urbano
Edital 04/2021. The use of the GISColab platform and the guidelines about geodesign were
possible due to the projects CNPq 401066/2016–9 and Fapemig PPM-00368–18.

References

1. Marsh, G.P.: Man and nature. Scribner, Armstrong & CO, New York (1864)
2. Vogt, W.: Road to survival. New York: Sloane (1942)
3. Osborn, H.F.: Our Plundered Planet. Lillte, Brown and Company, New York (1948)
4. Da Veiga, J.E.: Desenvolvimento sustentável: o desafio do século XXI. Editora Garamond

(2005)
5. Millennium Ecosystem Assessment Board – MEA: Ecosystems and Human Well-being: A

Framework for Assessment. Island Press, London (2005)
6. de Oliveira Monteiro, L., Moura, A.C.M., Zyngier, C.M., Sena, Í.S., de Paula, P.L.: Geodesign

facing the urgency of reducing poverty: the cases of Belo Horizonte. DisegnareCon 11(20),
6–1 (2018)

7. Steinitz, C.: A Framework for Geodesign: Changing Geography by Design. ESRI Press,
Redlands (2012)



164 M. do Carmo de Lima Bezerra et al.

8. Moura, A.C.M., Freitas, C.R.: Scalability in the application of geodesign in Brazil: expanding
the use of the Brazilian geodesign platform to metropolitan regions in transformative-learning
planning. Sustainability 13(12), 6508 (2021). https://doi.org/10.3390/su13126508

9. Carpenter, S.R., et al.: Science for managing ecosystem services: beyond the millennium
ecosystem assessment. Proc. Natl. Acad. Sci. 106(5), 1305–1312 (2009)

10. Potschin, M., Haines-Young, R.: From nature to society. In: Burkhard, B., Maes, J. (eds.)
2017, pp. 39–41. Mapping ecosystem services, Pensoft Publishers, Sofia (2017)

11. Haines-Young, R., Potschin-Young, M.: Revision of the common international classification
for ecosystem services (CICES V5. 1): a policy brief. One Ecosystem, 3, n. e27108, p. 1–6
(2018)

12. Hallett, L.M., et al.: Towards a conceptual framework for novel ecosystems. In: Hoobs, R.J.,
Higgs, E.S., Hall, C.M. (eds.) (Orgs.). Novel ecosystems: intervening in the new ecological
world order, pp. 16–28 (2013)

13. Distrito Federal. Lei nº 6.269, de 29 de Janeiro de 2019. Institui o Zoneamento Ecológico-
Econômico do Distrito Federal (ZEE-DF) em cumprimento ao art. 279 e ao art. 26 do Ato
das Disposições Transitórias da Lei Orgânica do Distrito Federal e dá outras providências.
Diário Oficial do Distrito Federal: Suplemento B, Brasília, DF, n. 21, janeiro de (2019)

14. Amaral, R., Bezerra, M.C.L., Baptista, G.M.M.: Bases para o planejamento territorial urbano.
Uso de imagens hiperespectrais para a identificação de áreas geradoras de funções ecológicas
de suporte. Cidades. Comunidades e Territórios 41, 71–89 (2020)

15. Raduła, M.W., Szymura, T.H., Szymura, M.: Topographic wetness index explains soil mois-
ture better than bioindication with Ellenberg’s indicator values. Ecol. Ind. 85, 172–179
(2018)

16. Baptista, G.M.M.: Mapeamento do sequestro de carbono e de domos urbanos de CO2 em
ambientes tropicais, por meio de sensoriamento remoto hiperespectral. Geografia 29(2), 189–
202 (2005)

17. Hobbs, R.J., et al.: Movers and stayers: novel assemblages in changing environments. Trends
Ecol. Evol. 33(2), 116–128 (2018)

18. Instituto Brasileiro de Geografia e Estatística (IBGE): “Distrito Federal: História & Fotos”.
São Paulo: IBGE- Cidades (2019)

https://doi.org/10.3390/su13126508


Sifting Through Historical Maps. Methodology
for the Implementation of Cartographic Content

in Urban Planning: Case Study of Desio
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Abstract. Numerous conventions and recommendations for the protection of cul-
tural heritage state the importance of implementing an integrated conservation
approach, taking care of built and natural elements in their settings. For small,
widespread historical centres in Lombardy, historical stratigraphy is complex and
often there is a lack of historical material to understand the towns’ evolution. With
neglected and forgotten heritage values, historical centres are suffering degrada-
tion and abandonment. The study will examine the content which can be extracted
from historical maps in the form of implicit and non-implicit characteristics and
focus on the means and tools for their use in urban planning. The research suggests
the essential implementation of historical cartography and accompanying docu-
ments in the creation of the Municipal Urban Plan, by building the database in the
Geographic Information System. The developed methodology offers adaptable
approaches for analysing maps regardless of their scale or aim. Decomposition
of elements, systematisation of the features presented on the historical map and
application of modern urban theories, will allow researchers to compare spatial
and textual elements on different maps and link them with the contemporary sur-
vey. The research criticizes the potential errors that can occur in urban plans if the
historical background is not thoroughly investigated and there is no comparison
between past and present data. Study will assist spatial thinking though contex-
tualised historical data as tool for participatory planning to support GeoDesign
concepts and methods.

Keywords: Historical cartography · Urban planning methods · Municipal Urban
Plan of Desio (PGT) · Map deconstruction approach

1 Introduction

The practice of cartography goes beyond mere physical representation - it is a record of
human history that reflects the attitudes, knowledge, and expectations of the society in
which it was created [1]. Historical maps are the primary medium for transmitting ideas
and knowledge about space. Additionally, they offer political, economic, religious, and
social context of the towns they represent, which evoke complex meanings and responses;
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thus, they record more than just space [2, 3]. Multidisciplinary cartographic practices are
reflected through the difficulty of defining and studying them [4]. The available research
in the field of cartography grew in number over the past decades. This renewed interest
occurred through the switch in perspective on the definition of cartography through time.
It was described firstly as science [5], then it was positioned between art, science, and
technology [6], followed by the definition of being a discipline [7]. Researchers are still
discussing appropriate explanations of what are cartography and maps [8]. The main
reason why defining cartography is not an easy task lies in generalization which does not
include the crucial variables: period, aim, production process and visual representation
of maps. Moreover, technologies are changing rapidly and they are influencing mapping
practices. The differences between traditional and digital maps are creating a gap, and
often researchers are unable to create connections between historical and contemporary
cartography [9].

A map represents, describes, and relates to other cultural heritage depicted on it. As
such, historical maps can be treated as heritage that should be preserved and digitized
to be protected and used. To achieve this aim, it is necessary to use modern methods
and digital technologies that form the backbone of non-invasive cultural preservation
and investigation of its tangible and intangible values. The level of dissemination, avail-
ability and use of historical cartography and other historical documents has changed
significantly with the introduction of recommendations for their digital preservation.
The European Commission has recognized the importance of digitalization of archival
documents, paying special attention to historical cartography [10]. It developed projects
such as’Europeana’, which works with the GLAM1 sources, and created the educational
platform ‘European Digital Service Infrastructure’ (DSI) [11] to distribute and actively
use historical material across the world. The Steering Committee of the Italian Digital
Library (ital. Comitato Guida della Biblioteca Digitale Italiana) developed guidelines
for the digitization of cartographic material and the management of its sources [4]. This
was a ground-breaking step in reconstructing the public and private archives for a better
propagation and protection of cartographic material. Once cartographic material is acces-
sible, it can be used from education to preservation and participatory planning projects
[12]. Nevertheless, the practice and results show that these applications of GeoDesign
were not easy to attain on behalf of public administration, scholars, and individual
practitioners in the studied context.

There is an increasing need to rethink the planning approaches, especially of the
small, widespread historical centres. They are unique traces of the past in cities today,
and it is important to consider their spatial and cultural-historical values often hidden or
destroyed while creating an urbanistic plan. Numerous studies show the good and bad
practices of past urban planning, damaged on the one hand by industrialization and the
widening of streets to meet the needs of the car, and on the other, good practices that
restored cultural values of the city and remained functional for the needs of contemporary
society [13]. Historical maps are gradually being incorporated by public administrations
into territorial government plans. However, they are not used constructively to provide
the historical stratigraphy, which is so important for urban planning, preservation, and
revitalization of cultural heritage. Usually, they are presented only in the introduction

1 GLAM – abbreviation for Galleries, Libraries, Archives and Museums.
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to the plans and their true spatial values are completely neglected [14]. This research
aims to provide planners and architects with methods and tools to actively use the
content extracted from historical maps and accompanying documents in the framework
of digital and urban planning recommendations for contextualizing planning projects.
Through techniques of geovisualisation, the study will initiate participatory planning
and accelerate spatial thinking for protection and maintenance of landscape and built
cultural heritage.

2 Urban Planning Declarations

Planning practices changed in the mid-20th century, bringing more attention to the preser-
vation and management of historical centres as an undividable part of built environments.
Many recommendations appeared in this period regarding the heritage protection. The
Venice Charter published in 1964 decreed that architectural heritage is inseparable from
its urban or rural setting [15]. This was furthermore elaborated in 1975, in the Declara-
tion of Amsterdam, which expressed the importance of considering cultural heritage and
its surroundings as a unity and implementing conservation strategies as an integral part
of regional and urban planning. This was a pioneering approach to the protection of cul-
tural heritage and a crucial step in the development of more sustainable urban plans [16].
Moreover, the European Charter of the Architectural Heritage adopted a resolution in
1976, setting out policies and regulatory requirements for integrated urban conservation,
including guidelines for the protection of historic centres and landscapes as a vital part
of urban planning objectives. The focus shifted from the single monument to the historic
centres and landscapes, which gave a wider context to the issues of preservation included
in the urban planning process. Additionally, committees called upon local authorities
and citizens to participate together in the preservation of their common goods, which
aligns with the research goal and concepts of GeoDesign.

In 2017, as part of the UN strategic plan, UN-Habitat adopted the’New Urban
Agenda’ which emphasised the importance of strengthening communities and decentral-
izing territories by empowering towns locally [17]. The ICOMOS’s Resolution on the
Conservation of Smaller Historic Towns (1975) listed threats and dangers for small his-
torical centres: lack of economic activity, an outflow of population, and overall decay and
abandonment of structures. The resolution recommends vital actions to be implemented
to maintain the cultural heritage values and provides authorities with the strategies for
planning and protecting indigenous spatial and cultural qualities. It stresses the impor-
tance of coordination in all planning stages [18]. The process of conservation of historical
centres was significantly improved since the introduction of digitalized material which
accelerated the multidisciplinary approach and engagement of various stakeholders. Dig-
itization allowed online dissemination of accessible historical material and the creation
of interconnected databases for future planning activities.
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3 Location: Importance and Reasoning

The region of Lombardy was selected as a territory for the selection of the case study
for numerous reasons. Firstly, the cartographic material coming from the Statal Archive
of Milan (ital. Archivio di Stato di Milano (ASMi)) describes and presents the terri-
tory, which has remained relatively homogenous. Hence, the cartography was made for
“internal purposes” by various administrations or entities [19], which also provided a
good amount of diverse cartography. From the 13th century began an era of the lordship
of influential families which changed the conceptualisation of public and private prop-
erty [20]. In the 15th century, the progress of medieval settlements was interrupted by
the turbulent period. In 1714, the Duchy of Milan passed from the hands of rulers of
the Habsburgs of Spain to those of the Habsburgs of Austria. The territory was finally
united in 1796, under the aegis of Napoleon Bonaparte, into the new Cisalpine Republic
of which Milan was the capital [21].

This was also the period where the historical cartography available now started flour-
ishing for tax and estimation purposes, census of population and tracking property own-
ership (i.e., Catasto Teresiano) [22]. After the defeat of Napoleon, the Duchy of Milan
became a part of the Lombardo-Venetian Kingdom in 1815 (i.e., Catasto Lombardo-
Veneto) until the unity of Italian states in 1861 (i.e., Nuovo Catasto Terreni) [23]. In
the 19th and 20th centuries, there was increased activity in fashioning, remaking, and
producing land cadastral maps with improved surveying techniques and technologies.
Cities were undergoing constant rebuild and destruction phases, affected by human and
natural hazards, and often heritage suffered greatly. The occurrence of various regimes
produced different cadastres and thematic maps, which created the complex but fertile
starting point for further research.

3.1 Case Study of Desio: Historical Background

The small historical centre of Desio, a town north of Milan, was chosen for the case study.
Its strategic position since ancient times and the continuous demolition and reconstruc-
tion phases over the centuries have largely erased the cultural heritage values, and most
of those remaining has been forgotten [24]. Desio emerged when Celtic Gallic tribes
arrived. They were replaced by the Romans who established a military castrum with the
main axis Cardo and Decumano, which are still traceable today. They fortified the city
to control the important road that led from Milan to Como [25]. Due to the proximity of
the military protection, rural houses and huts were being constructed outside of the walls
of the borgo. With the coming of the Longobardi, Desio stayed an important chief town,
which shape and history influenced the development of the modern town [26]. From
17th century, noble villas were emerging and the town served as a destination for leisure.
Desio experienced rapid expansion during the industrial age and its heritage was slowly
losing its form and authenticity. The advantage of the case study is the town’s multi-
layered history as a centre of a long-term establishment of administrative and religious
power (see Fig. 1).
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Fig. 1. Georeferenced maps of A: Catasto Teresiano (1721–22) (Source: ASMi); B: Georef-
erenced map Catasto Lombardo-Veneto (1865–73) (Source: ASMi); C: CTR (1980) (Source:
Geoportale Lombardia); D: Orthophoto of Desio (2015) (Source: Geoportale Lombardia)2. The
main physical characteristics of the town’s transformations are schematically marked on all maps
(Source: Authors).

The administrative body of the Lombardian Cultural Heritage (ital. Beni Culturali
Lombardia) listed forty-one buildings in Desio as cultural heritage. More than half of
them belong to the residential and tertiary sector architecture (51.2%). Religious and
sacral architecture (22%) and rural architecture (17.1%) are especially interesting for
Desio for their past agricultural activities and sacral importance. Buildings in the indus-
trial and production sector (9.8%) are the least listed as patrimony. Desio has relatively
poor architecture, mostly in the form of traditional Lombardian architecture of rural
farmhouses or cascine. There are a few examples of villas, and they are distinguished
with their precious artistic, architectural, and historical values from the rest of the urban
area (e.g., Villa Traversi, Villa Klinkman, Villa Greppi, etc.). The villas and their gardens
are unique examples of noble architecture from the 17th to 19th century. Other residen-
tial architecture, mostly houses with distinct types of courtyards, are characteristic of

2 Archivio di Stato di Milano (ASMi), Fondo: Ufficio tecnico erariale. Milano. Catasti. Mappe
sezione – Mappe piane I serie. A: - "Catasto teresiano. Mappe di attivazione (1721–1722)”; B:
“Catasto lombardo veneto. Nuovo Censo. Mappe attivazione, Prima copia (1865–1873)”; C:
“Carta Tenica Regionale (CTR) (1980)”, sheets: B5B4, B5C4, Geoportale Regione Lombardia;
D: Ortofoto Agea (2015), Geoportale Regione Lombardia.
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Lombardy, too. Conversely, the Lombardian Cultural Heritage web portal did not list
and categorize the natural heritage, open spaces, or water elements in the same manner.

3.2 Case Study of Desio: Municipal Urban Plan

Historical research is an undividable element of designing cities today and historical
maps are an integral part of urban studies [27]. The maps on the scales from 1:1000 to
1:5000 are the most valuable for the investigation of the urban environment and physical
relationships [28]. Historical cadastral maps and contemporary urban plans were made
in this scale range, providing detailed explanations about the forms and functions of the
buildings and land. In Lombardy, for managing and planning the territory today, there are
two main plans used in the local context. ‘The Territorial Coordination Plan’ (ital. ‘Piano
Territoriale di Coordinamento’ (PTC)) is the planning act through which the province
provides policies and indicators for designing the structure of the territory, in line with
the territorial policies of the regional body. The coordination occurs on two levels:
provincial and municipal urban planning. ‘The Provincial General Planning’ act (ital.
‘Piano Territoriale Provinciale Generale’ (PTPG)) is supporting environmental and
sustainable development. It gives indicators for the municipal enhancement, measures
the municipal urban tools, and evaluates the potentialities of the areas. Following the
provincial recommendations, ‘The Municipal Urban Plan’ (ital. ‘Piano di Governo del
Territorio’, furtherly referred to as PGT) is created to target specific zones in the city. The
plan has the purpose to define the structure of the entire municipal area and it consists
of three distinct acts (see Fig. 2).

Fig. 2. The urban planning acts and plans in Lombardy and their content. Source: Authors.

Historical maps are appearing in the introduction of the PGT, in the chapter about the
history of Desio, where they are mentioned as an important and initial source of infor-
mation about the urban changes. Later, in the chapter’Census of Historical Heritage’, the
text refers to the tables in the form of the catalogue of cultural heritage, where historical
maps are presented again, but not analysed [29]. The PGT made by the Municipality
of Desio on the scale of 1:2000 will be the main critical point on which the developed
methodology will be applied to produce better administrative plans concerning complex
and not well-defined historical centres. The first problem noticed in the PGT is that in
the theoretical part of the document, the administration is aware of the importance of
consulting historical maps, although in practice that is not applied efficiently. Historical
maps throughout the document are used as an illustration, without georeferencing and
comparing maps from different periods, which does not allow professionals or planners
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to understand the evolution of the town. Moreover, other historical documents, such as
land registers, illustrations and descriptions are not used for the census or assessment of
cultural heritage.

In conclusion, the study aims to uncover implicit and non-implicit features on the
historical maps, to be used for the creation of official municipal urban plans. The analyses
of the spatial relationships through the different maps and documents, the use of modern
urban theories and the Geographic Information System (GIS) software, can develop an
elaborated study through deductive and critical analyses. This will significantly increase
efficiency, nurture the communication and multi-disciplinarity between engaged parties,
and allow faster and less expensive dissemination.

4 Methodology: Implementing Content from Historical Maps

Cartographic content is neglected in city designing, although it can provide insights into
past functions, developments of urban areas, and changes in land use. It is essential to
rethink historical documentation as a source of scientific data to build a spatial-temporal
stratigraphy. The research provides a set of guidelines for using the contents of historical
cadastral maps at the scale of 1:2000, produced from the 18th century onwards. Those
maps are comparable with the actual PGT, geometrically measurable, and they have a
vast variety of accompanying data (e.g., land registers, patterns, past planning actions,
etc.). The changes in the built environment are inevitable, but the frameworks developed
for GeoDesign in the past can support protection of cultural heritage, as well as design
of contemporary cities with the respect to its values, above all taking care of the type of
geography, scale, and size [30].

The application of the methodology starts with the systematization of the collected
historical documentation and their deconstruction of primary features. To comprehend
historical cartography, a combination of various skills and knowledge in different fields
is required, therefore often it is not possible to study cartographic content en bloc.
Dismantling the map on the features will focus on each element individually and on
its relationship with the surrounding. The link between the flat presentation on the map
and the information that the selected investigated element is providing should be broken
to be rebuilt with other contemporary information. “Deconstructing maps” derived as a
concept from J. B. Harley’s work [31], but his research did not include the question of
the purpose and scale in which extracted content would be used. This study is adding
both additional criteria, specifically targeting the applications in urban plans of small
widespread historical centres. Since a map is already a complex project made in the
past, the elements on historical maps need to be “deconstructed” into three categories:
natural elements, man-made and natural elements which are artificially shaped by man.
The division of the first two categories is based on the UNESCO convention [32] and
urbanist theories [33]. The study proposes adding the third category which consists of
natural elements artificially made (e.g., parks, water canals or hedges) (See Fig. 3).
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Fig. 3. Process of the selection, systematization, and deconstruction of historical maps on
simplified elements for further analysis. Source: Authors.

The methodology uses theories of urban planning and design and examines physical
features and cultural elements on historical maps that can be reused in planning by
categorizing them in a generalized scheme. Generalized elements are divided into linear,
volume, area, point and other features. This facilitates the implementation of modern
concepts by selecting the features to be analysed and adapting specific methodology
and techniques for in-depth study. Since all historical maps are individual scientific and
artistic creations, flexible and adaptable methods are required but within well-defined
and reproducible guidelines. After examining historical features and their relationship to
one other and conducting a contemporary survey to create a spatial timeline, the pieces
of data are reassembled using digital tools [34]. The inserted contemporary information
will include administrative urban plans, photographic survey, experiences of citizens,
and an assessment of the current state of cultural heritage.

The methodology provides the steps within the GIS to perform map regression
analysis, allowing the user to access the metadata and link other historical material
to their attributes. Georeferencing of historical maps inside the common coordinate sys-
tem allows map regression for tracking the changes in the urban environment [35]. Three
sets of historical cadastral maps that are held in the Statal Archive of Milan have been
used for the study: Catasto Teresiano (1721–22), Catasto Lombardo-Veneto (1865–73
and 1875–1898) and Nuovo Catasto Terreni (1897–1902) all on the scale of 1:2000. The
tool’Georeferencer’ was used in the software QGIS for georeferencing maps. Decon-
structed features, based on their origin and divided into simplified recognition elements,
are identified and vectorized inside QGIS. Contemporary vector shapefiles are down-
loaded from the Lombardian geoportal (ital. Geoportale Lombardia), and other infor-
mation about cultural heritage is imported from the SIRBeC3 catalogue which describes
patrimony. The two approaches, the decomposition of historical maps and contempo-
rary analysis, are interdependent as good urban planning requires historical analysis
and tracking transformations, both at the urban and city scale. The research criticizes
the potential errors that can occur in urban plans if the historical background is not
thoroughly investigated and past and present data are not compared (see Fig. 4).

3 SIRBeC - Sistema Informativo Beni Culturali (regione.lombardia.it), accessed on 7.4.2022.
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Fig. 4. Schematic preview of the developed methodology, used materials, and additional data
linked to the historical and contemporary studies of the built environment. Source: Authors.

5 Results: Extracted Content and Its Evaluation

The applied methodological approach is adaptable to other sets of historical maps.
Depending on the scale of the representation and typology of a map, researchers will be
able to target their specific study of the urban environment of small centres. Decomposing
and categorizing elements presented on the map allows the observation of single ele-
ments, and then their comparison to the related surrounding. Features on the map can be
read as implicit and non-implicit. The former recognizes that what is represented should
be taken as a fact: number and position of buildings, distribution of the streets, land use
and surface, etc. However, the data that historical maps carry, and that is important for
architects and urban planners, is often non-implicit. Those values can be read through
the additional cross-referenced knowledge extracted from contemporary studies, urban
theories and with the help of GIS technologies.

Non-implicit values can be translated from the map in terms of architectural style
and evolution of buildings. Using land registers, it is possible to track the changes in
ownership and function. The same approach can be employed for the investigation of
land use, analysing why particular cultivation was in a specific area and what were the
economic, social, and natural causes for those choices in the past. The use of open space,
gardens, and piazzas had a significant role in the life of the community, and they are
still the core of the town. Different arrangements and accessibility to those spaces can
indicate the citizens’ behaviour and political and economic influences. Street networks
in historical centres have significantly changed, but historical alleys and ancient route
can still be identified. The names of streets often suggest their previous use or that of
nearby buildings, natural elements, or point to historical figures.

5.1 Urban Analysis and Thematic Maps

The study illustrates a developed methodology for investigating the cadastral historical
maps on a scale of 1:2000 to be compared to Desio’s actual PGT. The main aim is to find
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ways to improve cultural heritage studies in planning activities through geovisualisation
within the GIS software. In this way, a database for other documentation can be built, and
data can be compared leading to better comprehension and contextualization of historical
stratigraphy. Not all cadastral maps have the same aim, and it is important to combine
the information to get a full image of the built environment. Catasto Teresiano made for
taxation purposes was focused on the land-use diversity, while Catasto Lombardo-Veneto
had only information about parcel division and shape of buildings but not about how the
land was used. The ancient street network is still recognizable as well as the nuclei of
antique formations. Since Desio was an important religious centre, sacral buildings were
positioned in the important parts of the town next to the main axis. Churches were easily
accessible from the squares in front of them, which also served for other gatherings. A
water canal running from the north to the east and south, presented a boundary in the
urban development but it accelerated agricultural one. This physical limitation remained
until the canal was substituted with streets like in many other towns (see Fig. 5). The
GIS software helps in the creation of thematic maps for faster and clearer visualization
of the aimed group of features.

Fig. 5. Based on the Catasto Teresiano (1721–22) (source: ASMi, see Fig. 1 for details).
Deconstructed on simplified and categorized features that were vectorised in QGIS. Source:
Authors.

A newly produced thematic map can present the typology of noble villas (ital. Ville
gentilizie nell’Alto Milanese) in Desio and building trends through time. The buildings
in the city centre were built mostly in the typology house in a row and courtyard houses
with several types of open and closed courtyards. In the oldest part of town, facades
were facing the street, protecting the courtyards behind houses. Later on, houses were
built further away, giving on to the street through open courtyards (see Fig. 6). Some
future planning activities in the form of notes and sketches were directly drawn on the
map (e.g., new openings, parcel divisions, paths, etc.).
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Fig. 6. Based on the Catasto Lombardo-Veneto (1865–73) (source: ASMi, see Fig. 1 for details).
Deconstructed features vectorised in QGIS for pattern recognition. Yellow colour represents
important built residential cultural heritage. Source: Authors.

5.2 Analysis of Buildings and Cross-referencing Historical Documents

Ex-convent complex and oratory of San Francesco in Desio was used to test methodology
on a single cultural heritage building. The monastery was built in the first half of the 13th

century and went through many changes over time, both in architectural and functional
terms, which can be traced on historical maps due to the lack of other documentation.
The friars of San Francesco built their convent with the scattered stones of demolished
ancient structures found on the ground [25]. Around 1410, the lords of Milan, who no
longer used the ancient castle residence of Bernabò Visconti, donated the surface of the
castle and its adjacent areas to the convent. The donation included the site of the ancient
building, the moat and part of the forest [26]. The cloister was divided into three arches
and two columns on each side, which can be seen on the original cadastral map of the
first survey for Catasto Teresiano (1720–23). At that time, the surface belonging to the
convent consisted of arable land, a garden next to the cloister, and a small piazza in front
of the oratory with mulberry trees.

On the subsequent cadastral map Catasto Lombardo-Veneto (1865–73) the oratory
and convent lost their functions, as immediately recognised by the absence of cross
symbols. The convent was transformed into a farmhouse with a part being used as a
greenhouse, serving the property of Villa Tittoni Traversi. The small piazza that was
in front of the church lost its public function and became the internal courtyard of the
complex. The shift of the functions initiated a change in the structure, now more closely
imitating the organization of a Lombardian cascina (i.e., farmhouse). The building, by
this new organization, also lost the spatial relationship with the public square (i.e., ‘Piazza
Castello’, today ‘Piazza Martiri di Fossoli’) signifying the private property and enclosed
space. The name ‘Piazza Castello’ written on the map indicates the previously mentioned
structure that was in the area, the castle of Bernabò Visconti on which land convent was
built. The building volume changed once more on the north side of the oratory on the map
Nuovo Catasto Terreni (1897–1902). Arable land, which was presented on the first map,
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became part of the Tittoni park. An interesting bridge-ramp element was constructed
on the south of the building. It is visible on all maps from the 19th century onwards,
presented as external access from the park to the tower (see Fig. 7).

Fig. 7. Georeferenced cadastral historical maps in QGIS presenting the historical evolution of
the ex-convent. oratory of San Francesco and piazza. The last two maps are not on the same scale,
but they are presented as illustrations of the land use and functions of the buildings around 1840.
(Map sources: indicated on the images, Analysis: Authors).

The old Cusani villa was substituted by Villa Tittoni Traversi. The architect Pelagio
Palagi supervised all the works. He also built a tower, and in doing so changed the
complex of the ex-convent. Torre Palagio was built in gothic style and was decorated with
numerous sculptures and bas-reliefs. There is an inconsistency in examining available
data deriving from the public administrations because there is no cross-referencing of
the information from historical maps, land registers and other illustrative material. The
catalogue of ICCD, which is a general catalogue of Lombardian Cultural Heritage (ital.
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Beni Culturali Lombardia) filled by the Superintendence of Archaeology, Fine Arts and
Landscape for the metropolitan city of Milan (ital. Soprintendenza Archeologia, belle
Arti e Paesaggio per la Citta’ Metropolitana di Milano), the date of construction is noted
to be 1846. On the other hand, the SIRBeC documentation filled by Beni Culturali and
Politecnico di Milano dates it between 1840 and 1844. Further investigation of historical
maps and other documents suggests the tower was built a few years earlier, and other
decorative elements were added through the years (see Fig. 8).

Fig. 8. Data downloaded from Geoportal of Lombardy and orthophoto are showing the current
state of the building and the inconsistency of the date of construction of Torre Palagio. Illustrations
are indicating that it was built at least a few years before the date indicated on administrative
documents. (See changes on the illustrations from 1836 and 1857. Illustration source: Grafiche in
Comune).

In the 2015 Desio PGT, under the section dedicated to the ‘Census of Historical
Heritage’, Torre Palagio is listed as planned for restoration. It is noted that the tower is
under a set of protection rules and constraints for its historical, artistic, and architectural
values. Environmental qualities, in the context of the tower, are stated as”remarkable”.
The table was made in such a way that divides and describes single buildings but does
not treat them as part of the complex or in the comparison to the surroundings and their
historical timeline. In the section of the PGT, ‘Plan of rules’ (ital. ‘Piano delle Regole’),
the map presents the investigated area restricted by two categories: ‘historic-artistic
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valuable area’ and as a ‘zone of villa urbana’. Next to the area of interest is the cycling
route, which has the potential to foster tourism and revitalize cultural values. There is a
need for the creation of a database for all the collected and systematized historical and
contemporary data to overcome the demonstrated inconsistencies between them.

The PGT can be improved with the georeferentiation of historical maps and linkage of
historical documents and illustrations. Future administrations should revise investigation
and planning activities for single buildings, built complexes and their surroundings. The
core of the methodology contains geovisualisation techniques, to understand the complex
set of geographical and cultural data and engage the participatory decision making with
various stakeholders, by representing urban changes as simplified and processed on
thematic maps.

6 Future Developments

Urban planning and mapping have a direct impact on citizens’ decisions and actions. The
next step in the research would be participation of citizens in municipal decision making
for enhancement and protection of cultural heritage, and urban planning. Using geovisu-
alisation techniques described, decomposing maps’ elements on simplified patterns, will
allow easier participatory planning and it will bring understanding of historical maps
closer to the other non-professional stakeholders. Following participatory engagement,
to implement the concepts of GeoDesign, would be valuable adding other set of maps
and on different scale range. In this way, the natural and man-made characteristics of
the towns which do not have well-defined and used urban tissue, will come to the fore.
Through these methods, potential scenarios can be run, for using and designing towns,
in their built and natural settings. At last, the research can be enriched with the contem-
porary environmental studies based on spatial-temporal data collected and assembled
into one database project in GIS. The GIS can be useful in running the spatial analysis of
the most endangered areas in the historical centre and target the level of their protection.
Currently, selection of the areas under protection indicated in the PGT is generalised.
They cover large surface, and by that block future projects on a legal level. Reconsidering
the cultural values in the context, can be of the vital importance in making sustainable
and participatory oriented town planning.

7 Conclusions

Urban planning and mapping have a direct impact on citizens’ decisions and actions.
Historical maps do not reflect the status quo of the place, but through comparative
analysis researchers can draw conclusions, reconstruct, and eventually even predict the
behavioural patterns of residents. The study will aid researchers, public administrations,
and other stakeholders in conducting studies on historical maps and gaining valuable
data to intersect with contemporary ones. Historical maps can provide insights into the
implicit, but more importantly, the non-implicit values of past spaces. Systematization
and generalization based on the recommendations and urban theories give the method-
ology immense potential. The methodology allows the shift of scale and focus, so that it
can be replicated for other goals in research. In future, the PGT can be enriched with the
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creation of a database, integrating necessary georeferenced historical maps. Other his-
torical documents can be linked through the attribute tables. The research will potentially
accelerate economic, educational, social, and touristic development. The methodology
will preferably provide guidelines for cartographers and creators of municipal urban
plans for historical centres. The use of a GIS can increase efficiency and improve inter-
nal and external communication and data exchange. In education, knowledge can be
shared among citizens and interested parties. Potentially, the public can be involved in
the decision-making processes, and this collaboration can promote a sense of identity and
culture. Recalling the values of the past will boost tourism and strengthen the perception
of the place in the historical context.
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Abstract. The geodesign methodology (Steinitz 2012) proposes iterations as a
way to develop a study from early scoping stages aimed at understanding how the
study should be framed, to metaplanning, aiming at defining how the study should
be implemented, to the final real-world implementation.

Iterations may be part of the same study, or alternatively, it is argued here,
they may be implemented in different study instances on the same study area. The
latter approach may indeed have benefits with relevance for planning research,
education, and practice.

With reference with the Metropolitan City of Cagliari (Italy) study area, the
author reports on several geodesign study instances on the same area, arguing each
instance may indeed be considered as an iteration at the macro level, describing
how between 2016 and 2021 several study instances helped first to scope which
issues, opportunities, and challenges needed to be addressed in the study area, then
to serve as a case study in academic planning courses, and eventually in setting
the ground for a real-world strategic planning process involving local authorities.

Keywords: Geodesign · Metaplanning · Strategic planning · Co-design

1 Introduction

In the last two decades geodesign research and practice has attracted growing interna-
tional interest in the community of scholars and practitioners in spatial planning and
design, and related disciplines. Indeed the geodesign methodology approach has deep
roots in the tradition of landscape planning and may offer a substantial contribution to
current sustainability challenges.

Looking at one of the most recent definition of geodesign found in literature, it can
be defined as a planning and design method that unites science and design in a process
to make planning decisions in collaboration among design professionals, experts in
geographic sciences and in geographic information technology, and the people of the
place (Debnath et al. 2022 after Steinitz 2012). Geodesign applies system thinking to
understand the territorial systems study area, and uses negotiation to support consensus
building in collaborative decisions (Carlsson 2017).
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The current interest for geodesign is documented by a growing body of literature
(i.e. journal special issues, papers, books) most notably in the last decade. At the time
of writing (i.e. April 2022), a simple query using “geodesign” as a single keyword on
Scopus return 262 documents: excluding the first three oldest references in the query
results, which referred to geodesign with a different meaning than the one intended
here, since 2010 publications on geodesign flourished. As a benchmark of the growth
in academic popularity on geodesign, the same query in Scopus back in 2018 and 2021
returned 91 and 197 papers respectively. Likewise, the same query in Google Scholar,
which mines by a larger corpus of documents than the collection of papers in indexed
journals in Scopus, returned 2,220 documents in 2018, 3,640 in 2021, and eventually
4,230 at the time of writing (i.e. April 2022).

In the geodesign body of literature, the book A framework for geodesign: changing
geography by design by Carl Steinitz (2012) can be considered a milestone as the richest
methodology references for developing geodesign studies. The International Geode-
sign Collaboration (IGC) a worldwide network of more than 470 members, in more
than 240 organizations, in 61 countries (https://www.igc-geodesign.org/) since 2018 has
extensively tested the application of the Steinitz’s framework and common geodesign
standards demonstrating its relevance and potential in addressing current most urgent
sustainability challenges (Fisher et al. 2020).

With reference to the above context, the next session reports in synthesis the core
elements of the Steinitz’ framework, focusing on the role of iterations. While the geode-
sign framework focuses on iterations within individual studies, the concept of macro-
iterations involving multiple instances of studies in the same study area is the focus
here. Hence, in the remainder of this paper, several instances of the Metropolitan City
of Cagliari case study are documented in synthesis as a base for analyzing the potential
benefits of macro-iterations with relevance to spatial planning research, education, and
practice.

2 The Steinitz’s Framework: Six Models, Three Iterations

This section provides a summary description based on the authors experience of the
application of the Steinitz’s framework aiming at highlighting its core elements, the six
models and, in particular, the importance of the study iterations.

The Representation Model (RM) describes the territorial dynamics in the study area,
from the past until the present (i.e. the time of the study). The RM consists of data.
From an application perspective, it should be noted that the data format from the past
to current time has evolved from the analogue to the digital formats. Time frequency
of data surveys has changed accordingly: while with regards to the past it is expectable
to find analogue maps referring to sporadic time references, current digital geographic
data detected trough remote-sensing and in-situ sensors enable to monitor territorial
dynamics close to real-time, providing spatial big data. It should be noted though, that
in developing a geodesign study, one should aim at gathering not the most but the least
data necessary to answer the study relevant questions. If this is true, understanding how
to describe the study area is not a straightforward single step, but it requires several
iterations through the six models in order to find what is the least set of data needed to
solve the complex design problem at hand.

https://www.igc-geodesign.org/
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The Process Model (PM) uses input from the representation model to foresee how the
territorial system might evolve in the future under the hypothesis of no design/changes
(i.e. do-nothing alternative in planning). While the representation model consists of
spatial data at given times, the process model is more dynamic, in the sense simulation
and forecasting are indeed dynamic in essence: thus, the space-time dimension of data
become more relevant in foreseeing the evolution of territorial dynamics, so creating
meaningful information.

The Evaluation Model (EM) assigns values to the expected territorial system evo-
lution. It answers to such questions as “do we like expected future”? If answer is yes,
no design change is needed; otherwise designing possible changes is required. The EM
links knowledge building to design and decision-making: as such is a fundamental step in
the workflow. It informs what and where changes are needed, possibly making decision
more transparent and evidence-based. In this sense it may give an important contribution
in informing and shaping the design. In the EM, beside the temporal dimension, values
are attached to spatial data proving context for decisions (i.e. knowledge).

The Change Model (CM) consists of design proposals for the future: possible changes
are collected and assembled in complex syntheses. Changes are described by spatial data
presenting projects and policies.

The Impact Model (IM) aims at understanding the consequences of proposed changes
assembled in alternative syntheses in the territorial systems. As in the case of the PM
the time dimension becomes relevant. The consequences of possible changes, which
are represented by spatial data (e.g. project or policies in space) are considered in their
geographic context and described in terms of territorial dynamics, that is in their evolution
along time. This is also a foresight endeavor based on forecasting and simulation, where
time again becomes very relevant.

The Decision Model (DM) involve choosing, based on the information provided
by the IM, and by providing values of entitled decision-makers, the preferable set of
changes, or synthesis. Selecting who is entitled to make final decisions is part of the
process, and it depends on the local context as well as on the purpose and scale of the
study, and influences the format of the output of the other models.

According to Steinitz (2012) in addition, a geodesign study should involve three
iterations across the six models. In the first iteration, the study’s scoping, models are
developed from the first to the sixth in order to understand what the main questions to be
answered actually are. First data are collected, territorial dynamics of main relevance are
detected, possible changes are devised and assessed, possible outcomes are framed and
their impacts investigated, before it is possible to define the context for decision-making.
Once it is clear who should be the actors involved at each stage, the second iteration starts.
This time the models are revised in reverse order, from the sixth to the first one. In fact,
in the second iteration, it is the decision-making context which provides requirements to
each model: e.g. the IM should provide meaningful information to the decision-makers,
so its content and format should be suitable to the purpose, and it descends from the DM.
In turn, depending on what information the IM will need as input, the CM data should be
shaped accordingly, and so on, until the RM is refined to be suitable as initial input of the
process for the following iteration, which is eventually the implementation of the process.
It should be noted that it is along the second iteration that actors, tasks, workflow, data,
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formats, supporting technologies are defined, according to a meta-planning approach
(Campagna 2016).

While the three iterations (i.e. scoping, meta-planning, and implementation) may be
formalized individually in the methodology framework, in reality they are not strictly
linear, and along a study unlimited number of cycles and back-loop can be followed
until the objective of the study is reached, that is, a future scenario is defined, on which
consensus among involved parties is reached. In this sense, what defines the boundaries
of a study are then its purpose and objectives.

A study can be indeed developed in different contexts such as research, education, or
practice. If several studies are conducted on the same study area with different purposes
(i.e. research, education, or practice) each with its specific objectives, each instance on
the study should learn from the previous one and at the same time evolve from it, as the
new study develop new additional knowledge and possibly generate new perspectives.
In academia, it is not uncommon to use case studies from the real-world within planning
and design studio classes, for generating knowledge and ideas informing subsequent
real-world planning plan-making. In this sense each study instance can be considered
as a macro-iteration with the final aim of building knowledge for eventually making-
decisions which will be implemented in the real world. Each macro-iteration is therefore
expected to enrich the understanding of current complex challenges. This assumption
was tested along several macro-iterations in the Metropolitan City of Cagliari case study
between 2016 and 2021. Eventually, while the results of each macro-iteration were
different in terms of design, it is argued each macro-iteration provided new knowledge
useful both to improve the process and in its results, or, in other words, to improve
geodesign as a verb and as a noun.

It should be also noted that geodesign studies are usually fast, but at the same time
very complex, with respect to both the process and its results. Thus, considering several
study instances, or macro-iteration, on the same study area may indeed substantially
contribute to better learn the geodesign methodology and its application technicalities,
and it is therefore recommended to those who are approaching geodesign for the first
time.

In the following section, several iterations of the Metropolitan City of Cagliari case
study are described, each with its specific purposes, context, settings, and results, before
a critical comparison on the overall experience is given in the remainder of the paper.

3 Case Studies

The case studies presented in this section contribute several macro-iterations of the
geodesign study of the Metropolitan City of Cagliari (Italy). The main macro-iterations
taken into consideration for this critical review are three, and were developed in 2016,
2018, and 2021 respectively. The scope of each macro-iteration was different in the
three cases: research, education, and practice respectively. The structure of each macro-
iteration was however substantially similar. Each case study included a knowledge build-
ing phase in which the representation, process and evaluation models were built pro-
ducing the input for a subsequent intensive geodesign workshop implemented with the
support of the web-based Planning Support System (PSS) Geodesignhub (http://www.
geodesignhub.com). While the first two workshops were developed in presence, the last

http://www.geodesignhub.com
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one was developed fully online with the support of the Zoom (http://zoom.us/) online
meeting platform, due to COVID19 pandemic social interaction restrictions which was
ongoing at the time of implementation. While the knowledge building phase usually last
for a few months, the intensive workshop phase usually last between 16 (as in 2016) and
12 (as in 2021) hours, distributed either in two subsequent days (as in 2016) or in shorter
three-hour section within two weeks (as in 2021). Implications of different scheduling
are discussed in the next section, where the case studies are compared.

The main characteristics of each workshop are documented in the next paragraphs
before a comparative critical review of similarities and differences among the cases is
given.

In each case, the knowledge construction phase was fully digitally supported relaying
on digital spatial data and on desktop Geographic Information System (GIS) technology,
and included the following main steps:

• Data acquisition: in all the cases data from the Italian national census (ISTAT) and
from the geoportal of the Regional Government of Sardinia were used, whereas in the
2021 case study additional Volunteered Geographic Information (Capineri et al. eds
2016; Zook and Breen 2017) data sources such as Openstreetmap.org and Flickr.com
were also used to include spatial data themes otherwise not available in the regional
geoportal.

• Selection of the ten systems of interest: in 2016 the ten systems were chosen look-
ing at the study area by local researchers; in 2018 the IGC standard system were
adopted; while in 2021 the system were derived with reference to an existing strategic
development agenda (Table 1);

• Development of the representation, process, and evaluation models, culminating in
the production of an evaluation map for each system;

• Definition of change targets for each system (i.e. total area required for changes in
the system);

• Definition of a cross-systems impact model;
• Selection of the workshop participants, arrangement of the design teams, and workflow

scheduling.

3.1 Case Study 1 (2016)

The first geodesign study on the future scenarios of the Metropolitan City of Cagliari
was held at the University of Cagliari in 2016. This was the first ever case study on the
recently established (2016) Metropolitan City of Cagliari in its current boundaries, which
include seventeen municipalities. As such, there were not previous planning and design
studies for the future development of the study area, and the workshop represented the
first chance to reflect on its future scenarios for sustainable development. The study area
is a complex territorial system including settlements, hosting a population of 431,538
inhabitants in July 2017, mountains (to the East and to the West) with natural or semi-
natural landscapes, industrial areas, wetlands, and agricultural land-uses. The area is rich
in natural and cultural landscape resources and in the last decades attracted a growing
tourism demand.

http://zoom.us/
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Table 1. Selected systems in the case studies (recurrent systems in bold).

2016 2018 (IGC standard) 2021

1 Ecology Green infrastructures Green infrastructures

2 Hazard Water infrastructures Water infrastructures

3 Agriculture Agriculture Agriculture

4 Transport Transport Transport

5 Commerce/industry Commerce/industry Commerce/industry

6 High density housing Mixed housing Energy

7 Low density housing Low density housing Housing

8 Tourism Institutional Tourism

9 Cultural heritage Cultural heritage Cultural heritage

10 Smart services Energy Smart hub

Given the size, and the territorial systems complexity, the first study was aimed at
earning first insights about possible future sustainable development scenarios. Hence,
the first study was exploratory in nature and it was developed from a research perspec-
tive. A total of thirty-two participants were selected by the study coordinator to form a
multi-disciplinary team, including local experts, PhD and graduate students, and local
stakeholders from the public and the private sectors. After the knowledge building phase
was carried-on along three months by the coordination team, an intensive workshop last-
ing a total of 16 h within two days was held in early May 2016. Six design teams with
different roles and with different objectives initially individually developed their own
design syntheses, which were than compared and negotiated among teams coalitions
until consensus was reached on a final future development scenario.

The relevance of this first geodesign study on the Metropolitan City of Cagliari area
is that it was the first comprehensive planning and design study at its scale in the area. In
fact, the traditional planning system in Sardinia includes regional landscape planning and
local land-use planning, as well as a number of sector plans undertaken at the regional
or at the local scale. The metropolitan planning scale was therefore a novelty which
required a change in perspective. Given the research perspective of the study, moreover,
a neutral scientific approach was adopted which enabled understanding the functioning
and possible planning of the territorial system without having a substantial political bias.
As such, this first case study represented a solid base to further studying the area for the
following years for the educational and eventually real practice experiences described
in the next paragraph. In addition, the final negotiated design (Fig. 1) was exported in
a desktop PSS (i.e. CommunityViz) for testing interoperability and more a complex
impact model. Further details on this study can be found in (Campagna et al. 2016).

3.2 Case Study 2 (2018)/IGC

In 2018, the International Geodesign Collaboration was first established. Since then, the
members of the IGC, which were mainly scholars as well as educators, defined common
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standards to develop comparable geodesign studies around the world, this way fostering
geodesign research and education. IGC standards, which were agreed as first step in the
collaboration, included common formats for spatial extent, systems and colors, global
assumptions and system technology innovations, as well as development scenarios and
time stages (https://www.igc-geodesign.org/global-systems-research).

Fig. 1. Final negotiated scenario for the Metropolitan City of Cagliari 2016 study in Geodesignhub
(Source: Author).

The IGC standards were adopted in the second study on the Metropolitan City of
Cagliari which was developed within two studio classes at the Faculty of Engineering and
Architecture of the University of Cagliari. The first class, including 56 civil engineering
graduate students worked on the whole study area (i.e. a 80 × 80 km square) while the
second class, including 76 undergraduate students in architecture, worked on a nested
frame 20 × 20 km at a larger scale. The smaller scale study started in advance and
informed the larger scale study aiming at exploring multiscale design coordination.
The design teams working to build the IGC development scenarios, unlike the previous
case study where design teams play different stakeholders roles, were framed using two
future time horizons (i.e. 2035 and 2050) and a different approach regarding technology
innovation adoption (i.e. early adopters, late-adopters – after 2035- and non-adopters).
The final negotiated scenarios are shown in Fig. 2.

https://www.igc-geodesign.org/global-systems-research
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Fig. 2. Final agreed scenario of the Metropolitan City of Cagliari 2018 IGC study (Source:
Author).

3.3 Case Study 3 (2021)

The third macro-iteration of the study was developed in Aril 2021 within the making of
the Strategic Plan of the Metropolitan City of Cagliari, which was eventually adopted
in July 2021. Aim of the study was to involve the 17 municipalities of the Metropolitan
City in defining a spatially explicit future development scenario. In this case, all the
framework models were rebuilt from scratch with the support of system expert; still the
experience earned in of the previous iteration for framing the representation, process,
and evaluation models was fundamental.

The workshop was implemented fully online in 4 three-hour sessions along two
weeks, with the possibility for the participant to work remotely on the workflow tasks
out of the plenary sessions, with or without the support of the coordination team which
offered office-hour online slots. The final negotiated scenario was agreed in 12 ple-
nary hours and priorities were agreed for projects and policies (Fig. 3) and the content
was included in the final Strategic Plan of the Metropolitan City of Cagliari documents
adopted a few months later. This workshop offered the Municipalities a substantial oppor-
tunity to have their voice heard by the higher level of government, i.e. the Metropolitan
Council, which eventually adopted the plan. In addition, the collaborative design format
of the geodesign workshop offered the participants an unprecedented learning experience
while evolving from a local to a metropolitan wide planning and design perspective.
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Fig. 3. Final agreed scenario of the Metropolitan City of Cagliari 2021 study (Source: Author).

3.4 Other Case Studies (2017–2022)

In addition to the three main case studies presented in the previous paragraphs, the
Metropolitan City of Cagliari studies were used several times each for one-day intensive
workshop tutorials aimed at teaching interested educators on geodesign methods, work-
flows and tools. Notably, since 2020 the in-presence workshop format was adapted to
online only settings due to ongoing pandemic social interactions restrictions and occa-
sional lock-down periods. In a few years, thanks to these initiatives hundreds educators
and practitioners got familiar with the geodesign methodology, techniques and tools,
and many of them successfully developed their own case studies afterwards.

4 Comparative Analysis of the Case-Studies

Geodesign is a robust methodology which proved to be effective in addressing current
complex challenges of sustainable development. The critical review of several macro-
iterations of a geodesign study on the same study area may offer a great deal of experience
which we believe is worth sharing, with the aim of helping interest scholars and practi-
tioner to approach this complex methodology especially at early stages. In this section,
critical reflections on the different stages of a geodesign study are given.
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4.1 Comparison of the Knowledge Building Phase

Looking back at the knowledge building phase in the three macro-iterations, two main
lessons can be learned:

• The knowledge building phase starts from data. No matter how much data are available
in existing regional and local Spatial Data Infrastructure, which depending on the
study area and scale may be more or less developed, the macro-iterations on this
case study demonstrate that official data sources are usually not enough to represent
fully represent relevant territorial dynamics: most of the time, volunteered geographic
information sources are needed to fill existing limits in official data sources.

• Beside the representation and the process model, building sound evaluation models
may be a challenge in conceptual and technical terms. A detailed account on how to
build an evaluation model is given by Campagna et al. 2020.

4.2 Comparison of the Intervention Phase

The intervention phase (i.e. iterations on the change, impact and decision models), that is
the one implemented with the geodesign workshop format within the geodesign study,
evolved in the three macro-iterations. Due to the occurrence of COVID19 pandemic
and the introduction in the last few years of lock-down and social distancing measures
worldwide, the geodesign workshops, implemented in-person (i.e. same place, same
time) in early experiences (e.g. 2016 and 2018 macro-iterations of the Metropolitan
City of Cagliari) moved online. Both in-presence and on-line formats proved to work
equally well in providing robust results in term of design as well as learning experience
for the participants. Nevertheless, the in-person workshop format may better support
critical discussion among the participants, at the cost, though, of higher organization
and logistic efforts. The latter may be sometimes relevant in eventually choosing which
format to apply.

The 2016 macro-iteration was carried on in single intensive workshops during 16
h along two days. In the 2018 workshop, in order to comply with ordinary teaching
schedules, a combination of five 3-h sessions totaling 15 h were arranged. Breaking the
intensive workshop into shorter session proven effective as it gave participants more
time to reflect on the evolution of their work. Based on this experience, and also con-
sidering time availability of public authorities decision-makers and technical staff a
multi-sessions format was chosen also for the 2021 workshop. The choice was success-
ful for it allowed representatives from municipalities more time to develop their design
proposal in between sessions. Eventually in the 2021 workshop the final design with
priorities was completed in four main plenary sessions, 3-h each, plus a final session for
the review of the results.

4.3 Comparison of the Final Design

The main advantages in the geodesign approach are substantially two: i) developing
spatially explicit and transparent alternative design syntheses informed by the geographic
context; and ii) reaching consensus among the participants. These are two substantial
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benefits which may help to comply with the principles introduced in planning by Strategic
Environmental Assessment, and eventually by sustainability of development principles
such as democratic, evidence-based, transparent, responsible decision-making in spatial
planning aiming at preserving natural resources, while improving the socio-economic
system dynamics. Geodesign studies including intensive collaborative workshops such
as those described in this research proved to be particularly effective and successful in
strategic planning, where reaching in a very short time consensus of future development
scenarios is of bigger importance than design precision. Indeed, when there is agreement
on a future development scenario among all the actors of the affected community, a
road map is given for the framing of consequent physical planning, for which broad
collaboration in the implementation is somehow ensured. In Europe, this approach may
be particularly useful for public authorities as it provide a solid base in applying for
development funds such as the recent European Green Deal.

4.4 Comparison of the Outcomes of the Macro-iterations

The three main macro-iterations of the Metropolitan City of Cagliari geodesign study
provided tangible benefits for geodesign research, education, and real-world planning
practice. Each macro-iteration actually provided useful insight for research with regards
to geodesign as a verb (i.e. the process) and geodesign as a noun (i.e. the design outcomes.
Each macro-iterations in fact contributes new knowledge on the complex territorial sys-
tem in the study area, as well as new alternatives for future development, enriching each
time the understanding of the participants, including the coordination team, and inspir-
ing new design perspective and new understanding of complex territorial sustainable
development challenges.

With regards to education, in broad sense and for the reasons above, a geodesign
study macro-iteration is always a rich learning experience. In this sense, it contributes to
educating a community to handle its future. When it comes to university education, the
2018 IGC macro-iteration had several tangle benefits as well: considering the partici-
pating students in civil engineering and architecture had little or no previous experience
in planning, they learned in a short time and with a fast learning curve how to apply
system-thinking in land-use and infrastructure (e.g. green, blue, transport, energy, etc.)
planning. They also learned to work with fully digital techniques and tools with ease.

When it comes from real world planning and design practice, participants from
the public authorities, from the private sector and from NGOs learned to collaborate
with each other with a new media, breaking consolidated power relationships which in
traditional planning process often hinder the possibility of win-win situation and often
end up in a zero sum game, when someone win and the other loose.

Post-workshop questionnaire surveys as well as informal feed-back from partici-
pants to the macro-iteration of the Metropolitan City of Cagliari case study, the detailed
description of which is out of the scope of this paper, as well from other geodesign
studies, substantially confirm these assumptions.

Last, but not least, archiving a repository of fully-digital geodesign workshops along
several macro-iteration open the way to the application of geodesign process analytics
techniques, as proposed by Cocco et al. (2019).
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5 Conclusions

This paper aims at proposing critical insights on the role of iterations in the geodesign
framework. Beside the iterations proposed by Steinitz in its framework (2012), this
paper analyses macro-iterations (i.e. several studies instances on the same study areas)
developed by the author in research, education, and real-world planning practice in
half-decade.

It is argued macro-iterations are useful one after the other to enrich knowledge on
the sustainability challenges in the study area with two major benefits: i) grasping the
complexity of the territorial system so improving the final design; ii) earning experience
on how to conduct the process. It is also argued that conducting preliminary studies
within research and education settings may be necessary before conducting real-world
planning processes, where stakes are high in deliberation.

Critically reflecting in terms of iterations, besides learning on how to build the six
framework’s models, may help to systematically analyses how complex planning and
design processes may be improved in term of process itself and of their results. Planning
several macro-iterations may be particularly useful as a strategy for those researcher and
practitioners who wish to apply the geodesign framework for the first time to grasp the
complexity of its application, and eventually develop the necessary experience to apply
geodesign in the real-world practice.
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Abstract. This paper aims to introduce a teaching experience using geodesign
as a method that favors the co-creation process and the use of alternative urban
parameters, in an academic graduate course about urban planning at a local scale,
in Architecture and Urbanism School. In the current scenario, cities growth is ori-
ented by the perspective of cars, by land speculation and urban sprawl. As a result,
it is observed the progressive loss of the human dimension in the urban space. The
students were stimulated to think about the street functions and on the possibility
of measuring urban quality with alternative parameters: the Completeness Indica-
tors. Thus, aiming to develop solutions more adapted to the reality of the area and
according to the collaborative contemporary practices urban planning the method-
ological approach was divided into two steps. In the first step, urban parameters
and urban designs were elaborated, without using Completeness Indicators, and
for the second step the participants used the indicators to support and describe
the ideas. Both steps were conducted in a workshop format using the web-based
Brazilian geodesign platform, the GISColab. The need for changes in the urban
planning paradigm highlights the need for citizen participation and the role of the
urban planner as a decoder of the collective goals. Finally, the results showed that
there was a maturation of the students’ critical thinking about the proposals made,
as well as the impacts of the proposals considering the human dimension and the
quality of urban space.

Keywords: Urban spaces · Landscape quality · Environmental assessment ·
Co-creation process · Geovisualization · Complete streets

1 Introduction

The logic of city growth, supported by modernist and highway precepts, led Brazilian
cities to growth based on the need for automobiles and the sprawl of the urban fabric.
This logic is about an individual solution to the detriment of supplying collective needs.
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Thus, progressively, city planning ignored the human dimension [1, 2]. Although the
majority of the population needs to intensively use public urban space, such as streets, for
many daily activities, as Gehl [3] classifies as “necessary, optional and social”, cities are
not thought of from this point of view - to people. Consequently, as car traffic, parking
and congestion increase, the competition for urban space intensifies, and thus conditions
for urban life and pedestrians become increasingly worse. The streets lose their function
as a living space and are reduced to the displacement, directly affecting the quality and
urban vitality. Such disregard for the street as a public space for people to socialize,
leads to the latent need for teaching approaches in the field of architecture and urbanism
that discuss issues about the quality, scale and demands of these spaces.

The predominant use in the planning of Brazilian cities of traditional urban param-
eters, mainly morphometric aspects (e.g., floor area ratio, volumetric coefficient, set-
backs), has generated a scenario that reproduces more of the same massive constructive
pattern of the urban landscape - with constant loss of environmental and cultural quality,
uninviting people – and not evaluating performance or encouraging a change of mind
and scenery. These parameters reproduce the interests of the real estate market, but do
not manage the quality of the place based on environmental, social or cultural values.

In response to this traditional planning model, Complete Streets are an emerging
concept in urban and transport planning discourse that arises to expand the focus of street
design from the automobile to the safe accommodation of all modes of travel and users
[4]. When approaching this concept, it proposes the democratization of the street space
through a new design and a paradigm shift. Thus, arrangements are established between
spaces intended for permanence, circulation, afforestation, active facades, among other
aspects, which can make cities more vivid, comfortable and sustainable. There is no
single Complete Street solution, that is, this approach is not replicable. Thus, better
urban design alternatives can be incorporated as long as they respond to the local context
of the area where they are located, reflect the street identity and the priorities of that
community [5].

Therefore, the values applied to urban planning are constantly changing and are
moving towards safe, living, sustainable and healthy cities [1]. This process highlights
the role of the urban planner as a decoder of the collective demand, who provides the
technical support and expertise for this transposition the necessarily in a collaborative
way, and the need for citizen participation in urban planning process [6, 7].

The Completeness Index for Complete Streets appears as a possible solution to
change the models practiced in city planning, in the design process and also in urban
parameters [8]. The index consists of a set of indicators that help to assess the quality
of free and public spaces in the city - especially on the streets, based on their planning
functions: environment, place and movement. The “environment function” consists of
the one destined to mitigate anthropic actions in the urban space, and can be measured
from indicators such as efficient drainage, street afforestation and landscape quality.
Meanwhile, the “place function” is one that encourages people to stay and carry out
their daily activities; it is related to identity and social interaction, and can be measured
through indicators of mixed use, permanent spaces, urban furniture and the flow of
people. Finally, the “movement function” is linked to the street’s ability to allow the
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movement of people, vehicles and products, and can be measured by indicators of road
capacity, multimodality, and access to public transport.

The geodesign proposal presented by Steinitz [7] and Miller [9] meets the need
to overcome the modern form of planning. Geodesign has a methodology designed
to support opinion and the creation of ideas with the help of geographic information,
in a systematic and shared way. For this reason, Dangermond [10] points out that the
possibility of geovisualization enables and favors the involvement of different actors in
the geodesign process, while supported by the geographical conditions of the territory,
the actions simulate better and more compatible possibilities.

In general, the design of plans and projects involves a very complex technical and
legislative language that does not dialogue with citizens. Geodesign can act as a connect-
ing element of participation to actually promote broad debate among users or experts.
Thus, geodesign promotes a more collaborative and equitable scenario of participatory
planning. In this context, Geodesign proves to be a creative and projective process with
the potential to transform consensus, as stated by Forester [11], not necessarily as a
support for decision, but primarily as a support for opinion. In other words, as a support
for the construction of knowledge and citizen awareness about a place.

Geoinformation technologies are undergoing a significant paradigm shift related to
the use and production of georeferenced data and information - largely based on geovi-
sualization and access through the world wide web - with as main objective supporting
the construction of opinions and decision-making. In this sense, the geodesign process,
when incorporated into the fundamentals of SDI (Spatial Data Infrastructure) and Web-
GIS (Web-based Geographic Information System), can be a robust supporting structure
for the creation of opinions and decision-making through participatory planning, taking
advantage of geoinformation technology [12].

Additionally, Wilson [13] points that the join of geodesign and web create opportu-
nities for using these platforms of geoinformation technologies, with the potentiality to
transcend scales, involving more people in the discussion, to encourage spatial thinking
and the use in collaborative decision making. The author also highlights the importance
of geodesign education on graduation degrees, preparing future professionals to work
with real problems and possible solutions around the world.

In this scenario, the architect and urban planner play a very important role. As one
of the professionals trained to carry out the reading of the space, he must perform
as the decoder of the collective desire, considering the social and cultural aspects of
each location. Such an attitude allows exploring a truly collaborative experience, where
participants visualize the impacts generated by their proposals and actions. This is a
relevant factor defended by Arnstein [14] in the stages of evolution of the participatory
process and the performance of the technical staff. According to the author, the emphasis
is often on unilateral information, from the technicians to the citizens, without there being
a communication channel that allows the return, and even less, with negotiation power
for the citizens.

From this point of view, this article aims to present a didactic and methodological
experience using geodesign as a process. It also presents the web-based platform as an
instrument that facilitates the construction of citizen awareness. Moreover, it presents
the use of alternative urban parameters, the Completeness Indicators, in a course on
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urban planning at the local scale, of the Architecture and Urbanism graduation course.
Students learn the process of collective construction of ideas while being informed about
values that favor the condition of completeness of the collective urban space. The article
is structured as follows: (i) detailing of the methodological steps used in the course; (ii)
presentation and description of the case study area; (iii) report on the development of
activities and experiences with the virtual geodesign platform, GISColab; (iv) results and
analysis of the experience, and finally (v) considerations about the experience, processes,
methods, and tools explored.

2 Methods, Tools and Methodological Steps

This paper reports a methodological and teaching experience, with alternative or non-
traditional urban parameters, in the course “Urban Planning: Local Scale Problems”,
that was held on the Architecture and Urbanism graduation, Federal University of
Minas Gerais. The course was taught from October 2021 to February 2022, apply-
ing the Geodesign process as a methodology and the Brazilian web-based platform, the
GISColab.

The GISColab platform, as an SDI service, was initially developed by GE21 Geotech-
nologies. Using this first structure, it was adapted to be used as Brazilian geodesign and
co-creation platform, developed by Moura and Freitas [12]. The platform presents a map
collection (layers) and tools to assist in the geovisualization, analysis, and proposition
of ideas for a given place. All maps are georeferenced and are placed on the platform
with pre-established legends, or can be uploaded using the connection with other SDIs.

It is up to the user to control the overlap, transparency and visualization of the layers
to better qualify the relationship between the phenomena observed in the territory under
study. The content of the layers can encompass phenomena of different aspects such
as hydrography, vegetation, slope, distribution of roads, protected areas, slums, among
others, which interfere in the perception of space. They are used as reference layers to the
proposition of ideas and in the voting of a proposal. The set of maps can be customized
by the workshop organizer according to the demands of each territorial context and the
participants.

The tools present in the GISColab platform support the stages of the geodesign
workshop. The “Annotation” tool supports the initial stages, where aspects of the territory
are being identified and has points for demarcating these characteristics. This first step is
called “Reading Enrichment”. The “Dialogues” tool involves the propositional stage and
is used to build ideas through more resources such as points, lines and polygons. This
tool also has a comment feature, where participants can leave their impressions about
the proposals. It is still possible in the “dialogues” tool to use the “likes and dislikes”
mechanism, counting votes and recording the opinion about the ideas. Dialogues are
used to the steps “Creation of Ideas”, “Discussion of Ideas” and “Voting of Ideas”.

Before the beginning of the workshop activities, the students attend to classes about
the “traditional” and “non-traditional” urban parameters. In Brazil, the traditional ones,
presented in all Master Plans, are the morphometric parameters, and the non-traditional
are presented as assumptions related to cultural values, environmental studies and land
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use. The idea of Completeness Index for Complete Streets by Rosa [8] and about the func-
tions of the street. They are presented to the students at this moment as non-traditional
urban parameters that increase the quality of the urban space.

In the first step, the students developed their ideas in a collaborative and broader
way, that is, in the form of plans of ideas for the territory, and with the aid of the digital
platform GISColab. The didactic-pedagogical dynamics was established through the
following sub-steps (which took place both in asynchronous and synchronous ways): (i)
an introduction to geodesign, with emphasis on the Steinitz framework [7] (since this
design process was unknown to most students); (ii) reading enrichment about Pampulha
individually; (iii) division of students into three groups (environment, movement and
place) and preparation of the first design suggesting. In the next, more detailed step,
the sub-steps were: (iv) assumptions about the twelve indicators of completeness of
the streets; (v) a design review including the completeness indicators, negotiation and
voting of the final design, resulting in a single and collective proposal (Fig. 1). The
groups worked in a “circle” logic, in which each group worked first on its own context,
and then, the groups changed the contexts adding ideas in the proposal.

Fig. 1. Workshop activity flow. Source: the authors.

In the second step, the students were encouraged to consider twelve Completeness
Indicators of the streets (e.g., street afforestation, efficient drainage, flexibility of uses,
active mobility and modal connectivity) and to propose urban designs for the studied area.
The idea of using these indicators is related to stimulating the use of innovative urban
parameters and, consequently, resulting in more attractive urban spaces and landscape.
In addition, the use of the indicators aims to facilitate the construction of ideas in line
with the place, and also facilitates the gradual understanding of new concepts, such as
the vocation, completeness, and planning functions of the street. This logic supported the
dynamics of geodesign and was supported by it. From the description of the proposals,
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the use of the completeness indicators was computed, and dynamically presented in
widgets on the platform, demonstrating which indicators were the most or least impacted
positively/negatively, thus allowing the development of more assertive and qualified
proposals.

2.1 The Study Area

The Pampulha District is located in the northern vector of the municipality of Belo
Horizonte, capital of the state of Minas Gerais (Brazil) (Fig. 2). This administrative
region has as its main landmark a dammed river of the same name, which originated the
Pampulha Reservoir. The dam is part of the local landscape along with other landmarks
such as the Governador Magalhães Pinto Stadium (Mineirão), the Mineirinho Gym, the
Pampulha Airport, the São Francisco de Assis Church, the Ecological Park, the Zoo and
the Botanical Garden, among others.

Fig. 2. Location map of the Pampulha District. Data source: PBH. Organization: the authors.

Due to the difficulty of accessing the center of the capital, the Pampulha District,
which was once part of the rural area formed mainly by farms, had its urbanization process
later than that of the capital, starting in the 40s. With the development of highways and
of urban transport in the city, the region became accessible mainly by automobiles, in a
context of modernization of the then mayor Juscelino Kubitschek, through Fernão Dias
Highway and Presidente Antônio Carlos Avenue.

The Pampulha Ensemble represents a milestone in modern architecture, receiving
in 2016 the title of Cultural Heritage of Humanity by the United Nations Educational,
Scientific and Cultural Organization (UNESCO). The ensemble turned exceptional by
the innovative way in which the formal and technological resources of its repertoire
were used. Thus, the experience of Pampulha expresses the following fundamentals:
innovations in form, especially in curves; the technological innovations provided by
the use of the plastic potential of concrete; and innovations in landscaping, represented
by early ecological interest, appreciation of native flora and botanical compositions of
strong plastic expression [15].

Pampulha is an area that houses, in addition to leisure facilities and parks, regions
with a lot of residential use. It is a place where the real estate pressures of densification
and verticalization collide with the specific care established by the heritage protec-
tion policies for the landscape and environmental values. Thus, a conflict of interest



200 A. A. Rosa et al.

is established in the area over the fate of the cultural and environmental landscape of
Pampulha, resulting in a challenge for the dialogue between the different actors and the
possible alternatives for the future of the region. This stage makes the discussion and
learning about the region enriching, as it favors different analyzes and still requires new
approaches and instruments to deal with these impasses. These impasses can be analyzed
under the scope of the functions of movement, environment and place of the region.

Thus, the “movement function” deals with the street’s ability to accommodate dis-
placement, enable access and active mobility, and minimize travel time. In the region of
Pampulha, there is an articulating character, connecting the center to the north vector by
means of rapid transit intended mainly for the car. It can also observe long routes with
cycle lanes and little availability of public transport, resulting in a challenge for modal
connectivity, active mobility and road safety in the region.

The “environment function” also brings great discussions when observed in Pam-
pulha, according to (Fig. 3). There it has great arboreal expressiveness that contributes
to the allocation of spaces for recreation, sport, leisure and tourism and also to the main-
tenance of the climate, air quality, landscape quality, water drainage, among others. This
function clashes with issues related to the urban parameters applicable to the area, since,
in understanding its landscape as a cultural and environmental heritage, it is necessary
to adapt and propose new alternatives for sustainable development.

Fig. 3. Vegetation and Recreation activities map of the Pampulha District. Data source: PBH.
organization: the authors.

And finally, the “place function” is evidenced in the region through the options
for living there. The public space in Pampulha is attractive to the most varied people
and leads to different recreational activities. However, currently, it is quite restricted to
equipment present in the vicinity of the lake The concentration of commerce in Regional
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Pampulha has been established outside the architectural and environmental heritage in
the region (Fig. 4).

Fig. 4. Trading concentration map of the Pampulha District. Data source: PBH/CEMIG.
organization: the authors.

3 The Development of the Case Study

Assuming that the students performed the previous activities: classes on traditional
parameters and on alternative parameters and about completeness index and street func-
tions (movement, environment, place), the workshop was held from January 20, 2022
to February 8, 2022, totaling six (6) meetings (synchronous/asynchronous).

For the first meeting, the students were instructed to previously watch the recorded
classes about geodesign concept and about the Brazilian geodesign platform, GISCo-
lab. Thus, on January 20, 2022, they performed the reading enrichment individually,
exploring the maps available on the platform and adding the observations through the
“Annotation” tool (Fig. 5).

On January 25, 2022, students were separated into three groups (environment, move-
ment and place) and the elaboration of ideas began through urban parameters (preferably
represented by polygons) and urban drawings (preferably represented by points or lines),
each in its own context (working windows) at GISColab.

As mentioned, the students were divided into three groups with 4 students each:
environment (group 1), movement (group 2) and place (group 3). The idea was for each
group to make proposals for their own context. For example, Group 1 thought about ideas
of urban parameters and urban designs for the “environment function”, based on what
was explained in the conceptual class on the Completeness Index for Complete Streets. To
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make their contributions, the students used the “Dialogs” box (Fig. 6), with the author’s
information and description of the proposal. On January 27, 2022, students worked in
the other two contexts. In the first round, group 1 worked in the “movement” context,
group 2 worked in the “place” context, while group 3 worked in the “environment”
context. In the second round, group 1 worked in the “place” context, group 2 worked
in the “environment” context, while group 3 worked in the “movement” context. At the
end of the circle, the three groups had performed in the three contexts.

Fig. 5. GISColab interface showing the “Annotations” box (right) with the name of the idea and
an explanatory text about the contribution or observation. Source: the authors.

Fig. 6. GISColab interface showing the “Dialogs” box (right) with the name of the proposal,
an explanatory text about the proposal, the identification of the group and the description of the
completeness indicators. Source: the authors.

In addition, on February 2nd, students watched a video about the twelve indicators
before class, which describes each one and exemplifies how they can be applied. The
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purpose of the day was to edit the proposals taking into account the Completeness
Indicators. Each group in its context of origin edited the initial proposals, analyzing one
by one and informing in their description to which indicators the idea could contribute
positively or could cause negative impacts. For this description, the students followed the
logic: Proposal Name $(comma-separated numbers from positive indicators) & (comma-
separated numbers from negative indicators), for example: Permeable Sidewalks $2, 7,
9 & 3, 10, in which 2, 7 and 9 are positive contributions to the mentioned indicators,
while 3 and 10 are the negatively affected indicators ones (Figs. 7, 8 and 9).

Fig. 7. GISColab interface showing the “Environment” context working window after the
completeness indicators description. Source: the authors.

Fig. 8. GISColab interface showing the “Place” context working window after the completeness
indicators description. Source: the authors.

On February 3, through video and script guidelines, students used the “Dialogues”
tool to write comments for each proposal, as a discussion or debate. For example: whether
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Fig. 9. GISColab interface showing the “Movement” context working window after the com-
pleteness indicators description. Source: the authors.

or not they agree with the idea/location, what could be improved and suggestions in
general. Also following a cycle for the activity, avoiding simultaneous access to the same
context and loss of information. Finally, the group entered the context itself, analyzed
the comments left by colleagues and adjusted the proposals that it considered pertinent.

Finally, on February 8, 2022, the proposals were added together in the same context,
called “Synthesis” (Fig. 10). The objective was to analyze the proposals made, their
comments, keeping in mind the votes (individual opinion) that was carried out imme-
diately afterwards in a synchronous way conducted by the workshop coordinator. The
result was a unique and collectively constructed design.

Fig. 10. GISColab interface showing the “Synthesis” context working window. Source: the
authors.
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4 Results and Discussion

The results were organized in an impact matrix (Fig. 11). The goal was to understand
which indicators were more contemplated or not so well considered in the selected
ideas. It was also a way to elucidate possibilities of representation of the results and
diagnoses for the students. As can be seen, the indicator “permanence spaces” was the
most contemplated, that is, with positive impacts. On the other hand, the “road capacity”
indicator was identified as a negative impact at the end of the experiment. This panorama
showed it was easier to the students to understand and create proposals about “place”,
to the detriment of proposals on “environment” and “movement”.

Fig. 11. Impact matrix of completeness indicators. Source: the authors.

After the end of the workshop, the performance of the proposals was evaluated, con-
sidering thematic, locational and priority assertiveness (Fig. 12). Thematic assertiveness
is related to the theme of the proposal, if it is good and appropriate to the context, in
short, if it is “a good idea”. Priority assertiveness is related to the workshop’s objec-
tive of incorporating new concepts and alternative urban parameters, the indicators of
completeness. Thus, a proposal with priority assertiveness has correctly incorporated
the indicators in its description. On the other hand, locational assertiveness is related to
the appropriate location of the proposal, based on the observation of the map collection
offered and prior knowledge of the place.

From this analysis, it was possible to observe that most proposals achieved all
the three criteria (58.40%), followed by proposals that achieved at least two criteria
(34.88%). There were no proposals without some level of assertiveness. Although there
is still room for further analysis on the factors that led to this situation, the first impres-
sions show that the dynamics and methodological process incorporated in the workshop
fulfilled its teaching and consensus building objectives.

Priority assertiveness was the least recurrent (69.76%), followed by locational
assertiveness (88.37%), while thematic assertiveness was the predominant one (92.03%)
(Fig. 13). Such a picture shows that the use of geovisualization tools and geotechnologies
may have contributed positively to the understanding of the place, that is, to the locational
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assertiveness of the proposals. When analyzing the result of the priority assertiveness of
the proposals, it became evident that the non-assertiveness was due to errors in under-
standing the indicators and new concepts for the students. Therefore, priority assertive-
ness can be improved with a previous and more in-depth approach to the indicators,
adding more technical and conceptual details to the assumptions.

Fig. 12. Performance of the proposals analyzed by thematic, locational and priority: green (3),
yellow (2), orange (1) and red (0). Source: the authors. (Color figure online)
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Fig. 13. Assertiveness of the proposals by thematic, locational and priority. Source: the authors.
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5 Conclusions

Geovisualization and geoinformation played an important role in this experience, as
it was carried out entirely remotely (online). It allowed knowledge about the place
to be aggregated and built collectively. In addition, the use of digital tools facilitates
communication and the consolidation of the main concepts. The use of geoinformation
technologies, such as the GISColab digital platform, has shown that they have great
potential on the teaching, since the undergraduate students (mostly, with 20 years old)
are mostly digital natives. In this reported experience even the platform’s unproven tools
were explored.

The use of Completeness Indicators in urban planning course encouraged students to
research innovations and other projects for reference, that is, to think about professional
practice beyond what is posted. It also worked as an exercise that led students to think
about the positive and negative impacts of their proposal on the place and considering
the people of the place. Finally, the use of geodesign as a methodology for teaching
Architecture and Urbanism proved to be a maturing process of building consensus.
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Abstract. The geodesign framework has supported stakeholder engagement in
policy-making and planning with its innovative, practical, operational, fast, and
participatory tools for a long time. Although geodesign has provided practitioners
with systematic and technologically sound solutions for sustainability problems
within the International Geodesign Collaboration (IGC) network, a new concept
of connectivity among neighbouring cities and the regeneration of landscapes
should be more stressed by the participatory workshops. The paper proposes
using geodesign system thinking to spark cooperation between Academia and
Public Authorities to foster integrated, spatially explicit, and strategic planning.
The experimentation presented in this paper aims at providing recommendations
for sustainable design with a particular focus on local problems linked to accessi-
bility and reclamation. The peninsula of the city of Bacoli (Italy) has been selected
as a best-fit case study for investigating these dynamics by involving a working
group of professors, researchers, PhD candidates, and students from the Second
Level Master in Sustainable Planning and Design of Port Areas of the Univer-
sity of Naples Federico II, along with professionals, citizens, and policy-makers
belonging to the Municipality. The workshop experience has demonstrated how
collaborative processes between people with different backgrounds and interests
can elicit preferences and identify relationships among the recovery of systems
connected to landscape regeneration and accessibility infrastructures.

Keywords: Geodesign · Decision-making process · Spatial planning ·
Collaborative design · Port areas

1 Introduction

In the last decades, a new approach to planning, integrating multi-dimensional issues
and divergent points of view with technological tools, has emerged to resolve wicked
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and complex decision-making [1]. From an urban and sociological point of view, this is
unprecedented [2]. Conventional planning approaches are no longer suited to cope with
such multi-dimensionality since they frequently fail to consider the issues endorsed by
different stakeholders interested in the planning process [3]. As cities become increas-
ingly complex, planning methods that encourage collaboration among stakeholders are
needed to reach a consensus [4–7] in order to pursue the goals of the Agenda 2030 to
make cities more liveable through a shared vision of integral sustainability [8].

Although geodesign has provided practitioners with systematic and technologically
sound solutions to sustainability problems, new concepts of connectivity among neigh-
bouring cities and the reclamation of landscapes [4, 9, 10] should be more stressed in
specific geographical areas. The concept of sustainability is the crucial theme of territo-
rial development policies with a specific reference to the integration of natural landscape
systems with artificial urban systems, balancing public and private stakeholders’ cultural
backgrounds and visions oriented to priority development strategies [11]. Shared knowl-
edge makes the planning process more effective with today’s tools and methods, where
teamwork is essential.In addition, geodesign methods can support decision-makers fac-
ing new and complex problems like emergency response and public participation [12,
13].

The Steinitz geodesign framework implemented into the Geodesignhub.com plat-
form (GDH) offers suitable methods and tools for resolving complex urban problems.
Through a systemic and inclusive vision, not only the expert knowledge guides a
decision-making process, but all local actors contribute to building knowledge. Two
fundamental components of the geodesign methodology are relevant for improving the
decision-making process: digital information technology and the active participation of
local communities in the planning process [14, 15]. While conventional public involve-
ment has proven problematic in many cases [16], geodesign methods have effectively
involved local community members in the design phase through virtual collaboration. As
a result, the geodesign approach to spatial planning has attracted interest from academics,
corporate businesses, and institutional settings [15, 17–21].

Based on these premises, the research aims to show and discuss the results of a
geodesign workshop referring to the Municipality of Bacoli, in the South of Italy, nearby
the City of Naples. In the following paragraphs, development strategies are described
for the study area, which were pursued through a two day, iterative, online and in-
person workshop that has involved different stakeholders. The geodesign workshop
was supported by the online GIS-based platform Geodesignhub.com, allowing for geo-
referenced analysis and design, and facilitating communication and negotiation among
the stakeholders involved in the decision-making process.

The article is organized as follows: Sect. 2 shows the selected study area through a
short description of its geographical, morphological, social, and cultural features; Sect. 3
describes the preparatory steps of the workshop and the involved stakeholders; Sect. 4
discusses the results obtained from the negotiation phase, while the conclusions and
open questions are presented in Sect. 5.
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2 The Case Study of Bacoli (Italy)

The Municipality of Bacoli (Fig. 1) near Napoli is located in a complex landscape
system with a high intrinsic environmental value. It originated from an eruptive phase of
a volcanic formation during the “Third Phlegraean Period”, approximately 8.000 years
ago. It stands on an alignment of seven volcanoes (dating back to two different historical
periods), arranged on a single axis, and comprising the volcanoes of Capo Miseno,
Miseno harbour. The relief characterises the entire ancient centre of Bacoli, from Punta
del Poggio and Piscina Mirabile to Centocamerelle. The craters of Baia stand at the
Aragonese Castle of Baia and goes up the provincial road that leads from Pozzuoli
to Bacoli; the Gulf of Baia has almost wholly dismantled the remains of the volcano
recognisable in Punta Epitaffio, and in the yellow tuff ridge that looks towards Lucrino.
These are in the northern area outside the inhabited centre.

Fig. 1. The Bacoli case study (Source: the authors). (Color figure online)

The Campi Flegrei area shapes an environmental system of exceptional value, con-
sisting of an inseparable interweaving of natural and anthropic structures, historical
formation, and agricultural land uses. Over time, these four systems have created a
complex ecosystem that is constantly evolving but whose fragility appears even more
exposed today after the ongoing transformations between the 1960s and 1990s. At the
beginning of the twentieth century, large industrial plants and specialised infrastructure
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boosted mono-functional urbanisation. Consequently, the Phlegraean territory has grad-
ually lost its peculiar character because urban growth has taken place without planning
and control of land use, upsetting and destructuring the traditional character of many
Phlegraean towns. In Bacoli and neighbouring municipalities (Monte di Procida, Quarto
and Pozzuoli), the natural boundaries - characterised by particular geomorphological-
structural features - have been overtaken and partly eroded by an exponential increase
in new buildings, some of which are linked to a structured planning design. This has
led to the uncontrolled development of infrastructures linking land and sea, resulting
in the gradual loss of Mediterranean scrub and terrace cultivation, compromising the
landscape and generating degraded and disfigured places. Nowadays these places are
characteristic elements of the urban system of Bacoli and need recovery, regeneration,
and reclamation. Given their importance, they have been identified as one of the systems
of interest to be analysed and assessed in the study. Urban sprawl has modified first the
morphology of the Pozzuoli area and then Bacoli, chosen as the site for the development
of some industrial plants, such as the Selenia plant at Lake Fusaro and the Baia ship-
yards, determining a discontinuity in the development of the coastal area and making
the territory even more problematic and critical.

3 The Workflow of the Geodesign Workshop

The geodesign workshop for Bacoli was organised in November 2021 by the Second
Level Master in “Sustainable Planning and Design of Port Areas” of the University of
Naples Federico II. The workshop began with an introduction to the study area, the
goals of development scenarios, and the presentation of ten evaluation maps developed
by the coordination teams as a digital collective knowledge base from which to begin the
design. Geodesign is a process that relies on the use of geographical knowledge to solve
planning challenges from an interdisciplinary perspective and to produce informed and
evidence-based designs and choices. The organising team devised a workshop program
that condensed complicated design tasks into a time-constrained and intensive workflow
agenda. As a result, the geodesign workshop is most beneficial when used at the start
of research of significant complexity [20, 22]. Given the breadth and complexity of the
Bacoli area and the number of people engaged, the conductors underlined that rapid,
strategic thinking and decision-making is essential rather than precision.

Next, Sect. 3.1 explains the evaluation and impact geodesign models performed
in the preparatory phase of the workshop, while Sect. 3.2 introduces the design, the
negotiation, and preliminary results.

3.1 The Workshop Preparatory Phases

The workshop’s preparatory phases started in May 2021, creating local knowledge of the
context with a specific focus on citizens’ needs. Local stakeholders, students, researchers,
and professors of the Second Level Master in “Sustainable Planning and Design of Port
Areas” at the University of Naples Federico II took part in a Living Lab workshop to
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learn the criticalities and potentials of the study area by exploring peculiar geograph-
ical locations. Several sources of geo-referenced information have expanded the local
knowledge, including official databases of the Campania Region, of the Basin Author-
ity, and the Copernicus Urban Atlas provided by the European Environment Agency. In
addition, further spatial-explicit information was collected from the database provided
by the Regional Park Authority of Campi Flegrei and the Municipality of Bacoli. These
knowledge streams have highlighted landscape-environmental, historical-cultural, and
economic systems. Data collection and analysis represented the base for the construc-
tion of the geodesign evaluation model [23], and ten evaluation maps were placed in
Geodesignhub software. In the first phase, three main objectives have been targeted in a
time horizon to 2030:

1. Port development;
2. Connectivity with neighbouring landscapes;
3. Recovery, regeneration, and reclamation of degraded and abandoned landscape

linked to the infrastructure network.

Ten evaluation maps have supported the choice of change scenarios according to five
degrees of suitability, as follows:

1. Dark green represents the highest feasibility for change, as there are prerequisites
for new projects.

2. Green represents suitability for a transformation, as the area is already equipped with
technologies to support the design.

3. Light green identifies where it is appropriate to envisage changes as far as the means
to support interventions are provided.

4. Yellow identifies where changes are inappropriate.
5. Red represents areas where the system is working well, and therefore should not be

changed.

The evaluation maps represent the landscape systems’ spatial representation related
to vegetation, hydrology, cultural and historical landscape resources, accessibility and
transportation, commerce, tourist services, urban mix, and reclamation.

The ten evaluation maps (Fig. 2) have helped evaluate the study area’s main charac-
teristics. They have referred to as Water (WAT), Agriculture (AGR), Green Infrastruc-
ture (GRN), Energy (ENE), Transport (TRAN), Tourism (INDTUR), Mixed-use (MIX),
Cultural heritage (CULT), Reclaim (RCLM), and Commercial (COM).
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Fig. 2. Evaluation maps for the ten systems (Source: the authors).

An explanation of the meanings of the ten systems follows. The WAT system envis-
ages actions linked to the restoration and improvement of existing water systems or the
creation of blue infrastructure.

The AGR system relates to improving and developing the local agri-food sector. The
system’s actions envisage the creation of new enterprises, brands, circuits and structures
dedicated to a market that is not only local but also able to attract tourists towards the
knowledge of the local production chain.

The GRN system concerns solutions for protecting and enhancing the natural her-
itage, both in landscape-environmental-coastal and economic-productive aspects. Such
a system encourages the creation of green infrastructures on a metropolitan scale, con-
necting areas of high naturalistic value and guaranteeing sustainable use of the territory
and its resources [24].

The ENE system involves policy and strategies for sustainable energy efficiency, one
of the most challenging targets to mitigate climate change impacts and reduce household
costs.

The TRAN system is crucial for the efficiency of the study area. Therefore, it is
necessary to envisage direct interventions to create and improve road infrastructures,
nodes and mobility routes to support people and goods by land and water and make the
territory accessible by decongesting traffic. On the one hand, in the case of transporta-
tion systems, technical issues should solve the entanglements and congestion problems.
However, on the other hand, the impacts on the surrounding environment and travellers’
needs have to be incorporated [25–27].

The INDTUR system relates to tourism services and assets. Therefore, it envisages
interventions to protect and develop an integrated supply of cultural and environmental
assets, touristic attractions, and services to boost the host capacity and accommodation
facilities. These actions aim to support the enhancement of the CULT system and the
economic sustainability of the MIX and COM systems.
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The RCLM is one of the most vulnerable and, concurrently, potentially important
systems for the sustainable development of the study area. This system needs to foresee
regeneration interventions, requalification, and recovery of all the currently degraded
spaces and buildings.

Afterwards, a five-class impact matrix was filled in Geodesign Hub with the likely
consequences - from highly positive (dark purple) to very negative (orange) - for which a
solution can affect some of the ten systems (Fig. 3). The matrix is part of the Geodesign
Hub impact model.

Implementing this impact matrix, which shows how many interrelated systems are,
the project’s impacts can be calculated on the Geodesign Hub platform in real-time.

Fig. 3. The impact matrix (Source: the Authors). (Color figure online)

3.2 The Geodesign Workshop

Thirty-five participants took part in the workshop, including professors and researchers
with different affiliations such as TUDelft, University of Genoa, Vanvitelli University
and Federico II University, technical staff from the Public Administration of Bacoli, and
stakeholders from the private sector.

The participants, most of whom had previous personal knowledge of the local context
of Bacoli and the Campi Flegrei area, had various backgrounds ranging from engineering,
architecture and urban planning to Geographic Information System/Information Science
and Technology creating a good mix of skills for a geodesign studio.

The workshop was in a hybrid format with streaming sessions available for those
participating remotely. It began with an introduction to the study area, the goals of
development scenarios, and an overview of the geodesign process and the tools which
would be used. (Fig. 4).
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Fig. 4. Collaborative negotiation to a final design (Source: Carl Steinitz).

There then was a presentation of ten evaluation maps developed by the coordination
teams as a digital collective knowledge base from which to begin the design. Then, each
participant was assigned a system among the ten identified, to draw project or policy
diagrams, including IGC System Innovations (https://www.igc-geodesign.org/global-
systems-research). Policies are hatched, Projects are solid, and all are color coded by
system. All had attributes such as public or private, timing and cost. As a result, about
250 diagrams were collected and shared among the participants by the platform into a
matrix arranged by systems, representing specific policies or projects for each of the ten
systems (Fig. 5).

Fig. 5. Examples of policy and project diagrams (Source: the authors). (Color figure online)

https://www.igc-geodesign.org/global-systems-research
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The second phase started by dividing the participants into six different stakeholder
groups (Table 1) with specific roles in decision-making. The six stakeholder groups,
or design teams included the metropolitan city administrators (METRO), the cultural
heritage conservators (CULT), the developers (DEVE), tourism industry (TOUR), the
ecologists (GREEN), and the farmers (FARM).

Table 1. The six stakeholders’ groups

Groups of stakeholders

1 Metropolitan administrators METRO

2 Cultural heritage conservation CULT

3 Developers DEVE

4 Tourism TOUR

5 Green GREEN

6 Farmers FARM

According to their objectives, each group defined its priorities by assigning each
system a value from 1 (low priority) to 10 (high priority). Then, the groups were allowed
to review the incorrect diagrams, modify them, or draw new ones (Fig. 4). The GDH
interface allows to view the diagrams proposed by one’s group and those proposed by
members of other groups.

Afterwards, each group selected diagrams of interest to compose an integrated sce-
nario, or synthesis, to meet its required objectives (Fig. 6). Finally, each of the syntheses
was subjected to an evaluation of impacts that the various transformations might gener-
ate so that weaknesses could be detected and choices remodelled by selecting those that
would minimise negative impacts and reduce implementation costs.

Fig. 6. The comparison design of scenarios 2 (Source: the authors).
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The last phase of the workshop involved the shared construction of a project pro-
posal by all the stakeholders involved through negotiation. Through a sociogram (Fig. 7),
the affinities between the various project proposals of the six stakeholder groups were
defined. Within the sociogram, each stakeholder group expressed a judgement of com-
patibility with the scenarios proposed by the other groups, expressing in the matrix a
judgement ranging from very negative (xx) to very positive (+ +). Hence, on the base
of the likelihood to collaborate, the groups were united into two coalitions, composed
as follows:

– Tourism, Culture, Metropolitan teams (TCM);
– Green, Developers, Farmers team (GDH).

Fig. 7. The sociogram for negotiation agreement (original photographs by the authors).

A first negotiation phase was then launched. The two coalitions through dialogue
and negotiation, constructed their two shared design syntheses (Fig. 8) which they then
presented to the others.

After presenting the two designs that emerged from the respective coalitions, there
was a final phase in which, through dialogue and negotiation between the two coalitions,
compatible policies and projects flowed into one final shared scenario.
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Fig. 8. The comparison of the two initially negotiated designs: TCM and GDH (Source: the
authors

4 Outcomes

The proposed scenario for the city of Bacoli to 2030 fully reflects the three targets
established in the preparatory phases. The diagram frequency (Fig. 9) has facilitated
the comparison of the scenarios proposed by the two merged teams of stakeholders
(TCM and GDF). It allowed the similarities in design and policy to emerge with a
straightforward negotiation process.

In particular, the scenario proposed by the TCM team identified many more solutions
aiming to solve the problem of connectivity - both by land and by the sea - and the recov-
ery of abandoned areas, giving less importance to the design and policy interventions
planned for the WAT, AGR, GRN, ENE, INDTUR, MIX and COM systems. Instead,
the scenario approved by the GDF team, having selected a more significant number of
project interventions for the WAT, AGR, GRN, INDTOUR, COM, and CULT systems,
gave less importance to change actions in the MIX, ENE and TRAN systems. The two
scenarios, therefore, turned out to be almost entirely different. However, the negotia-
tion facilitated the construction of a scenario shared by all the stakeholders. Projects
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and policies linked to the final scenario (Fig. 9) were oriented to developing the net-
work of connections. Moreover, several interventions were selected with the ambition to
develop the port areas, with the related interventions for the recovery, reclamation and
redevelopment of the coastal zones.

Fig. 9. Evolution of the final design syntheses by negotiation (Source: the authors).

The workshop was a great success, both for the participants and the organisers.
The geodesign framework provided excellent support for the workshop, simplifying
participants’ activities and fostering a collaborative working environment. In less than
two days, it was possible to build several alternative scenarios for the development of



222 M. Somma et al.

Bacoli and the surrounding areas and to reach consensus through negotiation, reducing
the number of potential alternative future projects to those acceptable for all.

5 Conclusions

The main focus of the Bacoli geodesign workshop was to trace scenarios of transfor-
mations in a territory that is highly protected but, at the same time, compromised and
fragmented both in terms of landscape and the land-sea connections.

The application of geodesign methods and tools to solve the complex problems
that characterise the territory of Bacoli made it possible to structure an interactive and
collaborative planning process between the various stakeholders involved.

Using the GDH collaboration platform facilitated the management of the selection
and identification process of sustainable solutions focused on the recovery of abandoned
areas and the planning of connecting infrastructures to solve crucial accessibility prob-
lems detected by the assessment phase. It helped evaluating alternatives simultaneously
and quickly select those that best met territorial and social needs, trying to overcome
trade-offs.

More sustainable future planning was encouraged by the participation in the work-
shop of government representatives from all levels and of representatives from the private
sector.

In addition, from the institutional point of view, there is still no apparent inclination
toward territorial development that aims to regenerate rather than consume additional
land. In this sense, the workshop was an experimental playground for introducing the
assessment of the degraded systems that make up the current territories in planning
processes.

The benefit of using the Steinitz’s framework in an intensive workshop with GDH
is that it enable to solves complex problems in a concise amount of time, improving the
understanding and knowledge of the participants and making it easy to reach a consensus
among them [28].

A possible limitation is the lack of design accuracy, which has to be fast. Nevertheless,
this approach best fits with strategic planning, and it lays a solid consensus base on the
base of which to make implementation plans afterwards.

Acknowledgements. The author wish to thanks very much Dr. Hrishikesh Ballal, Managing
Director, Geodesign Hub Pvt. Ltd., for the use of Geodesign Hub in the courses of the Second
Level Master in Sustainable Planning and Design of Port Areas of the University of Naples
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Abstract. Sustainable Developments Goals (SDGs) in Serbia are reduced to the
pursuit of economic growth and spatial planning in local areas is reduced to a
governance mechanism for attracting investment. Similarly, if existing, digital
technologies in local spatial planning are mostly used as a source of digital spa-
tial data and not as planning support systems. Planning reforms conducted in
the last two decades produce secluded, largely digitized administrative activities
and technical documentation elaboration driven by the narrow, mostly national
government interests. These sidestep the localization of SDGs and enhance profit-
oriented interventions of powerful actors in local areas. The aim of the geodesign
teaching studio conducted at the University of Belgrade in 2021 was to engage
students in the elaboration of the International Geodesign Collaboration (IGC)
project for the Municipality of Ivanjica and use relevant digital technologies as
alternative planning themes, methods and support systems. Complying to the IGC
conventions, the selection of locally relevant assumptions and innovations for the
future sustainable spatial development for 10 systems was made. The Steinitz’s
Geodesign framework and Geodesignhub were used to design six scenarios, itera-
tively and collaboratively. Five scenarios differed in the starting year and intensity
of implemented innovations, while the sixth reflected the “planning as usual” sce-
nario. Consequently, the scenarios had different performance against the 17 SDGs
achievement matrix. By collaboratively exploring Ivanjica’s alternative spatial
development scenarios and their anticipated SDGs performance, students better
understood the process of localizing SDGs and learned how local stakeholders
can be empowered to advocate, plan and act towards a more sustainable future.

Keywords: Geodesign education · International geodesign collaboration ·
Localizing sustainable developments goals

1 Introduction

Aiming at sustainable development implies a social understanding and agreement on
what it is, why it is needed and how sustainable development can be localized through
policies, decisions and interventions in different sub-national spatio-temporal contexts.
In particular, localizing Sustainable Development Goals (SDGs) implies raising aware-
ness, advocating, implementing and monitoring the realization of the 2030 Agenda in
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sub-national communities [1]. The awareness about the importance of SDGs needs to be
accompanied with the awareness of the social, political, academic and governance frag-
mentation and poor coordination. In such a context, local stakeholders should understand,
explore, plan and implement locally specific challenges and opportunities that cross
boundaries of tiers, territories, sectors, disciplines and time frames [1–4]. Localization
can then relate “both to how SDGs can provide a framework for a local development
policy and to how local and regional governments can support the achievement of the
SDGs through action from the bottom up” [5].

In the European context, mainly since the 1990s, spatial planning has been perceived
as an integrative discipline and a governance mechanism able to frame and incite different
spatially relevant strategies for sustainable development in a way that is sensitive to the
present and future needs of local communities and spatial conditions [6–11]. Moreover,
the Charter of European Planning [6] promotes the planning profession and planners as
leaders of change, scientists, designers and visionaries, political advisors and mediators,
and as managers of territories. Recently, digital technologies have also been identified as
crucial in enabling more transparent, inclusive, research-based decision making towards
achieving SDGs [12]. With this regard, an integrated digitally enabled approach to spatial
planning has been promoted by [13]. It is conceived as a people-centric process enabled
by digital technologies which will generate better coordination and “engagement in the
plan-making process, enhance efficiency and optimize the value of data, and it will
allow stakeholders, planners, designers, and policymakers to think intelligently through
an evidence-based decision-making process” [13, p. 4].

These normative standpoints indicate that the actual role of spatial planning, of
planners and of digital technologies in framing the localization of SDGs varies across
countries and regions in the world. Serbia belongs to the group of countries which expe-
rienced communicative self-management socialism with a decentralized and integrated
approach to spatial planning (1950s – 1990s) [14] while its recent post-socialist period
(2000s – 2020s) reduces the use of spatial planning and digital technologies in local
areas to the investments accelerating instruments [15]. In general, planned interventions
are not systematically, collaboratively or publicly considered. Investments are mostly
promoted as activities of national interest and allocated to the resource extraction, infras-
tructure, low-tech and labour-intensive industry, tourism development, luxury housing
and commerce. In turn, this kind of planning practices are beginning to experience
opposition from the public demanding more transparent, locally inclusive and sensitive
sustainable planning solutions. Planners in such turmoil can choose to continue doing
business-as-usual or offer an alternative integrated digitally enabled approach to spatial
planning.

From our perspective, the emancipation of the planning profession towards the men-
tioned normative roles obliges planning educators to teach planning not only as it is, but
as it alternatively should and could be. We consider Geodesign within the International
Geodesign Collaboration (IGC) conventions to be an appropriate pedagogical tool for
such a teaching exercise. According to [16], geodesign is an interdisciplinary field with a
focus on spatial thinking, geospatial technologies, the future, design as a force for good
in the world, and multi-disciplinary collaboration. It has proven to be a promising ped-
agogical tool for exploring alternative future spatial development scenarios in the past
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[17–20]. In addition, the IGC conventions aim at exploring the performance of different
spatial development scenarios against the SDGs by changing not only the time-horizons
of innovation adoption, but also attitudes towards current/business-as-usual planning
practices. Consequently, we included the geodesign teaching studio and course in the
new spatial planning curriculum as a pedagogical tool that enabled acquiring more inno-
vative and integrative knowledge, skills and attitudes than the conventional methods
used by spatial planners in the current planning practice in Serbia. The aim of this paper
is to showcase this pedagogical experience and contribute to the wider consideration
of Geodesign and the IGC conventions as tools for exploring the normative roles of an
integrated digitally enabled approach to spatial planning [13, 21], as well as the roles of
spatial planners in the process of defining the localization of SDGs.

2 The 2021 International Geodesign Collaboration Project
Conventions

Geodesign is an emerging discipline usually associated with integrated land use plan-
ning, where science, system thinking and value-based spatio-temporal contexts can be
interrelated. It performs as a collaborative platform for integrated spatial guidance and
expression of policy areas in the study area (e. g. agriculture, infrastructure, industry,
commerce and residence) crucial in meeting community’s goals. Commonly, Geodesign
implies that different scientific and professional place-related disciplines, IT profession-
als and people of the place (Fig. 1) will share their competencies in different assessment
and simulated intervention processes [3, 22].

Fig. 1. The four necessary components of Geodesign. Courtesy of Carl Steinitz.

Processes are interrelated through three iterations and aim at answering six key
questions: 1. How should the study area be described? 2. How does the study area
function? 3. Is the current study area working well? 4. How might the study area be
altered? 5. What difference might the changes cause? 6. How should the study area
be changed? They enable collaborative making and exploration of alternative spatial
development scenarios and understanding of their impacts before the decision on the
preferable scenario is made [2, 22].
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Placing geodesign in its core, in 2018 IGC was established. It is an international
academic network seeking to understand how geodesign can better address design chal-
lenges in settings that are widely dispersed, differ widely in scale and in the extent of
resources available to find geodesign solutions [23]. With this regard, the IGC project
conventions offer a unified language and methodology for well-structured collaborative,
research-based spatial development scenarios making structured in a geodesign work-
flow, based on [22] (Fig. 2) and supported by digital technologies and software such as
Geodesignhub, GISColab and ArcGIS. As stated on the IGC website, the central aspect
of effective collaboration and eventual action in the IGC project elaboration is public
understanding of complex issues, which can be done without professional jargon, artistic
obscurity, and scientific myopia [23].

Fig. 2. Geodesign workflow. Courtesy of Carl Steinitz.

Under these conditions, the IGC project conventions intend to strike a good bal-
ance between flexible and prescribed elements to acknowledge international contextual
diversity and enable comparability and co-learning from conducted projects which are
presented at the IGC annual meetings. In 2021, IGC project conventions implied the
following instructions to the participants [23]:

– There are eight key geodesign spatial systems plus two optional (with related color
palettes). Eight land systems were pre-defined under consideration in each local study
based on an examination of past Geodesign studies: 1. Water infrastructure (WAT), 2.
Agriculture (AGR), 3. Green infrastructure (GRN), 4. Energy infrastructure (ENE), 5.
Transport infrastructure (TRAN), 6. Industry and Commerce (INST), 7. Residential
and Mixed-use Development (RES) and 8. Institutional Uses (INST). Two optional
systems participants choose with the regard to the specificities of their case study.
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– Global assumptions and design changes are proposed within the mentioned systems.
The global assumptions and the associated specific concerns reflect current projec-
tions, forecasts, and predictions (Fig. 3). The global assumptions and system innova-
tions were written with the awareness that individual nations and municipalities do
have such goals and describe ideas that may be relevant to particular projects. Still,
they will not be suitable for all projects.

Fig. 3. Global assumptions. Source: IGC, 2021.

– All project contexts are to be defined as square spatial data “clips”. With the aim to
enable the direct comparison of evaluation and impact model outputs common spatial
formats were established. Participants choose nested project sites at scales adhering
to a square format: 0.5, 1, 2, 5, 10, 20, 40, 80, and 160 km on a side. Project goals
and outcomes remain locally determined but participants are encouraged to undertake
bigger-sized and nested-scales projects.

– Three design scenarios with three common time stages should be made with two
future planning horizons - 2035 and 2050, and paths to achieve scenarios for those.
“Early Adopters” initiate design interventions in 2020. “Late Adopters” in 2035 and
“Non-adopters” continue with business-as-usual (Fig. 4).

Fig. 4. IGC scenarios and time horizons. Source: IGC, 2021.
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– A common impact evaluation framework based on the UN SDGs (Fig. 5), should be
presented in a common format, i.e. SDGs achievement matrix (Fig. 6). IGC projects
should indicate how well their design scenario outcomes would address the SDGs as
a step toward addressing global sustainability truly. The assessments of performance
against any SDG can be achieved by the expert judgments of the project team, or by
model-based assessments [23].

Fig. 5. Seventeen SDGs, seven directly affected by biophysical design and planning (green tabs),
and five indirectly affected (orange tabs). Source: IGC, 2021 based on UN SDG, 2022. (Color
figure online)

Fig. 6. SDGs achievement matrix. Source: IGC, 2021 [23].

In addition to the primary determinants of the IGC towards encouraging global
thinking, one or two actual topics are highlighted every year. In 2021 the IGC projects
were supposed to address projected changes in the Human Climate Niche and included an
assessment of how each project could contribute to carbon sequestration, slowing climate
change, and as a facet of that, to the Trillion Trees initiative – a vision embraced by the
World Economic Forum, the United Nations, and numerous national governments as an
important way to capture carbon.1 Graphic conventions, colour codes, and web-based

1 In this paper we will focus on alternative spatial development scenarios and SDGs achievement
matrix and showcase contribution to the Trillion Trees Initiative in the Municipality of Ivanjica
in another publication.
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communication, were founded to enable coordination and collaboration. Substantial
contributed technical support from Esri and Geodesignhub was secured as these are two
principal digital technologies (platforms) for Geodesign to create common datasets, data
protocols, and geodesign workflow [23].

3 The 2021 Geodesign Teaching Studio of the University
of Belgrade, Faculty of Geography

After a significant period of teaching the core courses2 at undergraduate, graduate and
PhD studies of the Spatial Planning programme at the Faculty of Geography in Belgrade
and being introduced to Geodesign workshop in 2019 it was evident that the 2020/2021
national accreditation cycle of higher education institutions should be used to intro-
duce a more innovative and integrative pedagogies into the new programme. Since the
new programme was not accredited3 and the onsite teaching was prohibited due to the
COVID – 19 pandemics, all participants of the 2021 spring semester voluntarily partic-
ipated in the 70 h online Geodesign teaching studio. In total there were 22 participants
- 14 students from different stages of the undergraduate and graduate studies of Spatial
Planning and graduate studies of GIS, and 1 PhD student in Geosciences with three
planning educators which are co-authors of this paper. The main software used were
Esri ArcGIS Pro, Geodesignhub and Microsoft Teams. In the following sections, the
selection process of the case study and the IGC project elaboration for the Municipality
of Ivanjica will be presented.

3.1 The Municipality of Ivanjica – An Exemplary Case of Impeded Localization
of the SDGs

Even after the three decades long EU integration process and transition towards the
democratic capitalism, social understanding and legitimization of sustainable devel-
opment goals (SDGs) and of local spatial planning as an integrative tool for SDGs
localization in Serbia is still poor. Most of the system reforms are conducted as needed
governance fix for accelerating long-awaited investments aimed at economic growth.
Similarly, if existing, digital technologies in local spatial planning are mainly used as
sources of digital spatial data and not as planning support systems.

The Municipality of Ivanjica was chosen as the case study because of three reasons.
Firstly, as a large, mostly depopulated municipality with a small municipal centre and
scattered rural settlements and with a significant potential for afforestation it presents
an exemplary case for most of the municipalities/local tier in the Central Serbia region.

Secondly, infrastructure development is a paradigmatic form of spatial interventions
in the country. This is mostly enforced by the national interest and promoted and as
an overall-beneficial development and space-activation instrument. Spatial planning for

2 Courses of: Foundations of Spatial Planning, Planning History, Planning Theory, Process of
Spatial Planning, Spatial Planning of Special Purpose Areas and Land Use Planning.

3 Both Geodesign course and studio were officially accredited by the National Accreditation
Body in 2022.
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special purpose areas is the government instrument which enables faster land acquisition
for infrastructure development as well as other interventions of “public interest”. It has
been the most used type of spatial plans in the last decade in Serbia [7]. There are
three types of infrastructure development planned for the territory of the Municipality of
Ivanjica: a highway (north-south transversal), ski resort infrastructure development on
the Golija Mountain and construction of 57 small Hydro-Power Plants (SHPPs) scattered
mostly in the rural hinterland. Even though, Strategic Environmental Assessment (SEA)
is an obligatory instrument of all planning documents, the assessment of infrastructure
development’s negative impacts are usually poorly elaborated and/or reduced to one-two
particular impacts. For the three indicated types of infrastructure development in Ivanjica
we found the SEA contents to follow that rule. There is the poorly elaborated noise
increase and pollutant assessment by the highway and other road transport infrastructure
on the Golija Mountain; while there is no obligation for conducting SEA before the
SHPPs construction. In the case of ski resort infrastructure development in the Golija
Mountain, conducted environment impact assessment gives only general information
and recommends investors to follow the guidelines from the relevant legislation and
planning documentation.

Thirdly, almost two-thirds of the municipal territory consists of the natural areas
under a different protection levels designated by the national institutions. This practically
means limited possibilities of the local population in deciding about the future land
use and spatial development. Also, the current approach to the natural protection land
regime in Serbia has been questioned by experts and public as too strict for the local
population activities and very loose for the construction by investors. It also ignores
the necessity of natural areas/ecosystem connectivity which is needed for building the
capacity of ecosystem services. In the case of Ivanjica, mentioned ski resort infrastructure
and tourism development is planned on the Golija Mountain. The planned areas for ski
resort are located in the areas of the second level protection, surrounding the areas of
the first level protection. This will make especially first level protection areas mutually
disconnected and fragmented.

Against this background, the Municipality of Ivanjica was chosen as the case study
for the IGC project.

3.2 IGC Project Elaboration: Ivanjica - Nursery Garden of Trees and Alternatives

The Municipality of Ivanjica (1090 km2, 30 800 inhabitants in 2020) is a mountain-
ous, poorly accessible and interconnected municipality located (NW point: 43° 53′ 47”
latitude 19 ° 47′ 56” longitude) in the Central Serbia region and surrounded by more
developed municipalities. The region covers the surface area of 55 968 km2 - 63% of the
entire surface area, and with 4 909 000 inhabitants in 2020 - 71% of total in the Republic
of Serbia without Kosovo and Metohia.4 Before entering the IGC project elaboration
of the Municipality of Ivanjica in the spring semester, students had the opportunity to

4 By the Constitution of Serbia, Kosovo and Metohia is the integral part of the national territory.
Multilateral negotiations about its future status are a stop-and-go processes lasting for more
than 20 years. More of the general information can be found https://en.wikipedia.org/wiki/Pol
itical_status_of_Kosovo.

https://en.wikipedia.org/wiki/Political_status_of_Kosovo
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reflect and consider wider context, challenges and opportunities of the Central Serbia
region during three days in the autumn semester and using the Geodesignhub as a digital
technology. This enhanced the understanding of the Municipality of Ivanjica’s nested
context and served as an input for identifying relevant assumptions and innovations. It
also placed the special focus on mitigating negative effects of the planned infrastructure
development in the Municipality of Ivanjica within larger 2021 IGC themes related to the
Trillion Trees Initiative, CO2 sequestration and SDGs. Also, having in mind the spatial
specificities and the planning context in the Municipality of Ivanjica students identified
residential rural and tourism as additional two systems to be considered in the project
elaboration.

In the next step, students were offered to use the list of global assumptions, Human
Climate Niche and Trillion Trees Initiative sources from the IGC website, but also existing
local and national planning documents5 and studies relevant for the Municipality of
Ivanjica to identify its main challenges and opportunities [23, 25–27]. After the reading,
and consulting the data from the Statistical Office of the Republic of Serbia and the
Corine Land Cover Data Set the following assumptions were selected: the population
will grow older and will be concentrated in urban areas, transportation will become
more automated, the built environment will be more networked and smarter, global
temperature will rise, climate variability will increase, freshwater scarcity will become
more prevalent, food production pressures will increase and pollution concerns intensify.
In addition, national tendencies relevant for the local spatial processes were identified:
rural exodus, deforestation, agricultural intensification, especially in the surroundings
of the local transport infrastructure, expansion of the built-up areas as urban sprawl,
but also within protected natural areas, afforestation within the protected natural areas,
energy instability, more frequent and intense heavy precipitation events which together
with more frequent heat waves and changing terrestrial ecosystems.

For these purposes and following the Geodesign framework tables for ten systems
were prepared with three main questions: How the system can be defined? How does it
function? How it should be changed?

Within a given context, students identified main requirements for the future
sustainable spatial development:

• Improve population’s capacity for reforestation processes, SDGs, circular economy
and cross-section of activities, use of digital technology, dealing with urgencies and
future needs;

• Enable decentralization of institutional and infrastructure services;
• Improve water management (floods, SHPPs and waste);
• Improve ecosystem services of natural areas;
• Apply sustainable technology for energy, transport and housing;
• Orient industrial production towards the use of local resources (herbs, berries, super-

food) and recycled material (e.g. use of recycled wooden artifacts instead of clear cut
trees);

5 Those were: Spatial Plan of the Municipality of Ivanjica; Strategy of sustainable development
of the Municipality of Ivanjica; Spatial Plan of the Special Purpose Area Golija Natural Park;
Spatial Plan of the Special Purpose Area of the Belgrade-South Adriatic highway.
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• Make agriculture and tourism more eco-friendly and resilient.

Subsequently, an integrated approach to the literature and IGC sources review
resulted in identified innovations:

• INST Transdisciplinary innovation centres (circular economy, reforestation etc.); Edu-
cation for urgencies and future needs; Multifunctional community centre & Coalition
for Sustainable Development

• WAT Water retention & Decentralized waste management
• GRN Connectivity for resilience & Rewilding Europe Initiative
• ENE Renewable energy sources
• TRAN Electric public mini buses & Transportation with energy production
• RUR Adaptable modular housing & Natural construction and materials
• RES Urban green renewal & Communication-mediated society
• IND Wood waste recycling industry; Super food & Health cosmetics
• AGR Food forest & Shared & digital urban/rural agriculture
• TOUR Eco friendly, safe and seamless tourism & All seasons digital & green mountain

While some of these had an implicit spatial expression, as in the case of All seasons
digital & green mountain located on the Golija Mountain and Urban green renewal in
the municipal centre, other innovations needed to be allocated having in mind municipal
spatial conditions, requirements and assumptions. For these purposes, evaluation maps
needed to be prepared. With this aim, mentioned tables for ten systems were revized to
resemble the one presented by [11, p. 10]. As a result, each system was assigned with
the evaluation table (Table 1). Tables were then used to digitalize evaluation maps using
Esri data processing software.

Table 1. Evaluation tables structure for each system

How the system can be
described?
Description

How does it function?
assumptions

How it should be changed?
requirements & innovations

Levels of intervention Existing Not appropriate Capable Suitable Feasible

Classification

Description

Data

Operators

Apart from following the instructed IGC workflow, participants made several inde-
pendent steps before entering the scenario making workshop in Geodesignhub. Firstly,
participants submitted an objection against the publicly displayed plan for the SHPP
construction to the Municipality of Ivanjica’s local authorities. Secondly, they defined
the metaphor for its sustainable spatial development. Namely, by associating the purpose
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of the project elaboration with Ivanjica - the toponym, meaning nursery garden of Iva, a
riverside willow, the project was entitled Ivanjica – nursery garden of trees and alterna-
tives. This metaphor could inspire the change of the current reductionists’ perceptions
of forest benefits which result in deforestation and become a “showroom” of alternatives
to current planning practices and local spatial development in the region. Also, the pro-
cess of documentation review and map elaboration and interpretation enabled general
spatial diversity recognition in the Municipality: agricultural area in the northeast, green
northwest - southeast axes, tourism development in the northwest and southeast (Golija
Mountain), industrial and institutional areas in the northern central part of the Munici-
pality along the main transport corridor. These were important steps before entering the
workshop for collaborative scenarios making.

From a more technical aspect, students needed to be trained to use Geodesignhub
software. During the scenario making workshop, Green and Developers teams created
their decision models, land change and innovation diagrams for each system having in
mind the basic mindsets of six scenarios. Mindset behind the Early Adopter scenario(s)
was: prevention i.e. there is a sense of urgency, but also political and economic uncer-
tainty for implementing spatial innovation which will mitigate negative effects of the
national spatial planning practices. Late Adopter scenario was made as a curing, more
viable scenario of implementing needed spatial innovation after the implementation of
the national spatial interventions i.e. when their negative and positive impacts became
obvious. Non-adopter scenario reflected the mindset of the current planning approach
which militated against the local sustainable spatial development. Required scenarios
were made by using “pre-” scenarios instead of updating the evaluation maps. The
process and its anticipated duration are presented in the Fig. 7.

Fig. 7. Workflow and time frames for scenarios making. Source: Authors.

Once first versions of scenarios were negotiated and made, several revisions with
new innovations (projects and policies) and different anticipations of resulting land use
changes were drawn. For the Rural (RUR) system 33 diagrams were drawn; for Green
infrastructure 51; for Water infrastructure (WAT) 33; for Energy infrastructure (ENE)
24; for Transport infrastructure (TRAN) 23; for Industry and Commerce (IND) 31,
for Residential and Mixed-use Development (RES) 29; for Institutional Uses (INST)
37; for Agriculture (AGR) 38; for Tourism (TOUR) 46 diagrams were drawn. The
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most interesting part of the negotiation process was the role play between Green and
Developer teams. Students at some point were encouraged to take these roles to the
extreme and had confidence to propose and draw diagrams which they imagined could
become real interventions if the current planning practice continues to deteriorate and
opposition continues to grow, e.g. skyscrapers in the municipal centre vs. hobbit-like
houses in the rural areas. These diagrams however, as well as some others (e.g. erroneous
or redundant), were not selected in the final scenarios (Fig. 8). Final scenarios will be
described in the following section.

Fig. 8. Final scenarios for the Municipality of Ivanjica. Source: Authors.

Early Adopter scenarios implied complete abandonment of the SHPPs construction
by adding energy production from alternative sources. Diagrams students proposed were
diverse and distributed in the wider area. Policies focused on tourism, agriculture and
forestry were located at the periphery. Reforestation process is a consequence of engi-
neered actions, not natural processes which follow land abandonment. Late Adopter
scenarios implied implementation of usual planning until 2035 which forces more con-
centrated allocation and less diverse innovations because depopulation continued. Refor-
estation is a consequence of engineered actions and land abandonment. Non-adopter sce-
nario implied continued misuse of nature and local activities which intensified the depop-
ulation. Mountain tourism center on the Golija Mountain becomes a brown-field. Most
of the remaining activities are concentrated around the urban centre and the highway
intersections. Reforestation is almost entirely a consequence of the land abandonment.

After making final scenarios, participants identified All Seasons Digital Mountain
Tourism, Shared Urban/Rural Digital Agriculture and Rewilding Europe as the most
significant innovations for the future local sustainable spatial development. All Sea-
sons Digital Mountain Tourism implies the use of digital technology which enables
tourism during a longer period of the year in accordance with the ecosystem capacities.



Using Geodesign Studio to Explore Alternative Local Spatial 237

It enables “seamless” tourism for the calculated maximum number of the responsible vis-
itors. Shared Urban/Rural Digital Agriculture implies that urban and rural actors make
alliances/partnerships to share resources, benefits and risks in agricultural production.
Rewilding Europe is the pan-European initiative with a progressive approach to conser-
vation. The goal of this initiative is to develop and support coexistence, where wildlife
comeback is beneficial for local people and socio-economic development. Therefore, it
not only contributes to the implementation of the Trillion Trees initiative, but it also con-
tributes to the sustainability of these efforts. In the next step, scenarios were evaluated
in the SDGs achievement matrix (Fig. 9).

Fig. 9. SDGs achievement matrix for the Municipality of Ivanjica scenarios. Source: Authors.

The results show that Early Adopter scenarios have the best design outcomes in
the context of achieving SDGs. Also, adopted innovations are often beneficial for the
system to which they directly belong, but also to other systems, which contributes to the
progress of all systems within the case study. Best results are achieved in goals 8 (15), 9
(18), 11 (20) and 13 (15). Worst results are in goal 15 (1). The largest contribution have
AGR (19), GRN (17), ENE (18) and INST (21).
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Late Adopter scenarios have a weaker performance, which is also expected, since
interventions against the existing negative trends and planning practices (devastation of
rivers by the SHPPs, tourism overexploitation on the Golija mountain) are undertaken
after 2035. In this case, goals 9 (16),11 (16) and 8 (15) have best results. Worst results
are again in goal 15 (0). The most contributing systems to SDGs are WAT (13), AGR
(14), GRN (14) and INST (19).

Non-adopter scenario has the poorest SDGs performance, since innovations were
not implemented. Trends continue as usual and they result with 0, which means this
scenario does not contribute to SDGs implementation at all. Many goals have negative
results, especially goal 15 (–8), while the best result has goal 8 (10). This showed us that
the current spatial interventions in Ivanjica are focused on economic development only,
and do not consider other aspects of sustainable development.

Our recommended Early Adopter scenario 2050 indicates the need for a radical shift
from the current national planning practices, supported by the institutional develop-
ment and focused on distribution of more diverse benefits of public investments to local
population instead of enhancing economic benefits for powerful actors.

Video and Power point presentation of the project are available on the IGC
website (https://www.youtube.com/watch?v=ewYmdnXktiQ&t=8s; https://www.igc-
geodesign.org/_files/ugd/f24d78_7c607b79cfb04c269c13872dcb701ae4.pdf).

4 Reflections and Conclusions

Framed by the recommendations in the Charter of European Planning, the integrated dig-
itally enabled approach to spatial planning and guided by the IGC project conventions,
Ivanjica – nursery garden of trees and alternatives project was conducted as a geode-
sign teaching studio aimed at assessing the current and exploring an alternative – more
integrative and innovative approach to spatial planning towards defining the localization
of SDGs in Serbia. This aim was largely achieved.

Namely, participants in this pedagogical experiment accumulated knowledge
acquired over several years of studies and teaching and were generally frustrated by
the current centralized and profit-oriented planning practice in Serbia. They were eager
to experiment with the new/alternative approach and seek ways to explore and embed
already acquired knowledge and contribute to the joint endeavour using relevant skills,
e.g. GIS skills or explaining impacts of ski tourism on ecosystem services or finding
location for solar power plants etc. Furthermore, the studio, although conducted in a
“politically safe” environment, offered a new research-based and collaborative “tool-
box” for making and exploring alternative spatial scenarios and their different SDGs
performances.

From the educators’ perspective, the IGC conventions enabled a more intensive expo-
sure of students to global challenges, mainly to the SDGs. By understanding how SDGs
can provide a framework for a local development policy and how local governments can
support the achievement of the SDGs through their actions, students can understand the
importance of local spatial planning in the localization of the SDGs. It was also benefi-
cial to engage students in a digital exploration of the ways to cross boundaries between
tiers, territories, sectors, disciplines and time frames while remaining responsive to the
present and future needs of local communities and local spatial conditions.

https://www.youtube.com/watch?v=ewYmdnXktiQ&amp;t=8s
https://www.igc-geodesign.org/_files/ugd/f24d78_7c607b79cfb04c269c13872dcb701ae4.pdf
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In their feedback, students emphasized the importance of collaboration and knowl-
edge sharing, a constructive dialogue for better problem understanding and solving, clear
distinction between passive and proactive approaches and a possibility to reflect on the
designed scenarios (re-analyze and re-evaluate).

The main constraints identified were technical in nature and were encountered during
diagram drawing and/or due to a weak online communication. They were overcome
through longer and more numerous revisions and iterations during scenario making than
previously anticipated. This indicates that more time should be assigned to training
or adequate support to diagram drawing, as well as that proper internet connections
should be secured in case digital technologies are used. From the educators’ perspective,
more revisions and iterations in the digital environment of Geodesignhub improved the
understanding of how different local spatial innovations could be synergized and their
implementation sequence more logical, so this should also be taken into account when
allocating time to different stages of the process.

Finally, these reflections and conclusions will serve as an important input for the
formal Geodesign teaching studio at our Department. In addition, they are already used
as an important feedback for planning the Geodesign workshop aimed at enhancing the
local resilience, which will be conducted in June 2022 with local stakeholders from the
Municipality of Ivanjica. During the workshop we will explore the role of Geodesign
in enhancing the mentioned normative approaches to spatial planning and opportunities
for framing SDGs localization in the Municipality in a collaborative manner. We will
also try to identify the professional and academic gaps and bottlenecks which impede
these processes.
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Abstract. GEODESIGN represents an effective framework promoting collabo-
rative planning and decision-making as an incremental process based on robust
methodological guidance. In this paper, GEODESIGN has been adopted as sup-
porting tool for preliminary activities oriented to the integrate risks mitigation
and sustainable development in a wider research project MITIGO. Within this
project, have been selected as case study area four Municipalities from inland
areas of Basilicata Region, characterized by several risks (i.e. depopulation,
hydro-geological risks, abandonment of traditional land uses…). A knowledge
framework process of future scenario building was produced through GEODE-
SIGN Workshop, based on technical information concerning environmental and
anthropic risks and combined with more traditional context analysis.

A preliminary experiment of the workshop involving young engineers (in a
master degree studio at the University of Basilicata) has been simulated: an useful
test to refine details of the analytical framework and to calibrate workshop agenda
for real case development avoiding inefficiencies. The results highlithed a com-
prehensive approach in terms of participation capacity of decision makers without
any background in planning disciplines and unveiled the weaknesses of traditional
approach mainly based on “building agreements” without any measurements of
spatial evidences or scenarios comparisons.

Keywords: GEODESIGN · Participatory planning · Decision support system ·
Strategis design

1 Introduction

GEODESIGN represents a suitable framework in order to develop “urban vision” in
urban planning practices [1]. Moreover, it demonstrates as a comprehensive methodol-
ogy a horizontal applicability in any decision process concerning territorial transforma-
tion issues. This paper refers to preliminary activities in order to adopt GEODESIGN
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as a main tool to support strategic design integrating risks mitigation and sustainable
development in sample areas targeted by the wider research project MITIGO1. In facts,
within a multidisciplinary research framework, emerged the need to cover with robust
methodology the participatory process in structuring interaction among relevant stake-
holders in specific sample contexts. In particular we selected four municipalities in Basil-
icata Region covering a peculiar territory in Apennine fringe where a high landscape
values generates relevant tourism flows based on open-air tourism attractor (The Volo
dell’Angelo2) but continuous depopulation process and a progressive abandonment of
traditional land uses and manufacts generates additional risks condition combined with
a critical hydrogeological fragility of the territory [2–8].

GEODESIGN represents relevant research focus for LISUT laboratory and several
experiences had been conducted in recent years on selected case studies [9–11]. Mainly
we included GEODESIGN among those technical tolls necessary to support planning
processes at different scales [12] especially promoting the methodological integration
of GEODESIGN with Logical Framework Approach (among others [13]).

According to C. Steinitz [2] GEODESIGN represents an inclusive approach (it
involves not only technicians but all actors involved in decision making processes)
supporting “informed negotiation”.

The specific application of GEODESIGN is not only oriented to consensus building
on effective design or strategy, but mainly to generate an extensive learning process
addressed to local administrators and citizens. In particular technical information con-
cerning environmental and anthropic risks, combined with more traditional context anal-
ysis represents the technical information that through GEODESIGN has to be shared
with local people. Based on the awareness of such knowledge framework a process
of future scenario building has to be produced through GEODESIGN Workshop. The
research actually realized a preliminary experiment of the workshop involving young
engineers (in a master degree studio at the University of Basilicata) in order to have
a simulated implementation useful to refine details of the analytical framework and to
calibrate workshop agenda avoiding inefficiencies. Concerning negotiation, we address
this concept in a positive procedural vision of building agreements: GEODESIGN it is
not a way to aggregate some strong individual interests against other weakest groups of
participants, but mainly a way in which the spatial evidences of decisions (namely “de-
signs” in GEODESIGN taxonomy) becomes a way to make more and more explicit the
evidences of individual proposals contributing to the strategic decision-making process.

We place this work in the stream of adopting GEODESIGN for training people,
citizens, technicians and politicians in participatory planning as a component for up to
date applied research project namely MITIGO.

This paper reports general consideration concerning the advantages in adopting
GEODESIGN, discusses details about GEODESIGN workshop organization and con-
duction. Finally, the discussions and conclusions section report main evidences of the
learning by doing process realized and perspectives for the “real case” implementation.

1 https://www.mitigoinbasilicata.it/
2 https://www.volodellangelo.com/

https://www.mitigoinbasilicata.it/
https://www.volodellangelo.com/
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2 Case Study Area

The four Municipalities selected as case study in Basilicata Region (Southern Italy) are:
Albano, Campomaggiore, Castelmezzano and Pietrapertosa (see Fig. 1).

These municipalities have distinguished in two groups (Castelmezzano and Pietrap-
ertosa blue ones and Albano and Campomaggiore green ones in Fig. 1), based on their
opposite placement related to Basento river valley.

Fig. 1. Case study area

Furthermore, Castelmezzano and Pietrapertosa municipalities have a specific tourism
specialization based on the “Volo dell’Angelo” tourist attractor that links the two munic-
ipalities paced in a unique mountain landscape where dolomite formations arise from
the Apennine. The area is part of the “Gallipoli Cognato and Piccole Dolomiti” Regional
Park (see Fig. 2).



Training for Territorial Sustainable Development Design 245

Fig. 2. Landscape of “Piccole Dolomiti” regional park

The ex-ante context analysis of the study area is synthetized in strengths and
weaknesses.

• Strengths

– High naturalness of land: high percentage of forested area on total area per
municipality (70–90% of the total municipal territory).

– “Gallipoli Cognato and Piccole Dolomiti” Regional park: recognized at the
European level as protected area

– The “Volo dell’Angelo” tourist attraction, linking the municipalities of Castelmez-
zano and Pietrapertosa)

– Areas with a high landscape value: a part of Pietrapertosa and Castelmezzano
municipal territory are classified as landscape assets according to the Italian
legislative decree no. 42/2004

– Specialization of territories in the supply of receptive services: 30% of services and
facilities in the study area are receptive services

– Castelmezzano and Pietrapertosa municipalities belong to the national network of
the most beautiful villages in Italy

– Wide presence in the study area of manufacts of historic-monumental interest,
protected by the Italian laws

– In all of four municipalities there is an elementary school
– In Albano and Pietrapertosa there are police stations

• Weaknesses

– Depopulation: the entire study area shows a marked trend of depopulation, with
a population loss from 1971to 2020 of 50% and from 2001 to 2020 of 22%.
Pietrapertosa has a population decline from 2001 to 2020 of 28%
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– Poor accessibility to strategic service nodes: the average travel time by own vehi-
cle from the study area to hospitals and emergency rooms is about 40 min; to
university is about 40 min; to airports is about 120 min. Pietrapertosa shows a
more disadvantageous condition than the entire study area ( 50 min to the Potenza
hospital)

– Inefficient local public transportation: high travel time to main urban center (50–60
min to Potenza). Supply is linked to the needs of the school population

– Residential building equipment is inhabited: the average value of inhabitants per
residential building of 1.59 for the entire study area, with slight difference between
the municipalities of Castelmezzano(1.31) and Pietrapertosa (1.22) compared to
Campomaggiore (2.06) and Albano (2.08)

– Weakness of the productive system: there is a low presence of buildings for industrial
use (the most lacking is Pietrapertosa with the lowest percentage of agricultural
areas related to the total)

– Widespread conditions of natural and anthropogenic risks: high/extremely high fire
risk, landslide risk, hydraulic risk and seismic risk for all of the four municipalities,
with greater areas affected in Albano and Campomaggiore municipal territories

A criticality highlighted for all the four municipalities is related to the depopula-
tion phenomenon: the trend in the study area overcome the average rate for all Potenza
Province equal to 12% for the period 1971–2020 (see Fig. 3). Indeed, Pietrapertosa
municipality has the main population reduction (41%), followed by Castelmezzano
(37%), Campomaggiore (33%) and Albano (21%).

Fig. 3. Demographic trend

This represents a structural weakness for the area and therefore a central issue for
approaching strategic development design through GEODESIGN Workshop.

Foreign resident population slightly increased over time (see Fig. 4) and it is possible
to measure for the period 2003–2021 an increase of about 6%.(15% higher that the
average data for all Province of Potenza.
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These two population trends identify the issue of social integration of temporary
foreign residents combined with the tourism accommodation structure.

Fig. 4. Foreign population trend for the period 2003–2021

The focus on building stock and accessibility infrastructures systems, combined with
environmental risks, allowed to point out a second main topic concerning degradations,
abandonment, potential isolation for residents’ communities. Those relevant topics inte-
grated with the evidences of context analysis represents the input for GEODESIGN
workshop.

3 The Geodesign Workshop

According with the general methodology, the GEODESIGN workshop is performed
by a multi-disciplinary team consisting of planners, field engineers, decision-makers,
natural and social scientists and local stakeholders. In this case the experiment was con-
ducted with a specific group of young engineers who assumed different roles to emulate
specific competing stakeholders. We place this experience in the group of simulated
GEODESIGN workshop oriented mainly to tech through a learning by doing approach
the methodology, generating a critical appraisal by participants on the relevant steps of
the process and on the benefits of managing interactions in decision making through the
“negotiation” approach.

Specifically, the workshop was attended by 8 participants emulating the following
stakeholders: tour operator, environmentalist, building contractor, local promoter, mayor
of the north area, mayor of the south area, agricultural entrepreneur, student and elderly
citizen. These figures cover point of views and competing interests deemed to have a
key-role in local development.
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The “systems” selected for the analysis and design phase are:

• Green infrastructures
• Energy infrastructures
• Urban settlement
• Cultural heritage
• Hospitality
• Mobility infrastructure
• Agro-food service
• Service supply

Before the workshop session, each working group was contributed to realize the land
suitability analysis for at least one system. The evaluation maps was produced on the
cartographic bases of the 2013 Technical Regional Cartography including land use data
and municipal scale statistics. The consistency of the existing services, as well as the
level of infrastructures and the level of hazards in the area, natural beauties and tourism
amenities are just some of the features explored.

The systems maps respect the GEODESIGN land suitability rules: i.e. an analytical
hierarchy GIS-based approach to classified in detail the suitability degrees for considered
land use in the perspective of development scenario. The whole of systems constitutes
the base line common knowledge whereby begin planning activities of the workshop
(see Fig. 5).

Fig. 5. Site evaluations

After the site evaluations, the workshop was conducted with the support of the
GeodesignHub web-platform [14] which is useful for both the co-design and negotiation
phases. The shared workspace was populated with 103 diagrams divided into 89 project
proposals and 14 sectorial policies.

Therefore, the participants were divided into two groups. The first one (Team A)
included the student, the environmentalist, the agricultural entrepreneur and the tour
operator. The second one (Team B) contains the two mayors, the local promoter, the
building contractor and the elderly citizen. Each group defined priorities and made a
synthesis of the diagrams (see Fig. 6).

This selection enabled us to proceed with the negotiation phase and the development
of a final shared strategy. The resulted vision of territorial development (see Fig. 7) that
emerged was more comprehensive than the individual summaries. It can be understood
as representing the organization of the territory through an inter-systemic proposal, thus
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Fig. 6. Team priorities and synthesis maps

developing synthesis that bring together ideas from every stakeholder and a deep analysis
of the spatial characteristics.

Fig. 7. Negotiated design

4 Discussions and Conclusions

The preparatory phase of GEODESIGN workshop previously described allowed the
research group to point out critical issues in the strategic design: consistency of ser-
vice stock in the area [15–17], alternative specialization for each municipality collective
services providers, maintenance and restoration of cultural patrimony for tourism devel-
opment purposes [18], the security of intermunicipal mobility infrastructure [19–21] as a
precondition of local development. It is remarkable how the debate during the workshop
did not consider the natural territorial components as a domain of priority interventions.
Thus, probably depends on the general awareness that the naturality degree was not
under pressure and it represents an available territorial value to exploit according with
sustainable principles [22–26].
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On the methodological point of view, GEODESIGN represents a robust framework
to be adopted as a Decision Support System in planning [27].

Concerning participants satisfaction, the level of personal-learning derived from
workshop development gathers a generalizes positive remark: participants (mainly
politicians) declared appreciation toward the process organization and their exante
expectations was almost covered at the end.

Next step of the research regards the proposal of the workshop to real stake-holder
connecting this studio experience to real-case decision making processes concerning
urban transformations, risks mitigation [28] and green transition [29, 30].

This application is close to the general assessment of the learning experience reported
by Albert and Ott [31] for the IGC 2019. Participants learned a lot both concerning the
understanding of the case study features and of the methodological background.

Additionally it was once again evident that, during the workshop, the enough time
has to be spent to share the problem analysis in order to drive the participation towards
relevant criticalities of the place, avoiding the so called “wicked” problems [32] risk in
decision making.

Acknowledgements. This research was realized in the framework of MITIGO - Mitigation of
natural hazards for safety and mobility in the mountainous areas of Southern Italy – a funded
project by the European Union - ERDF, PON Research and Innovation 2014–2020.
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Abstract. Geodesign is an effective collaborative methodology oriented towards
designing spatial strategies with a multidisciplinary approach, involving not only
the local community but also professionals from design, spatial sciences and infor-
mation systems. This synergy acts as a driver for a general knowledge framework,
which allows these established professional fields to develop further and collabo-
rate effectively. This paper proposes the Geodesign workshop outcomes within the
RI.P.R.O.VA.RE research project, oriented towards the definition of an integrated
local development strategy in the Val d’Agri area, in the inland Basilicata region.
The results, therefore, represent a component within a much broader project frame-
work; however, the participatory design approach used in the Geodesign experi-
ence made it possible to evaluate the different project proposals, moderate the
negotiation between two different focus groups and achieve a single and shared
participatory design. A key role was played by the research team that moderated
the organisation, localisation and expression phase of the different project propos-
als, having sufficient spatial and temporal knowledge to integrate the Geodesign
outcomes and elaborate a future-oriented strategy.

The paper is structured in four parts. In the introduction it is specified how
the use of the Geodesign tool was brought into the case study. The second part
briefly outlines the study area context: the Val d’agri. The third part focuses on the
Geodesign Workshop description and, finally, the outcomes are illustrated, from
which the research team defined the integrated local development strategy.

Keywords: Geodesign · Inland areas · Local development strategy

1 Introduction

Geodesign is a methodology approach to decision-making which integrates spatial infor-
mation science tools to support physical spatial development planning, and can help
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address many of the current problems faced in urban and regional planning practices
[1]. In 2012 Carl Steinitz formalised a methodological framework, called Geodesign
Framework [2, 3], aimed at identifying the potential future transformations of a territory
as a function of current dynamics. This framework proposes six questions and six mod-
els, which may be common to all Geodesign projects, but does not suggest a single linear
process, but one characterised by several iterative cycles and possibilities for backaction.

While the relevance and interest in Geodesign research is already producing promis-
ing results and successful case studies [4–6], there is not yet a wide diffusion of its
application in planning, mainly in Italy [7, 8].

Li and Milburn [9] underlined the importance of combining geodesign with increas-
ingly advanced information and communication tools. Indeed, while geodesign con-
tinues to be used to achieve more complex goals due to its analytical skill, tools for
collecting increasingly detailed data continue to evolve, including online interfaces and
portable GIS tools. Idea-based graphics technologies have also been rapidly advancing.
Interactive drawing devices allow designers to generate instant digital graphic products
by freehand drawing on screen.

An important network for the interchange of research applied to Geodesign is the
International Geodesign Collaboration linked to the GeoDesign Summit [10], where the
most up-to-date applications, technologies, teaching tools and theories of GeoDesign
are discussed between academia and practice.

The following sections discuss the application of the Geodesign approach to a case
study, as part of the activities promoted and developed within the project “Rehabili-
tating Countries. Operational Strategies for the Valorisation and Resilience of Inland
Areas” (RI.P.R.O.VA.RE) [11]. This project is structured around three research objec-
tives: redrawing the Inland Areas geography [12, 13], understanding the Inland Areas
resilience and defining sustainable and resilient development strategies [14]. It has as its
field of experimentation the Campania and Basilicata regions.

The paper aims to illustrate the activities and results achieved with Geodesign in the
Medio Agri Living Lab, an area composed of six municipalities along the Agri river
basin.

The idea of starting a Living Lab in the study area is aimed at involving local
stakeholders in decision-making processes and, more specifically, in co-designing area
strategies, able to act on the resilience features of the systems. Therefore, actions linked
to risk reduction and actions aimed at regenerating and enhancing the potential [15, 16],
in terms of natural and cultural resources and productive abilities of these territories, are
combined, in order to enhance the inland areas productive landscapes, recovering and
strengthening local manufacturing skills.

In operative terms, the Living Lab was organised in six phases, each with a spe-
cific objective, and followed the Logical Framework Approach methodology (a rational
framework to identify and organise spatial problems in a cause-effect relationship at the
basis of a planning activity) [17]. The intention was to integrate Geodesign with the Log-
ical Framework Approach methodology because the combination of these approaches is
considered successful and has the potential for extensive application as a key component
of planning tools. Within the Living Lab two days were spent on Geodesign, in the San
Martino d’Agri and Roccanova municipalities.
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2 Val d’agri Area Context

The Middle Agri area covers the central sector of the Agri river basin, one of the five rivers
that cross Basilicata and flow into the Ionian Sea. The area is predominantly mountainous
in its western part, with the Monte Raparo Site of Community Interest (SCI); most of
the remaining area is hilly, with sandy and conglomeratic hills, which characterise it
for its high hydrogeological risk. Moreover, the Val d’Agri’s largest territorial unit is
specialised in oil extraction activities due to the presence of Europe’s largest onshore oil
field [18, 19]. This generates major conflicts between oil resource industrial exploitation
and environmental protection issues.

According to the SNAI classification, the six municipalities that are part of the
survey group (Gallicchio, Missanello, Roccanova, San Chirico Raparo, San Martino
d’Agri and Sant’Arcangelo) fall within class F - ultra-peripheral, i.e. those municipalities
in the inland areas that are more than 75 min away from a pole that simultaneously
has a complete upper secondary school offer, at least one hospital with a level I d.e.a.
(Emergency and Acceptance Department) and at least one silver railway station. An
evident migration phenomenon in the sample area leads to progressive depopulation. In
the last decade, almost a thousand people have left the area; approximately 8% of the
population currently stands at 10,634.

Mainly to overcome the lack of services, which compounds the marginal character
of the area, the Union of Municipalities [20] of Medio Agri (Missanello, Roccanova, San
Chirico Raparo, and Sant’Arcangelo) was established in 2017, recently expanded with
the inclusion of the municipalities of Gallicchio and Armento. This Union aims to face up
jointly to the difficulties affecting the area, starting with accessibility to essential services
(education, health, transport). The setting up of the Union of Municipalities affected the
choice of the area to be researched because it is believed that the smaller centers should
join institutional forms of association between municipalities, both to ensure sustainable
management of services and functions and to guarantee more opportunities for citizens.

The Medio Agri area has significant potential, especially in cultural and natural
heritage, with a high ecological value of the ecosystems [21–24]. In particular, the area
is affected by the perimeter of the Lucano Val d’Agri-Lagonegrese Apennines National
Park, by a ZSC ‘Murge di S. Oronzo’, by a ZPS ‘Lucano Apennines, Agri Valley, Monte
Sirino, Monte Raparo’ and by two SIC ‘Lago Pertusillo’ and ‘Monte Raparo’ [25].

3 Geodesign Workshop

Within the Medio Agri Living Lab, whose participants belonged to different professional
fields, it was decided to use the Geodesign tool [3] to focus on the planning of action
in the whole Medio Agri area and to concretise the ideas expressed in the description
phase of eleven general objectives.

A simplified Geodesign approach was used in this case, as the activities were con-
densed into two days. The activities were supported by GeodesignHub (an online plat-
form of Geodesign Hub Pvt. Ltd., Dublin, Ireland), and were set up according to the
Geodesign International Collaboration (IGC) standards.

The Geodesign methodology is based on the constructive interaction of working
groups, which individually develop the plan and subsequently arrive at a synthesis. There
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is a preliminary phase in which the research group collects a number of thematic maps
representing a snapshot of the territory from different points of view (environmental,
cultural heritage, economic sectors, mobility etc.). Already in this phase, it is possible
to give a project outline, which, in this case, was the research group’s own. This is a
necessary preparatory phase in order to have qualitative and quantitative references and
to identify vulnerable resources, constraints, impacts and development factors through
macroscopic indicators. The reference maps (see Fig. 1) allow us to understand the
actual territory condition. In the Living Lab Medio Agri case the initial reference maps
proposed were:

1. ACCO – Hospitality
2. AGRI – Agriculture
3. INST – Institutional services
4. CULT – Cultural heritage
5. INFR – Infrastructure and mobility
6. NAT – Natural heritage
7. COMIND – Trade-Industry

The maps show which territorial parts, according to their own vocation, are most
attractive/vulnerable for a certain land use. The seven systems maps are classified
according to a precise colour coding from red (high vulnerability) to green (low
vulnerability).

Fig. 1. Overview of the study area and assessment maps by systems to define interventions on
Geodesign [25]. (Color figure online)

The maps were then loaded into the GeodesignHub main interface with simplified
graphics to comply with the programme’s requirements (Fig. 2).
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Fig. 2. System evaluation maps.

About forty participants from different profiles attended the Medio Agri Living Lab,
during the days focused on Geodesign: local administrators, freelancers, researchers,
university students, association and local community members. The invitation was
addressed to the communities of the six municipalities belonging to the study area,
which have already been on a common journey since 2017 because they established the
Medio Agri Municipalities Union [25].

The participants were divided into two groups: tourism promotion and territorial
protection on the one hand, local development and institutional and reception services
on the other.

After a short study area and workshop objectives presentation, each participant, using
a sketch-planning tool available on the platform, developed a set of geo-referenced
conceptual ideas (diagrams), representing specific policies or projects for the seven
systems.

A first set of proposals came up, represented and visible through an application
structure supporting the groups. Each group can view and analyse the other projects by
visualising and overlaying maps of the different ideas.

Eighty-six actions to be undertaken in the seven systems were located and described
in this phase, divided into interventions and policies. Each diagram had to have a title, a
location, a description, an estimated total amount and had to belong to one of the seven
systems in which the context analysis was summarised. Updating the activities in the
platform ensured that all participants could view the diagrams proposed by all group
members in real time.

On the second day, the two groups’ participants selected a set of project proposals in
order to build a shared scenario, which was evaluated to find out the impacts generated
by the transformations in the seven systems. Afterwards, the two groups were asked
to negotiate the scenarios until a single strategic development scenario shared by all
participants was reached (Fig. 3).
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Fig. 3. The working structure of the workshop: in the first row the seven systems evaluation maps
and in the second row the project and policy diagrams.

Below is a table with the interventions and policies that emerged in the Agriculture
system (AGRI) and the Infrastructure and Mobility system (INFR), belonging to the
final shared scenario (Table 1).

Table 1. Some actions and policies of the shared strategic development scenario.

Agricultural system Infrastructure and mobility system

San Martino d’Agri oil mill restored and
reopened

Improvement of the Roccanova-Sant
Arcangelo road network

Olive plantation Securing the SS598 crossroads

Back to the rural economy Road public transport enforcement

Enhancing olive oil production Public transport service adapted to the
population’ needs

Missanello olive oil promotion Ecological car sharing between
municipalities

Agricultural consortium Bus service between municipalities

Service cooperative Sports centre upgrade

Hazelnut promotion Bus terminals

Poultry breeding Demand responsive transport

Tax exemption for agricultural labour Coordination between mobility services

Milk processing consortium

Agricultural labour management consortium
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Geodesign is a valid tool to support a negotiation process among stakeholders, with
the outcome of a development scenario shared by the participants. In addition, the inter-
ventions and policies are a goal at a higher level than the municipal one, where ser-
vices and planning policies have a different depth, especially because the study area is
composed by small municipalities.

4 Results and Conclusions

The Geodesign workshop within the Medio Agri Living Lab was aimed at co-designing
and testing a place-based policy through the processing of a starting framework for the
integrated local development strategy [22]. The final shared scenario is the synthesis of
project alternatives and the negotiation aimed at identifying the strong elements of the
project proposals.

However, this experience did not exactly follow all phases of a Geodesign workshop,
but focused on the elaboration and negotiation phase. The explanation is to be found in
the time that was decided to spend on Geodesign, because it was only one of the many
moments in which the participants faced each other within the Living Lab. On the other
hand, the participant’s presence could not be extended further because the organisation
of the in-person activities followed a methodology based on the Logical Framework
Approach (LFA), common to the other research groups.

The very important element is the methodological approach of Geodesign which can
be adapted to different situations in practice. In particular, it is argued that it can become
a valuable tool in the planning techniques toolkit and contribute to its renewal. Urban and
territorial planning needs a tool that keeps up with the information and communication
technology development [26, 27], but has a special focus on collaboration in defining
territorial strategies. One of the objectives is the creation of a stable collaboration, even
after the end of the field experience promoted by experts or a research group. Finally,
as in this synthetic experience, it is believed that Geodsign expresses a greater potential
when combined with other techniques, such as LFA.

The Geodesign outcomes within the Living Lab were fundamental to guide the
research team in the integrated strategy definition, which was defined considering the
overall project framework. In particular, the preliminary knowledge phase results, the
Living Lab results as a participatory moment composed by specific phases and method-
ologies (context analysis, SWOT analysis, problem and objective tree technique, Ana-
lytic Hierarchy Process technique to identify priority objectives) and the Geodesign
experience were taken into account.

The strategy suggested for the Media Val d’Agri area cannot avoid two basic
conditions:

1. The promotion of new governance forms based on the associated management of
some essential functions (making stable the path started by the Local Authorities);

2. The setting up of a shared process for the area’ local development in the average-long
term (vision) to be pursued through policies/interventions that shall be implemented
to achieve the objectives assumed.
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The objective of halting the municipalities’ depopulation and making the territory
attractive to non-residents and/or temporary residents were considered “goals” to be
achieved. The objectives priority is based on the overall integrated strategy implemen-
tation and specific strategies proposed and shared with the Living Lab participants. In
general, it is expected to raise the population’ awareness of a renewed approach to the
sustainable development and energy transition issues.

The Geodesign tool has never been as important as now, in which the energy and
natural resources decrease and the climate change crisis only require sustainable devel-
opment [28–30]. Geodesign could be introduced into urban and territorial planning
university courses, PhDs on the subject must be promoted (as is already being done at
the UCS University of Southern California) and it must become a common working
practice. People who know how to use collaborative planning tools need to be aware
users of Geodesign’s potential. The positive feedback received during the workshop
from participants highlights the need to make people more aware of the collaborative
planning benefits, especially in inland areas.

References

1. Campagna, M., Di Cesare, E.: Geodesign: lost in regulations (and in practice). In: Papa, R.,
Fistola, R. (eds.) Smart Energy in the Smart City. GET, pp. 307–327. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-31157-9_16

2. Steinitz, C.: A Framework for Geodesign. Changing Geography by Design. Esri Press,
Redlands (2012)

3. Steinitz, C., Campagna, M.: Un Framework per il Geodesign: Trasformare la Geografia con
il Progetto. (2017)

4. Scorza, F.: Training decision-makers: GEODESIGN workshop paving the way for new urban
agenda. In: Gervasi, O., et al. (eds.) ICCSA 2020. LNCS, vol. 12252, pp. 310–316. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-58811-3_22

5. Foster, K.: Geodesign parsed: Placing it within the rubric of recognized design theories.
Landsc. Urban Plan. 156, 92–100 (2016). https://doi.org/10.1016/J.LANDURBPLAN.2016.
06.017

6. Nijhuis, S., Zlatanova, S., Dias, E., van der Hoeven, F., van der SPEK, S.: Geo-design:
advances in bridging geo-information technology, urban planning and landscape architecture.
(2016)

7. Padula, A., Fiore, P., Pilogallo, A., Scorza, F.: Collaborative approach in strategic development
planning for small municipalities. Applying geodesign methodology and tools for a new
municipal strategy in Scanzano Jonico. In: Leone, A., Gargiulo, C. (eds.) Environmental and
Territorial Modelling for Planning and Design, pp. 665–672. FedOApress (2018). https://doi.
org/10.6093/978-88-6887-048-5

8. Fiore, P., Padula, A., Angela Pilogallo, F.S.: Facing urban regeneration issues through geode-
sign approach. The case of Gravina in Puglia. In: Leone, A., Gargiulo, C. (eds.) Environmental
and Territorial Modelling for Planning and Design. FedOAPress (2018). https://doi.org/10.
6093/978-88-6887-048-5

9. Li, W., Milburn, L.A.: The evolution of geodesign as a design and planning tool. Landsc.
Urban Plan. 156, 5–8 (2016). https://doi.org/10.1016/J.LANDURBPLAN.2016.09.009

10. Esri’s 2021 Geodesign Summit, https://mediaspace.esri.com/media/t/1_7nhdnywj. Accessed
04 Apr 2022

https://doi.org/10.1007/978-3-319-31157-9_16
https://doi.org/10.1007/978-3-030-58811-3_22
https://doi.org/10.1016/J.LANDURBPLAN.2016.06.017
https://doi.org/10.6093/978-88-6887-048-5
https://doi.org/10.6093/978-88-6887-048-5
https://doi.org/10.1016/J.LANDURBPLAN.2016.09.009
https://mediaspace.esri.com/media/t/1_7nhdnywj


Applying Geodesign Towards an Integrated Local Development Strategy 261

11. Pontrandolfi, P., Dastoli, P.S.: Comparing impact evaluation evidence of EU and local devel-
opment policies with New Urban Agenda themes: the Agri Valley case in Basilicata (Italy).
(2021)

12. Carlucci, C., Lucatelli, S.: Aree Interne: un potenziale per la crescita economica del Paese.
Agriregionieuropa. Anno 9 (2013)

13. De Rossi, A.: Riabitare l’Italia: Le aree interne tra abbandoni e riconquiste (curated by).
Donzelli editore, Roma (2018)

14. Galderisi, A., Fiore, P., Pontrandolfi, P.: Strategie Operative per la valorizzazione e la resilienza
delle Aree Interne: il progetto RI.P.R.O.VA.RE. BDC. Boll. Del Cent. Calza Bini. 20, 297–316
(2020). https://doi.org/10.6092/2284-4732/7557

15. Francini, M., Palermo, A., Viapiana, M.F.: Integrated territorial approaches for emergency
plans. Territorio. 2019, 85–90 (2019). https://doi.org/10.3280/TR2019-089011

16. Scorza, F., Attolico, A.: Innovations in promoting sustainable development: the local imple-
mentation plan designed by the Province of Potenza. In: Gervasi, O., et al. (eds.) ICCSA
2015. LNCS, vol. 9156, pp. 756–766. Springer, Cham (2015). https://doi.org/10.1007/978-3-
319-21407-8_54

17. Dastoli, P.S., Pontrandolfi, P.: Strategic guidelines to increase the resilience of inland areas:
the case of the Alta Val d’Agri (Basilicata-Italy). In: Gervasi, O., et al. (eds.) ICCSA 2021.
LNCS, vol. 12958, pp. 119–130. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
87016-4_9

18. Las Casas, G., Scorza, F., Murgante, B.: Conflicts and sustainable planning: peculiar instances
coming from Val D’agri structural inter-municipal plan. In: Papa, R., Fistola, R., Gargiulo, C.
(eds.) Smart Planning: Sustainability and Mobility in the Age of Change. GET, pp. 163–177.
Springer, Cham (2018). https://doi.org/10.1007/978-3-319-77682-8_10

19. Scorza, F.: Towards Self energy-management and sustainable citizens’ engagement in local
energy efficiency agenda. Int. J. Agric. Environ. Inf. Syst. 7, 44–53 (2016). https://doi.org/
10.4018/ijaeis.2016010103

20. Camera dei deputati. https://www.camera.it/temiap/documentazione/temi/pdf/1105809.
pdf?_1555520990223. Accessed 26 Dec 2021

21. Saganeiti, L., Pilogallo, A., Faruolo, G., Scorza, F., Murgante, B.: Territorial Fragmentation
and Renewable Energy Source Plants: Which Relationship? Sustainability 12, 1828 (2020).
https://doi.org/10.3390/SU12051828

22. Las Casas, G., Murgante, B., Scorza, F.: Regional local development strategies benefiting
from open data and open tools and an outlook on the renewable energy sources contribution.
In: Papa, R., Fistola, R. (eds.) Smart Energy in the Smart City. GET, pp. 275–290. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-31157-9_14

23. Scorza, F., Fortunato, G.: Active mobility oriented urban development: a morpho-syntactic
scenario for mid-sized town. Eur. Plan. Stud. (2022). https://doi.org/10.1080/09654313.2022.
2077094

24. Scorza, F., Fortunato, G.: Cyclable cities: building feasible scenario through urban space-
morphology assessment. J. Urban Plan. Dev. (2021). https://doi.org/10.1061/(ASCE)UP.
1943-5444.0000713

25. Dastoli, P.S., Pontrandolfi, P.: Methods and tools for a participatory local development strategy.
In: New Metropolitan Perspectives (forthcoming) (2022)

26. Murgante, B., Borruso, G., Lapucci, A.: Geocomputation and urban planning. In: Murgante,
B., Borruso, G., Lapucci, A. (eds.) Geocomputation and Urban Planning. SCI, vol. 176,
pp. 1–17. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-540-89930-3_1

27. Scorza, F., Saganeiti, L., Pilogallo, A., Murgante, B.: Ghost planning: the inefficiency of
energy sector policies in a low population density region1. Arch. DI Stud. URBANI E Reg.
34–55 (2020). https://doi.org/10.3280/ASUR2020-127-S1003

https://doi.org/10.6092/2284-4732/7557
https://doi.org/10.3280/TR2019-089011
https://doi.org/10.1007/978-3-319-21407-8_54
https://doi.org/10.1007/978-3-030-87016-4_9
https://doi.org/10.1007/978-3-319-77682-8_10
https://doi.org/10.4018/ijaeis.2016010103
https://www.camera.it/temiap/documentazione/temi/pdf/1105809.pdf?_1555520990223
https://doi.org/10.3390/SU12051828
https://doi.org/10.1007/978-3-319-31157-9_14
https://doi.org/10.1080/09654313.2022.2077094
https://doi.org/10.1061/(ASCE)UP.1943-5444.0000713
https://doi.org/10.1007/978-3-540-89930-3_1
https://doi.org/10.3280/ASUR2020-127-S1003


262 P. S. Dastoli et al.

28. Pilogallo, A., Saganeiti, L., Scorza, F., Murgante, B.: Assessing the impact of land use changes
on ecosystem services value. In: Gervasi, O., et al. (eds.) ICCSA 2020. LNCS, vol. 12253,
pp. 606–616. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58814-4_47

29. Pilogallo, A., Scorza, F.: Mapping regulation ecosystem services (ReMES) specialization in
Italy. J. Urban Plan. Dev. (2021)

30. Santopietro, L., Scorza, F.: The Italian experience of the covenant of mayors: a territorial
evaluation. Sustainability. 13, 1289 (2021). https://doi.org/10.3390/su13031289

https://doi.org/10.1007/978-3-030-58814-4_47
https://doi.org/10.3390/su13031289


Mission-Oriented in Geodesign Experience:
Teaching About Cultural Landscape Values

Ítalo Sousa de Sena1(B) and Ana Clara Mourão Moura2

1 Faculty of Science, Masaryk University, 60200 Brno, Czech Republic
desena@mail.muni.cz

2 Escola de Arquitetura, Laboratório de Geoprocessamento, Universidade Federal de Minas
Gerais (UFMG), Rua Paraíba 697, Belo Horizonte, Brazil

Abstract. Citizens’ inclusion in the process of urban planning brought innovative
ways to produce, assess and make data available. The principle of voluntary geo-
graphic information was proposed to register people’s activities and can result from
motivation, as “mission-oriented”. Processes emerged from the use of geospatial
data by citizens, and geodesign is also presented, as a purposeful process of creat-
ing ideas, preferably in a collaborative setting. The presented workshop happened
in areas of social vulnerability, whose landscape is composed of cultural values
related to a historically used geodiversity. Participants had to complete tasks to
design an intervention in a protected area. The objective was to motivate digital
natives to think about the risks, vulnerabilities, and potentialities of the landscape.
A geographic virtual environment was created from Minecraft using GIS and ETL
for processing data, as a representation model. The model for dynamic interac-
tion with the landscape was based on quests (missions) that participants had to
accomplish. NPCs (Non-Playable Characters) presented contexts of restrictions
and potentialities to be considered, which was the evaluation model. Once the
participants had completed the step, the result considered the modification to the
virtual landscape made by each pair of participants. In total, 22 design proposals
met the established goals (change model). An evaluation of participants’ experi-
ences was carried out to track the increase in awareness of the subject of study.
Future developments are focused on the implementation of stages for negotiation
and voting for the best ideas, which can also be associated with the co-creation of
proposals.

Keywords: Minecraft · Geogame · Geodiversity · VGI

1 Introduction

The possibility of people being sources of geographic data brought forth the concept
of citizens as sensors [1]. It was made possible due to the many innovations in the
geoinformatics field, as well as the reflection of internet popularization.

Once the possibilities of wider consumption and distribution of information were
established, and the importance of citizen participation recognized, the applications
turned to the VGI - Volunteered Geographic Information, which is associated with the
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term user-generated content [2], associated with the potential of web 2.0 [3]. Contribution
is voluntary, but it can happen passively or actively. The passive mode, according to
Davis et al. [4] happens when citizens have their data and behaviors captured in sensors
embedded in mobile devices (such as cell phones). The active mode, according to the
same authors, happens when the citizen consciously checks in on an information capture
platform or deliberately collaborates in a VGI.

The possibility of including citizens in the process has also increased interest in
using platforms as a basis for planning. This begins with actions called Critical GIS,
Participatory GIS, Collaborative GIS, and Community Integrated GIS [5–8]. What they
have in common is the possibility of involving citizens in discussions, expanding access
to analysis and criticism of the place. But they are still very much associated with
the principle of collecting and making available information created collaboratively by
citizens.

To further explore citizens’ listening, Davis et al. [4] propose the principle of mission-
oriented, whose purpose is to improve the quality of collaborations, increasing records
according to broadening interests, greater spatial coverage, validation and reliability
activities information, and feedback on queries. The authors relate the actions as a
volunteer-task relationship (identifying the most suitable citizens to fulfill a task, depend-
ing on their profile), volunteer-region (looking for those who have specific knowledge
about a spatial area), and volunteer-theme (selecting the citizens who may have more
knowledge about a subject and can give more reliable answers).

At an institutional level, the availability of geospatial information gained form
through Spatial Data Infrastructures (SDI). The establishment of SDIs marked a change
in geospatial data available to the general public [9]. The European regulations that
instituted the SDI – Spatial Data Infrastructure, INSPIRE (Directive 2007/2/EC) was a
milestone, which was a reference for the Brazilian regulations, the INDE – Infraestrutura
Nacional de Dados Espaciais (Decree No. 6,666 of 11/27/2008) [10, 11].

Geographic information should promote the rise of awareness of the territory by
integrating the different agents of society to participate in shared planning processes
[12]. In the meantime, with the consolidation of shared geospatial data online on dif-
ferent styles of platforms, the concept of geodesign arose from both geospatial data
analysis and public participation development. The expectation was to work as support
to the collaboration of different agents of society in planning. Geodesign is preferably
developed on a web-based platform, but it can also be carried out in an analogical way,
as the fundamental principle is to plan “with” and “for” geography, in a shared process,
by co-creation [13, 14].

Despite the many innovative ways of making geospatial data publicly available,
including minorities in spatial and urban planning still remains a key issue to address.
Among the underrepresented social groups are the elderly people and kids. These two
groups come from completely different generations, so, they have different ways to
communicate and engage with new ideas. The second generation, more specifically,
falls into the group of digital natives, which are people that were born after 1995 and
had to live their whole life dealing with digital technologies [15, 16]. This group of
people shares the same interests and online communities, being active in online games,
forums, social media, etc. Minecraft rises from this context as one of the most successful
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videogames in history, selling hundreds of millions of copies, holding a very active and
passionate community of players, and reaching more than 50 million online players
every day [17].

Considering this new generation of citizens, what should be considered when demon-
strating specific values of a cultural landscape to digital natives? How to ensure that they
can access information to think about designing new interventions based on these values?

One of the solutions that have been used is the game Minecraft. It can serve as
a base for reproducing the framework of geodesign, by adapting its complexity to a
mission-oriented experience through the virtual environment of the game.

The game design approach in implementing game mechanics for players’ interaction
with the represented landscape gives space for designing mission-oriented dynamics.
Based on this idea, the present study aimed to involve digital natives in the process of
learning about landscape values and allow them to express their views of alternative
futures in a well-known environment for them. The framework of geodesign was used
to lead the stages of the gameplay. A geogame was created to present how Ouro Preto’s
geodiversity has been used for over three centuries (Fig. 1), as well as how it still functions
as part of the culture of the place (Fig. 2).

Fig. 1. Ouro Preto city and its protected areas and parks. Source: Sena, 2019 [29].

In this study, we show how Minecraft can be used as a medium for communicating the
process of geodesign, by inviting kids to take part as people of the place. The proposed
workshop used five out of the six models presented in the Steinitz framework. Each
model is described concerning the game’s virtual environment and processes that took



266 Í. S. de Sena and A. C. M. Moura

Fig. 2. General panorama of Ouro Preto’s landscape: historical, cultural, and environmental val-
ues as part of the landscape. Perspective from the Serra de Ouro Preto area. Source: Danilo Marques
Magalhães.

place based on it. The Decision Model, which consists of the process of optimizing the
consensus among the participants of a workshop, was not considered in this study.

2 Geodesign and Minecraft

What stands out in geodesign is that it goes beyond the stages of analysis and evaluation
of geography, and it focuses on the propositional stage, for the planning of an area [18–
21]. Geodesign is based on the stages of applying group engagement methods in shared
planning [13].

Among the frameworks in geodesign most used in workshops, the proposal by
Steinitz [14] stands out, which establishes that a study must go through six models:
three of them in the pre-workshop and three others during the workshop. The first model
is the Representation one, which it is defined how the area should be described, result-
ing in the production of data about the case study. The second is the Process model,
which assesses how the area operates, that is, how the data are distributed in the ter-
ritory. It results in information on areas of influence, concentrations, and networks of
relationships, among others. The third one is the evaluation model, which is a judgment
based on the area’s functions, drawing attention to its vulnerabilities and potentialities,
and indicating where proposed changes should be placed. The fourth model, Change, is
created during the workshop, as it is the design of proposals. The fifth model, Impact,
is also used during the workshop as it verifies the consequences of proposed changes.
Finally, the Decision Model results from the negotiation and selection of the best ideas
by the participants.

All these models are adaptable considering the focal area, purpose, the public which
will participate in the process, as well as the media that provide visualization options to
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the participants. There are several examples of digital media being used for geodesign
workshops. Considering the impact of the game industry on the new generations, and
how virtual environments have been developed in the past few decades, there is a visible
interest in absorbing such technologies and the public by using them. One notable case
of it is the use of Minecraft for urban planning processes and public participation with
kids and youth.

2.1 The Participatory Process Through Minecraft

Minecraft has been used as a virtual environment for spatial and urban planning since
architects, urban planners and researchers started to explore its potential for real planning
processes.

There are several published experiences where Minecraft was used as a tool for
public participation. In many of them, the game was used primarily to collect opinions
about what should be done with a specific place [22–25]. One of the most prominent
experiences using Minecraft for the participatory process was developed by the “Block
by Block Foundation”, with support from UN-Habitat [26]. The initiative took place in
more than one hundred countries and is based on a specific methodology of three main
phases (planning, Minecraft co-designing workshop, and implementation) [27]. These
phases consist of activities that start from selecting a site, creating financial planning,
engaging citizens to co-create and design, and reaching a point where the best design is
implemented in the real world.

Nowadays statistics about Minecraft show that the game’s community has a com-
mon and shared language used by the players, almost exclusively digital natives. Another
major factor for choosing the game for this study is its representativeness worldwide,
reaching over 112 million monthly active players [28], and its impact on a whole gen-
eration of users who, for over ten years, interacted virtually in the game’s environment,
creating their way of communicating ideas and strategies to deal with a 3D virtual
landscape.

In this sense, as communication and geovisualization are key conditions to construct
a geodesign workshop, it was employed in the use of Minecraft as the digital environment
for the practice. The design thinking followed the logic of the geodesign framework,
bearing in mind that the goal was to plan “with” and “for” the geography. The expectation
was to make players understand their reality as local citizens and develop critical and
spatially aware thinking of the following concepts: geodiversity, cultural landscape, risks,
vulnerabilities, potentialities, planning, protected area, land-use change, and impacts.

3 The Workshop

The GeoMinasCraft game was created to provide a virtual environment for digital natives
to learn and participate in the landscape planning process. To reproduce the framework
of geodesign, the game design played a central role since most parts of the workshop
were performed in the game environment by the players. The game was designed to
contemplate from the representation model to the change model in one single gameplay.
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The impact model is the only one that was not experienced by the players. Here, we con-
sider the virtual environment created using geospatial data as the representation model,
while the design choices of what to emphasize in the landscape representation consist of
the process model. The evaluation model is the combination of the players’ exploration
choices and the many dialogues that they can have with the NPCs, characterizing the
mission-oriented approach.

As a synthesis of the geodesign models and designed stages of the gameplay: Rep-
resentation model: Landscape representation in Minecraft; Process model: Information
about geodiversity and cultural landscape in Minecraft; Evaluation model: Information
and contexts provided by the NPCs (Non-Playable Characters) during the exploration
journey; Change model: Players’ designs for visitor center of Morro da Queimada
Archaeological Park; Impact model: Analysis of the possible consequences of the
proposals and considering the issues presented by the NPCs.

The game was designed to be played in pairs of players in the single-player mode in
the game. The purpose of putting two players to share one single computer aimed to stim-
ulate cooperation and the rise of different strategies to deal with the virtual environment
and the addressed issues.

3.1 Preparing the Representation and Process Models

The representation of the landscape was based on principal elements of the geodiversity
that shaped the way human activities developed in that place over three centuries. To
represent the Serra de Ouro Preto area, a set of basic geographical inputs were considered:
terrain, hydrography, vegetation cover, nodal points, streets, and roads. The process of
using geospatial data to create a Minecraft virtual environment was discussed by Sena
et al. [27], which presents the playtesting of a prototype that, after bug corrections and
new implementations, was updated and validated to be used for the present workshop.
This virtual environment created in Minecraft consists of the Representation model,
considering that it supports the visualization of the main features that form and give
character to the landscape.

The main data input was the topography, which was represented in the game by
using the satellite digital elevation model (DEM) from the PALSAR sensor (Phased
Array type L-band Synthetic Aperture Radar), on ALOS (Advanced Land Observation)
satellite. The used DEM has a spatial resolution of 12 m and was transformed into a
3D representation of the terrain in Minecraft. From the DEM it was also possible to
extract the hydrology. ETL tools (Extract Transform and Load) were applied to create
an exaggeration of the vertical axis of the DEM, to provide better geovisualization of the
steepness of the Serra de Ouro Preto ridge (Fig. 3). Also using ETL tools, the hydrological
features were classified according to their hierarchical level, to select those that were
more representative in the landscape and to insert different widths and deepness. After
preparing the topography and hydrology data, both were combined in one single in
Minecraft. It was the base for several other implementations of landscape features and
components.

As part of the representation model, a vegetation cover layer was created to represent
the importance of the forests in context to the landscape values. The NDVI – Normalized
Difference Vegetation Index was used to extract the portions of the selected area which
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Fig. 3. DEM data was used as an input for recreating the city’s terrain aspect, with a vertical
exaggeration for the higher altitudes. Source: Sena, 2019 [29].

is covered by trees. The index is a normalized difference between the spectral responses
of the red and the near-infrared bands. Sentinel-2 satellite imagery was used to calculate
the index. The processing was also performed using ETL tools, in a way that it was
possible to merge all the layers in one single Minecraft world file.

To create a realistic model of the area, it was also important to represent the main
buildings that are landmarks on the landscape. A repository of simplified versions of
common buildings was created to compose the landscape (Fig. 4). For the houses, a
simple pattern of 3D buildings was produced and replicated. The main buildings were
elaborate in detail, considering that those are mentioned by people of the place and rec-
ognized as landmarks when describing what they see. By having landmarks represented
in their location, it would support participants in creating connections with their mental
maps of the city (what they understand about the place), the reality (what the landscape
is), and representation (the 3D models). This principle of connecting represented places
in the game with reality was also applied to other kinds of sites and processes, like
geology, land use related to mining activity, urban growth, nodal points, etc. (Fig. 4).

It was also important to represent the structure and composition of the underground,
which is visible in the game when players access underground mines, as well as when
they encounter a rock outcrop on steep areas. To recreate geological features a sequence
of processing was performed using ETL tools that calculated the slope index from the
DEM, extracting the high values of slope and transforming it into a vector layer. The
vectors were used as a mask to change the terrain composition from blocks of dirt to
blocks of stone, representing the rock outcrops. The underground was created using the
software WorldPainter, to insert layers of blocks that represent real rocks that are found
in the local banded iron formations (BIFs) (Fig. 4).

The creation of the virtual environment relied on the application of interoperability
techniques between data and software, allowing the representation of landscape elements
related to geodiversity aspects, such as the topography of Serra de Ouro Preto, its geology,
a tailing dam, the historic gold mining sites, etc. These representations were essential
to give an idea to the players of how this particular landscape works. These features,
together with the NPCs dialogs, are part of the Process Model.
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Considering that the purpose of the game is to explore the landscape of Serra de
Ouro Preto from its aspects related to geodiversity and its uses, the choice of places
of interest for geodiversity are important points for the functioning of game design.
The locations were inserted considering the historical and current aspects of the for-
mation of the cultural landscape from functions performed within the local geosystem,

Fig. 4. Examples of sites where the players interact with representations of real places and
processes in the city of Ouro Preto. Source: Sena, 2019 [29].

Fig. 5. Section of the virtual environment in which Morro da Queimada Archaeological Park is
located. The brown line marks the park’s borders. Source: Sena, 2019 [29].
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in a way to evidence the connection between human activities and geodiversity. One
example and focal area of the workshop is the Morro da Queimada Archaeological Park
(Fig. 5). During the development of the process, fictional locations were inserted to rep-
resent phenomena related to aspects of geodiversity. For instance, a site was chosen to
contextualize the occupation of steep terrain that generates a risk area due to how the
geomorphological processes take place in that specific part of the area.

3.2 Evaluation Model to Be Used as a Base for a Mission-Oriented Design

During the gameplay, the participants had to accomplish a set of challenges to get
permission to design and build a visiting center for Morro da Queimada Archaeological
Park. On the road, they encounter NPCs that ask for help to accomplish tasks, that are
designed to explain the sites they will find through their journey, as well as explain the
cultural landscape’s potentialities and vulnerabilities. The game intends to provide an
environment for the players to learn about subjects related to the values of the landscape
by visiting the places chosen to be represented in the Minecraft environment. These
thematic lessons provided by the NPCs were evaluation synthesis about the place that
they had to consider to go ahead (Fig. 6).

A total of 26 NPCs was in the game, each of them had a specific dialogue created
to contextualize one aspect of the landscape, as well as to give players the directions
to finish the quests. They were inserted in strategic positions to present information
available in each specific stage of the game. There was, for example, an architect to
explain about cultural landscape and the history of the place; a geologist to explain the
geological structure that resulted in that landscape, a mining engineer to explain mining
activities and resources; a resident to report about a sliding process after a rain period;
and many others (Fig. 7).

The Change model was designed to be acquired as a result of the gameplay. A set of
two quest/missions motivate the players to interact with the environment. By setting a
clear objective for the players, they will collect all the resources needed to accomplish
the designated task. In terms of game mechanics, the objective of the game is also the
reward for finishing the landscape exploration (Fig. 8).

Fig. 6. Examples of NPCs. João, the archaeologist, Júlio, the merchant, Pedro, the geologist,
Danilo, the Park Manager, Mônica, people of the place. Source: Sena, 2019 [29].
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Fig. 7. Activity diagram of the first portion of the gameplay process. Green NPCs are linked to
the main storyline. Light orange NPCs are secondary characters that give extra information and
context. (Color figure online) Source: Created by the authors.

3.3 Post-workshop Assessment

The Impact model was created by assessing players’ designs after the workshop. In this
stage, the participants are not involved in the process. In combination with the proposed
designs, each participant was assessed concerning their previous mental map of the
landscape. This process aimed to assess the participant’s perception of landscape values
before and after the workshop.

One of the goals was to measure the spatial impacts generated by the players (the
location of the proposed building), but also to measure the transformative learning of
taking part in the experience. The locational assertiveness was analyzed by comparing
the position of the buildings to the evaluation model of the area, verifying if the proposals
were the within the suggested spots and if they considered the information provided by the
NPCs about materials, the interventions on the field of view from the park, the risk areas
and so on. The transformative learning was measured by applying questionnaires before
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Fig. 8. Active diagram of the second portion of the gameplay process. It represents the stage
when the change model is created. Source: Created by the authors.

and after the workshop, to know how much they care about the values of geodiversity
before and after the experience. Together with the questionnaires, they were asked to
draw the Serra de Ouro Preto area and its cultural landscape, also before and after the
workshop. In the same drawing, they could add additional elements using different colors
so that the organizers could evaluate the increment in information, spatial references,
the score of elements represented, emphases on themes, and so on.

4 Results

The workshop took place over two days (the 6th and 7th of July), each day with one
session of gameplay for kids from two neighborhoods of Ouro Preto. The invitation to
play the game was made through the official program of Ouro Preto’s Winter Festival of
2019. A total of 39 kids participated in the process, which was divided into two workshop
sessions.
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4.1 Change Model

A total of 22 designs for the visitor center were created after the two days of the workshop.
Based on the mission-oriented design, all pairs of players had access to the same variety
of materials (blocks). The design varies to some degree depending on which materials
players ‘purchased’ from the Park Manager. Even though players could interfere in any
part of the virtual environment, all designs were proposed within the Morro da Queimada
Park limits.

The designs were assessed after the workshop by using ETL tools to perform a change
analysis, comparing the original Minecraft environment with each of the modified ones.
The analysis shows a preference to build in the preselected areas mentioned by the NPC,
but the changes are not restricted to these spots only. There are some changes in the
surroundings of the preselected places, mainly associated with changes in the terrain or
removing the vegetation (Fig. 9).

Fig. 9. Change model. Visitor center designs proposed by the players. Source: Created by the
authors.

4.2 Impact Model

The impact model was created by extracting data from the game environment and com-
paring it to the original environment. The main principle used in this approach was to
subtract the original Minecraft world from the modified one. Two types of analysis were
performed from the retrieved data, one concerning the location of the design proposal
and one concerning its size and components.

For the first analysis, all the designs were transformed from a Minecraft world file
to a CSV file with columns for each block location and its properties (type of block).
From this data, we performed a density analysis, which shows that all the designs were
located within the limits of Morro da Queimada Archaeological Park (Fig. 10).

The second analysis focused on the type of material and the size of the design. The
total of blocks used for each design proposal was counted to calculate the average size of
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the designs, which was 214 m3. The most common blocks used by the players to design
their visitor center were blocks of bricks (1089 in total), blocks of glass (465), wood
plank blocks (450), and stone slabs (398). Blocks of bricks were put in the game as a
product from the tailings dam, which is one of the visited places during the exploration.
Glass blocks were used in almost all projects as windows or for detailing viewing spots or
balconies, which shows some relationship between landscape visibility in the proposals.
More than 5 billion blocks were analyzed to extract those metrics, considering all the
Minecraft worlds generated after the workshop.

Fig. 10. Impact model. Analysis of the location of all designs. Source: Created by the authors.

5 Discussions

The case study was an example of the possibility of applying the geodesign framework
to different digital media and different audiences. As the goal was to work with young
people of the place, digital natives, it was selected a digital platform that is already used
by them, to apply a shared language. The experiment took advantage of the immersive
technologies and innovative ways to present spatial data to the general public. The
goal was to support a transformative learning process, in which the participants could
receive additional and organized information about their place, and were asked to use
this information to design changes with and for the geography.

The participants in the GeoMinasCraft workshops are residents of Serra de Ouro
Preto, with the image of Pico do Itacolomi in their daily field of vision. The mountain
range is a traveled territory and not a contemplated landscape. Thus, the landscape of
Serra de Ouro Preto, for some, is represented from the field of view that one has from
the mountain, and not the visualization of the mountain itself, evidencing that for certain
players the construction of the image is linked to landmarks. perceptible geographic
features from the field of view favored by the lived space [30] (Fig. 9).
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Through the designed gameplay and the stages that the participants had to complete,
the Minecraft environment and its mechanics were employed to support the mission-
oriented approach of the workshop. It enabled the creation of a target or main objective
by the end of the process.

Limitations observed in the experiment are mostly related to representing spe-
cific aspects of the landscape and enabling design decisions (level of detail). The pre-
sented workshop shows that digital natives can perceive and communicate their thoughts
through the game. On the other hand, the seriousness of the process stays on the sec-
ond level of importance, since the aim was to support the learning about the cultural
landscape’s particularities, potentialities, and constraints.

The language used for the construction of the dialogues was adapted to favor the
interpretation. The written text and the selection of key elements of the landscape pre-
sented to them were composed in capital letters, to draw the player’s attention to specific
textual elements. However, younger players with reading skills still in development faced
some difficulties in performing the tasks given by the game, which made the monitors
perform the reading of the dialogues and help them to interpret what the game asked for.
Some other participants struggled to interact with the environment the fact of experienc-
ing the game for the very first time using a keyboard and mouse as a user interface. Most
of them had previous experience with Minecraft by playing the mobile edition or even
only by watching gameplay videos on YouTube. These constraints can be overcome by
converting the PC version of the game to the mobile version. It would make it possible
for the players to experience the game outside, while they can walk through the real
space.

Future research will focus on implementing the next stages of the geodesign frame-
work, as well as improving the activity of designing and negotiation. For the presented
workshop the participants were not able to visualize the Impact Model (done after the
meeting by the coordinator), nor proceed with a voting/ranking stage about the best
proposals. The results were composed of several ideas created in pairs or groups of
participants, but they were constructed in parallel and not in a co-creation process. It is
possible to use Minecraft to have a co-creation activity, by structuring an online server
in which players can log in together and collectively visualize and decide about the
Change Model, and negotiate towards a Decision Model. These are the future goals to
be developed.
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Abstract. The increasing pressure on land coming from the raising needs of a
fast-growing population puts public and private landowners and decision mak-
ers in front of difficult choices concerning the best use of limited land resources.
On one hand, agricultural land and grassland need to be used to support human
food requirements. On the other hand, these land uses create trade-offs with other
ecosystem functions, assets and services, such as ecological connectivity, bio-
diversity and natural habitat maintenance. In this paper a prototype web-based
dashboard is presented, that aims at allowing a fully-fledged calculation of the
economic and environmental trade-offs between different land uses of any land
patch (excluding urban areas and infrastructures) and in the Grand Duchy of
Luxembourg. An agent-based model (ABM) coupled with life-cycle assessment
(LCA) runs on the background of the dashboard. The coupled model allows the
simulation of the farm business and the calculation of the revenues made by farm-
ers in every land patch under different farm management scenarios. Crossing the
information coming from the model with other tools would also allow to integrate
local environmental trade-offs, such as degradation of local habitats or ecological
connectivity, and not only global ones defined in a non-spatialized way. The dash-
board has a potentially high value to inform policy, strategies, or specific actions
(e.g., environmental stewardship programs that integrate economic convenience
as a condition) and has the necessary flexibility to integrate new aspects related to
territorial analyses as they become available.

Keywords: Visualization tools · Farmland · Agent-based modelling · Life cycle
assessment · Decision-making · Natural capital

1 Introduction

Land is a limited resource and as such its use generates trade-off choices for landowners
and public authorities who have the responsibility to incentivize and support certain
land use choices over others. In this framework, simulation and visualization tools can
help stakeholders to understand the possible outcomes of different strategies and select
suitable alternatives.
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Although intense research has been carried out and major developments have been
achieved in the assessment of the impact of production systems on the environment,
the complexity of the models calls for a growing need for software with user-friendly
interfaces and visualization capabilities to present the results of the simulations [1].
The final impact of a project relies heavily on the easiness of communication and the
accessibility and usability of its results by the target audience and relevant stakeholders.

In the case of complex systems, evaluation of different scenarios is naturally a dif-
ficult task due to existence of large amount of simulation outputs. A pre-defined set
of performance metrics and a dashboard that summarizes and visualizes them can help
users to draw meaningful conclusions and comparisons between scenarios. However,
as it is the case for most complex systems, the analysis and visualization of simulation
outcomes require a combination of data analysis methods. From the experience of the
authors, building a single tool to analyze large amounts of data that includes geospatial
information, network analysis, sustainability assessment indicators and financial per-
formance, is a nonnegligible effort, but can significantly help the recipients of a final
research product, whether they are researchers or not. With such a tool can be possible
to achieve the important task of clarifying the model goals and parameters for people
who are not involved in the modeling process task. Furthermore, comparison of differ-
ent scenarios and effect of changing parameters can aid users in the decision-making
process.

As suggested in modern sustainability research, when dealing with human-
environment interaction a trans-disciplinary approach is required [2]. To study coupled
human-natural systems, agent-based modelling has been gradually accepted as a useful
modelling technique [3]. Agents are defined as autonomous entities that react to the
stimuli coming from the environment and interact with one another under certain rules
that are imposed by the modeler and normally defined after consultation with domain
experts and stakeholders. Each of them has an objective that can be defined as optimizing
the societal or individual benefit. They are capable of learning, adapting, and changing
their behaviors, which end up steering their actions.

In this paper we present the first prototype of a web-based dashboard that estimates
the revenue and environmental impacts that a farmer can expect applying a certain
management scenario on his/her farm. The environmental impacts are calculated making
use of life cycle assessment (LCA) and represent lifecycle-based (not just local) global
impacts generated by the farm. Both can then be apportioned to each land patch using a
given weighting procedure. Once the revenues and non-local environmental impacts are
estimated and mapped, they can be overlaid onto other maps representing outputs of local
analysis (e.g., habitat value, ecological connectivity, risk of soil erosion). These latter
inform on the local environmental value of the land, complementing the lifecycle-based
environmental assessment. The dashboard, together with local environmental analysis,
would support a better-informed management of any land plot, based on the positive and
negative environmental and economic outcomes of different land uses.

The calculation of the revenues and the environmental impacts is carried out using
an agent-based model (ABM) of the farming system (which includes mixed farms,
dealing with crops, meat and milk at the same time) coupled with an LCA calculation
run on the background of the dashboard which is then used to display pre-calculated
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results. Future developments incorporating local environmental analysis (e.g., ecological
connectivity analysis) will inform about local environmental values of the land patches
using indicators and tools such as landscape metrics, connectivity indices, circuit-theory
models. The maps thus generated can be easily loaded into the dashboard as it can handle
georeferenced files.

In the paper, visualization techniques and technologies behind the prototype are first
discussed. The prototype that shows the results from our selected case study is then
presented and planned future development are outlined.

2 The Dashboard

The dashboard is created using Django web-framework and its structure is depicted in
Fig. 1. It allows to run computations in the backend using other Python libraries that
are already integrated into our simulation pipeline. Based on the feedback from project
partners and reviewed literature, the dashboard was designed using the components
depicted in Fig. 1. The data is stored using PostGIS which has the ability to manage
Geographical Information System (GIS) and numerical data in one database. The Post-
GIS application is available in a docker container to make it compatible for different
operating systems. Thanks to Django, we access the database and manipulate the tables
with Python’s powerful libraries. In the front-end, JavaScript allows to use interactive
visualization tools to better investigate the simulation results, as well as the static prop-
erties of the farms. The dashboard can currently be used on the most common web
browsers (Chrome, Firefox, Safari etc.). All the code is stored in Git and can be accessed
by other contributors within the project team which allows further collaboration. The
dashboard aims to provide user-friendly insights for farmers, advisors, agencies, and
public administrations in terms of agricultural and financial sustainability. Although the
development has been made mainly on a web-based portal, a mobile-based application

Fig. 1. The back-end/front-end structure of the dashboard.
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would be necessary for farmers to make the interaction effortless. It may also be pos-
sible to allow other researchers to access the dashboard via application programming
interfaces (APIs) when they want to conduct their own research.

The Two-Way Communication Between Farmers and Organizations. In our plat-
form the farmer is the main entity and the agencies will be able to access the farmer’s
data as long as it is allowed by the farmer. Depending on the nature of their relationship,
the agency for example can give recommendations (in case of a consultant) or send
reminders (in case of a public agency). The agency will have another version of the
dashboard that is suitable for its purposes. Figure 2 shows the different levels of possible
users of the dashboard and their motivations to use it.

Fig. 2. The possible users of the dashboard and their possible motivations to use it.

The Input from Farmers. Although we mostly use static data, which is the data avail-
able in national inventories, one of the major steppingstones for future-work for our
research can be the collection of data on a farm level. The classification of crop plan-
tations from Sentinel imagery is possible thanks to computer vision algorithms [4],
however the farmers still need to report the crop plantations to the agencies in Luxem-
bourg. They are also required to fill out additional forms, such as grazing calendars,
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which would allow them to get subsidies. Our tool may allow seamless data-entry for
the farmers. Apart from already required and usual data requests from agencies, farmers
can choose to enter the real cost and production data to visualize and assess the business
from the financial point-of-view. This can even be achieved utilizing the machinery or
sensors around the farm, such as milking or feeding robots, wherever and whenever
available. All these elements would result in a simplification of farmers’ tasks and a fast
reusability of up-to-date data.

The Fertilizer Usage and Nitrate Vulnerability. Most farmers are already aware of
the nitrogen limits within and along the surroundings of their farms, however with the
dashboard it is possible to show the nitrogen constraints on a map based on water body
proximity. This information can help them stay below the imposed limits, thus qualifying
to get subsidies. There are several subsidy programs in Luxembourg that are based on
nitrogen constraints and the imposed thresholds change according to the proximity to
ecological protection zones. Based on the provided algorithm for nitrogen excretion
from livestock and fertilizer usage for crops, the farmers can see the already released
and projected fertilizer input to the soil for a given period. It will also be possible to
recommend optimum organic and inorganic fertilizer levels for each type of crop once
the soil properties map is incorporated into the model.

The Weather and Climate Forecasts. This information is important for extensive
farms, where the farmers let their animals graze outside, depending on the weather
conditions. These forecasts can be combined with several other pieces of information
such as current levels of soil moisture, grass height, barn temperature and air-quality.
Some of these can be made available on the dashboard for the farms where required
sensors are available. Figure 3 (left) shows the visualization of the weather forecast in
the dashboard for a random commune.

Since the calculation of the revenues and the environmental impacts is based on an
ABM, the mutual interactions of the agents are taken into account, as explained in [5].

Fig. 3. (Left) The weather information for the farm’s location. (Right) The connections of Farmer
A (FA).
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Figure 3 (right) shows the visualization of the connection of a given farmer to the other
agents in the network.

The Overview of Simulation Environment. The farmer agents act on the same fields
throughout the simulations. This means that the farm and field boundaries do not change.
The geospatial data that includes those boundaries is stored in a PostGIS database. It
is read by GeoAlchemy2, Python object relational mapping (ORM) library for spatial
databases, and then visualized with Folium, another Python library to create interactive
maps. The users can interact with the map to see the crops planted and harvested in
a given field throughout the simulation. Figure 4 shows a screenshot of the dashboard
window where a selected farm and the life cycle impact assessment (LCIA) scores related
to it can be visualized. Currently we are using the ReCiPe LCIA method [18] to calculate
the impact scores, but any other existing method can be easily used in future updates of
the tool. On the left-hand side of the figure one can see that each single field belonging
to the farm (i.e., each polygon for which information is known at the cadaster level) is
visualized.

Fig. 4. (Left) The fields that belong to one farm. The user can interact with the map to visualize the
field attributes. (Right) Life-cycle impact scores for a given farm in the span of 10 years (chosen
as time horizon of the simulation to obtain pre-calculated results).

Holdings’ Financial Balances. The 2D charts that show the monthly and yearly
finances of each farm holding allow users to see the seasonal trends in every cost and
revenue category. Every time a scenario is simulated with the ABM, this has implications
on different categories. Lower production does not necessarily mean less profit for the
farmers, due to reduced costs and, in some scenarios, the increase of certain subsidies
from the government. After each simulation run, the value of each cost and revenue item
is stored in CSV files. Then they are curated using the Python data frame library Pandas
and visualized using Charts.js. In a future version of the dashboard, we plan to visualize
the results of sensitivity analysis on input variables, such as the amount of subsidy given
for a particular activity.
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Life-Cycle Impact Assessment (LCIA) of Each Holding. The agricultural activities
generate impacts that have short- and long-term effects on the environment that must be
monitored carefully by every stakeholder in the sector if an emission reduction strategy
is put in place. LCIA allows to quantify these impacts and take necessary actions to
mitigate the emissions that are the reasons behind them. In our model, the Brightway21

LCA library is used. It was created to enable modelling functionalities that can go beyond
traditional LCA software. In particular, using Brightway2 it is possible to seamlessly
connect LCA calculations with other simulation engines (in this case the ABM). With
Brigthway2 the so-called life cycle inventory (LCI) background data that reside in a
LCI database can be recalled automatically and used (together with the foreground
data that contains the crop and animal outputs) to calculate the LCIA scores during the
simulations. Brightway2 is integrated in the dashboard, in a way that the users can select
the impact assessment method they want to adopt for impacts calculations and the impact
categories they want to monitor.

The Network of Agents. One of the crucial mechanisms in agent-based modelling is
the interaction and information exchange between the agents. In our model, classes of
agents were first created according to their risk aversion orientation and their geograph-
ical position, as described in [5]. The farmer agents that belong to the same risk aversion
class or the ones who are geographical neighbors of one another are considered as con-
nected in a network analysis sense. Each farmer and its connections are shown in a way
that their attributes evolve over time (for instance age) and due to information exchange
(e.g., environmental awareness).

Assessment of Finances and LCIs at Country-Level. Since each farmer agent acts
upon the land belonging to its single farmland, this latter is the reference spatial unit we
can assess in terms of economic value and environmental impact generated. However,

Fig. 5. The graph showing the trend of the net revenue of the farm over ten simulated years.

1 https://brightway.dev/.

https://brightway.dev/
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the policymakers have the interest to make assessments at regional level. Therefore, the
dashboard allows to show the aggregated result scores as a drill-down weighted treemap
with three levels, i.e., farm, commune and canton. The users can choose to visualize
the farm outputs, revenues, costs or impact scores. Figure 5 shows a screenshot of the
window used to visualize the net revenue of the farm over ten years as resulting from a
pre-simulated scenario.

3 Case study: Farmland Revenue Generation and Impact
Assessment

The dashboard prototype was used to visualize the results of a scenario which has the
objective of reducing stocking rates (i.e., the density of animals per ha) throughout
Luxembourgish farms. The scenario was simulated for a time span of 10 years with time
steps of one month. The simulations are repeated 50 times and the results are averaged
to consider the intrinsic variability induced by the random choice of certain parameters
(such as behavioral attributes of a farmer, the allocation of fields of a farm, seeding and
harvesting months of crops, etc.). The objective in this case study was to observe the
change in the herd structure of the farms over time, and its simultaneous impact not just
on the farm finances, but also on the environment. Reducing the stocking rates can help
the agricultural sector to mitigate its greenhouse gas emissions. A reduction on stocking
rate would be certainly pushed by a reduction of meat and dairy products’ consumption
coming from consumers due to change of their dietary habits. Less animals would
mean less direct costs (like feed imports), as well as an improved soil quality. Within
this context, certain subsidies are set for different levels of nitrogen input reduction in
Luxembourg. At every year n of a simulation, an agent checks the nitrogen emissions
into the soil caused by the herd at year n-1. If the objective level that was set based on
the livestock unit area is exceed, then the agent chooses to get rid of the less efficient
animals from the herd. Once this decision has been taken, the production of current
year n is calculated and the corresponding revenue generation, as well as the emissions,
are recorded. Afterwards, the selected animals are sent away from the herd (sold or
slaughtered).

The emissions tab on the sidebar allows to see the evolution of the emissions through-
out the simulation. If a farmer is logged in, the historical and simulated emissions are
shown on the emissions tab; when the user is connected using administrative credentials,
the country or regional level emissions are made available. In addition to monitoring
the levels for whole country, we also use weighted treemaps [6], along with real maps
of subregions, to see the impacts in more detail. In Fig. 6 (Right), impacts on human
health (expressed in the unity DALY, which stands for disability adjusted life years [7])
generated by emissions due to crop and cattle farming are given per each canton of
the country. The same representation is provided also as a treemap (Fig. 6 Left). The
weighted treemap algorithm allows to represent the original polygons as rectangles,
while respecting their boundary and topological relationships. As expected, the agri-
cultural practices cause more emissions in northern Luxembourg than in the southern
part of the country, since most farms are located in that region. The dashboard also
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includes the drill-down version of the weighted treemap, where the users can look at
the treemap that is built based on a selected variable (i.e., size, production, number of
livestock, impact score, revenue) in cantons’ view at the highest level. By clicking on
any canton, one can visualize the communes in that canton in a similar fashion. Finally,
the farms in a selected commune can be visualized in the lowest level of the drill-down
treemap. Figure 7 shows an example of drill-down treemap, that is built using the size of
each region (canton, commune or farm). In this example, the user clicks on the canton
of Esch-sur-Alzette canton and then on the commune of Pétange, to display the farms
present in that area.

Fig. 6. Left: the weighted treemap that shows the average human health impact over 10 years
of simulation and 50 different iterations. Right: the same information visualized as a traditional
geographical map.

Fig. 7. The drill-down treemap implementation of geographical boundaries of Luxembourg.
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4 Discussion and Conclusion

The paper presents the first prototype of a web-based dashboard that can be used to assess
the economic and ecological impacts of land transformation. The direct economic value
of the land patches used as cropland or pasture (i.e., the net revenue for the farmer,
without considering the cost of environmental externalities) is pre-calculated using a
hybrid ABM-LCA model that mimics the evolution of the Luxembourgish farming
system under management scenarios that can be designed upstream. The hybrid model
is also used to calculate the environmental impacts of each management scenario (which
are then allocated to the single patches) using LCIA indicators [18].

Looking also at future further developments of our dashboard, one important obser-
vation we can already make is that land is not only a source of food and material
resources for humans (the so-called provisioning ecosystem services); it is also a source
of regulating and cultural ecosystem services [8]. Among the regulating services, natu-
ral, semi-natural and agricultural land support the maintenance of nursery populations
and habitats on which plants and animal species depend. Anthropic land transformation
(land use conversions) could harm ecosystem functions (e.g., ecological connectivity)
that influence habitat maintenance. For example, the transformation of certain patches
of land that are in strategic positions for species movement or the creation of human
artifacts (e.g., agricultural fences, roads), beyond direct habitat loss, could result in a loss
of ecological connectivity which also ends up influencing species survival negatively
[9]. To assess the impacts in terms of habitat loss and ecological connectivity, indicators
and tools such as landscape metrics, connectivity indices and ecological connectivity
models have been developed. They are based on different approaches, spanning from
least-cost path analysis [10], to circuit theory [11], matrix theory [12], agent-based or
individual-based modelling [13], network analysis [14] and other techniques. A wider
overview on ecological connectivity approaches and models can be found in [15].

Given the importance of these ecological functions of land, the next step we plan
for the dashboard is the addition of a further geospatial layer that represents the value
of each land patch in terms of their contribution to habitat maintenance. For example,
as proposed in [16], using as input data species distribution models of Luxembourg
developed in [17], ecological connectivity analysis can be easily developed, informing
on referred routes of movement of certain species (e.g., endangered or protected ones).
In this way the relevance of specific land patches to enhance ecological connectivity
of species populations can be evaluated. As another alternative, a combined use of
connectivity indices such as the Integral Index of Connectivity (IIC), the Betweenness
Centrality (BC) and the Probability of Connectivity (PC), could be considered to estimate
the patches with the highest value for ecological connectivity (also applied in [16]). If
these key patches are close to protected areas and are currently used as cropland, the
dashboard could be used to calculate the net revenue that the farmers can associate to
those patches and therefore determine a value of a fair compensation that they should
be granted if they are requested to hand over the ownership of those patches to the
public administration that can then convert them into protected areas. We will therefore
integrate the calculation of the value of each land patch from the habitat connectivity
point of view, using landscape metrics and connectivity indices (for examples using tools
such as Conefor [19] or Fragstats [20]). This will allow the identification of the most
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important patches that can then be selected as priority (key patches) to inform ecological
planning or the definition of biodiversity action plans. When these key patches fall within
existing farms (where they are used either as cropland or as pasture) the dashboard will
then allow also to determine the expected monetary compensation that the farmers who
own these patches should receive for the production capacity loss they would incur to
reduce the pressure on the land (i.e., have a less intensive cultivation), if these patches
become part of an environmental stewardship program to protect biodiversity and are
therefore converted into protected areas.

Apart from technical perspectives and objectives of this tool, it is worth noting
that the development procedure should be integrated with users’ feedback along all the
stages. That means working with agencies and farmers who understand the necessities of
digitalization in agriculture and provide valuable feedback. Understanding the needs of
farmers from different ages and whose farms differ in size helps building a helpful tool
that reflects the characteristics of the farm system of the given territory. Moreover, the
agencies that would be using this tool may decide on what to emphasize or communicate
strongly to the farmers via this tool during the development phase which would possibly
increase their motivation.
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Abstract. Traceability of round wood from the forest to the industry is
a crucial issue to secure sustainable material usage as well as to optimize
and control processes over the whole supply chain. There are previous
works on individual wood log tracing but there is no systematic and com-
plete technology to track individual logs from the forest to the industry.
In this work we analyze if it is beneficial to employ hyperspectral image
data from log ends instead of image data from standard RGB cameras.

First, we compare the hyperspectral log image data across the spec-
tral range using various well known image descriptors. In that way we
analyze differences in the image data across the spectral range and find
out which spectral ranges are best suited for log tracking. In a further
step we present a novel approach to combine information across different
spectra in order to gain valuable additional information on the annual
ring pattern, the most important feature for log tracking.

We will show that there are clear differences of the log images at differ-
ent spectra and that our proposed approach to combine the information
of log images at different spectra provides a clearly better visibility of
the annual ring pattern than single spectral images and also common
RGB images.

Keywords: Roundwood tracking · Hyperspectral imaging

1 Introduction

Traceability of roundwood from the forest to further processing companies is a
recent topic of research, as customers are getting more interested in the origin
of their products. This led to certificates like the one of the Forest Stewardship
Council [9] or the program for the Endorsement of Forest Certification [14] that
are documenting the sustainable production of wood. Even more legal actions
and agreements like the European timber regulation EUTR No. 995 2010 [7]
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were developed. This was done to claim disclosure of the provenance of timber
and timber products that are placed on the European market in order to stop
illegal deforestation and trading of timber.

This topic is in the view of recent research all over the world and even sci-
entific hackathons are organized (e.g. the Evergreen innovation camp 2019 in
Vienna [8]) to solve the question of traceability of wood from the forest to the
related industry. Common methods for log tracing are the application of barcodes
and the usage of radio frequency identification (RFID) transponders (e.g. [22]
or [1]). However, these tracking systems are only used for relatively high priced
lumber up to now since they require physical markings of each tree which is
expensive. An alternative to physical marking is to use biometric characteristics
from log images to recognize each individual log as shown in [17,19–21,23,24].
The usage of log image characteristics for tracking logs is not a new idea. E.g.
in [5] and [6], surface properties of wood logs were used for identification.

Hyperspectral images contain not only the visible spectra, but depending on
the technology also parts of the ultraviolet (UV)-spectra and near infrared (NIR)
spectra. Hence, this imaging technology has good chances to improve wood log
tracking compared to common RGB images. The usage of hyperspectral imaging
technologies ranges from large scale imaging down to lab scale sensors used in
food safety, pharmaceutical applications forensic etc. (examples are shown in [2]
or [15]) and therefore is very common in use. Hyperspectral images have already
been employed to determine the transition between juvenile and mature wood
[16] and to predict the moisture content of wood [4]. In [18], hyperspectral log
images were analyzed for the use of log tracking. Using an approach developed
for fingerprint tracking based on Gabor filters, hyperspectral images of logs at
different spectra were compared in order to find out which spectra contain the
same or different information than other spectra. This knowledge can be used
to reduce the technical efforts and expenses for the collection of log image data
and to improve image acquisition.

So, in [18] one concrete method was employed to compare the images at dif-
ferent spectra. In this work we employ several well known methods, all analyzing
different image properties, to compare log images at different spectra. In that
way we aim to find out what are the specific differences of images at different
spectra.

The annual ring pattern is arguably the most important feature for log track-
ing using log end images, since it provides information about the shape of the
tree cross section over the entire lifespan of the tree (the annual rings) and also
the growth of the tree per year (annual ring thickness). Other features like wood
coloration, knots and the saw cut pattern that are visible in the log cross section
may totally change if a log is capped. Therefore, we run experiments to compare
the visibility of the annual ring pattern between spectral log images and common
RGB log images to find out if hyperspectral images are really better suited for
log tracking than common RGB images.

So far no attempt has been made to combine information on log images across
different spectra. In this work, we propose an approach to construct a new log
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(a) Scanning
system

(b) Wood disc storage (c) Hyperspectral cube
cropping

Fig. 1. The sensor system shows the line scanner which was mounted on a metal frame
and the slice is moved perpendicular to the scanned line manually. The stored samples
were closed airtight to avoid surface changes. Each hyperspectral cube was cropped to
reduce the massive amount of data.

image by combining the information on the annual ring pattern from images of
the same log at different spectra.

2 Materials

2.1 Wood Samples

Initially, 100 different Norway (Picea Abies) spruce logs (4.5 m length) were
collected. For the experiments in this paper, a wood disc was cut from the lower
end of each log. The outside of each disc was sanded to reduce the influence of
manual chainsaw cuts at scanning. To avoid surface cracks due to wood shrinkage
and discoloration due to oxidation processes, the slices were packed individually
in plastic bags during transport and intermediate storage.

2.2 Scanning System

The samples were scanned using a FX17 multispectral line scanner, which pro-
vides scans between 990 nm to 1665 nm with a bandwidth of approx. 3 nm. The
Specim FX17 uses mainly parts of the NIR spectra. For the scanning setup a
resolution of 640× 640 pixel was chosen. The scanning system is shown in Fig. 1.
Halogen light was used for lighting. Each disc was pushed through the system
by hand and the speed was synchronized with a trigger. The hyperspectral data,
i.e. the translation from line scanning data to a hyperspectral cube, was per-
formed by the acquisition software Perception Studio. For each hyperspectral
cube the grayscale images (PNG) for each band were extracted and show the
cross section (CS) of the disc. This results in 196 images per wood disc. This con-
version enables to apply standard image processing algorithms. From 13 discs,
image data was lost during acquisition and so hyperspectral data is only available
from 87 discs. Unfortunately, the obtained spectral images from the FX17 scan-
ner are a bit squeezed in height. This can be observed by comparing the spectral
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(a) 995nm (b) 1111nm (c) 1300nm (d) 1450nm (e) 1665nm

Fig. 2. Images of the same disc at different spectra.

(a) Original image (b) Preprocessed Image

Fig. 3. An example of an original image and its segmented, quadratic output after
preprocessing the image.

images with the RGB image of the same log in Fig. 6. We assume that this is
caused by the acquisition software and an inaccurate trigger synchronization.

Exemplar images of one log at 5 different spectra are shown in Fig. 2. As
we can observe, the images at different spectra have clearly different brightness
distributions and also the contrast is different. The spectral image at 1111 nm
is clearly the brightest and the image at 1450 nm is clearly the darkest one,
so there is no constant change in one direction regarding the brightness of the
images along the spectral range.

Additionally, RGB images were taken from all 100 discs using a Canon 70D
camera. The camera has been fixed so that the images were all taken under the
same viewpoint and the same scale. In our experiments to compare RGB and
spectral image data, we employ one RGB image from each of the 87 discs for
which hyperspectral data is available. An example of an RGB image together
with examples of spectral images from the same disc can be observed in Fig. 6.

2.3 Image Segmentation

The spectral images are rather easy to segment since they have a nearly black
background outside of the CS. Like in a previous publication on log tracing [24],
we apply the active contour method [3] for the segmentation of the log images.
The image is reduced to the smallest possible box shaped size so that the log is
still fully included in the image and those parts of the image that have been found
to be part of the background are set to black. To be able to extract information
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from the images using a variety of different feature extraction methods and to
be able to compare the extracted features of different images, we decided to
turn the box shaped segmented images into squares of equal size for all log
images. This is done by making the images quadratic by padding the images
with black background on the smaller side of the box shaped image so that the
log is centered in the now quadratic image. Then a five pixel thick black border
is added on each side of the image and the images are resized to the size of
352×352. In Fig. 3 we can see an example of an original image and its quadratic
segmented output. All experiments are applied to these preprocessed images.

The 87 RGB images are processed in the same way as the spectral images
with the only difference that the segmentation is applied using CNNs (see [23]).

3 Methods

3.1 Differences of Spectral Images Along the Spectral Range

In this work we employ various feature extraction methods that analyze different
features of the spectral images along the spectral range. We employ image his-
tograms that analyze the brightness distribution of the images, features extracted
by CNNs, an LBP method that basically compares the brightness between pixels
and their neighbored pixels, and the Gabor wavelet transform, that analyzes the
frequency distribution of images along different directions. For all these meth-
ods, feature vectors are computed for each image of a log end along the spectral
range. Distances between feature vectors of a log at different spectra are com-
puted using the Euclidean distance.

Additionally to the feature extraction methods we compute the average pixel
difference between images at different spectra. We further denote this method
as ‘Image Difference’ or ‘ImDiff’. Furthermore, we apply the edge metric LEG
that analyzes changes in the edge information between images.

Image Histogram: Histograms of the images are build where the number of
pixels for each pixels brightness value between 0 and 255 is counted. So the
resulting histogram of an image has 256 bins.

CNN Transfer Learning: For CNN feature extraction, we use a DenseNet161
[11] convolutional neural network (CNN) that has been trained on the ImageNet
database. As features we extract the CNN activations of an intermediate layer
by simply removing the final layer of the CNN. The log images are normalized
and resized to the size of 224 × 224 and then fed to the CNN resulting in 2208
dimensional feature vectors.

LBP: Based on a grayscale image, the LBP operator generates a binary sequence
for each pixel by thresholding the neighbors of the pixel by the center pixel value.
The binary sequences are then treated as numbers (i.e. the LBP numbers). Once
all LBP numbers for an image are computed, a histogram based on these numbers
is generated and used as feature vector. We employ the multiscale block binary
patterns (MB-LBP) operator [13] with three different block sizes (3,9,15). The
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uniform LBP histograms of the 3 scales (block sizes) are concatenated resulting
in a feature vector with 3 × 59 = 177 features per image.

Gabor Wavelets: The Gabor Wavelets transform (GWT) [12] is a multi-scale
and multi-orientation wavelet transform that decomposes an image in subbands
that contain information at different frequency bands (scales) and orientations of
an image. The GWT is applied using 3 decomposition levels and 6 orientations.
The feature vector of an image consists of the statistical features mean and
standard deviation of the absolute values of the subband coefficients from each
of the 18 (3× 6) subbands.

Local Edge Gradients (LEG) The LEG [10] analyses changes in the edge
information between two images. LEG combines the edge change, based on the
local binary pattern concept, and the edge gradient change. The edge change
is calculated in the low frequency band and the gradient change in the high
frequency band of a wavelet decomposition of the images. The LEG is a quality
metric, a high metric score reflects a high similarity between two images, with a
normalized score in [0, 1].

3.2 Combination of Spectral Images

The most important feature to trace logs is the annual ring pattern. In [24], a
filtering approach was proposed for log end images that highlights the annual
ring pattern and widely ignores all other features of the image. Using this filtering
approach as preprocessing for a CNN-based log recognition clearly improved the
results for the difficult scenario of log tracing from the forest to the sawmill using
image data acquired from totally different sources (see [24]). The images were
first recorded using a Canon 70D camera (the RGB data that is also used in this
work) and later at the sawmill using a CT scanner.

The advantage of the filtering approach is that the filter response images offer
a very good visibility of the annual ring pattern but mostly ignore features that
are problematic for wood log tracing like knots that either completely change or
even disappear or reappear in the log cross section after the log is capped, which
is regularly done at sawmills before processing the log.

The filtering approach [24] is applied using directional Gaussian 2D filters at
8 different directions (0◦, 22.5◦, 45◦, . . . 157.5◦). The filters are shown in Fig. 4 on
the left side. To specifically highlight the annual ring pattern, the direction of the
filters has to be similar to the direction of the annual year rings at each position
of the log. This is ensured by subdividing the log into 16 different sectors, where
each sector covers the part of the log within a range of 22.5◦ using the pith as
center point. Then each sector is filtered separately with the filter that has the
same direction as the annual year rings in the respective sector (see Fig. 4, right
side). To ensure that mainly filter responses of the annual ring pattern remain,
all filter response values that are smaller than zero are set to zero. For a better
visibility of the annual ring pattern, the brightness values are normalized so that
the maximum brightness value of a filter response image is 255 and the minimum
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Fig. 4. Division of the log in 16 sectors and the associated filters for each sector.

is 0, followed by the application of adaptive histogram equalization. For more
details on the filtering process see [24]. In Fig. 6 (a–c), we can observe spectral
images (top row) and their corresponding filter responses (middle row).

A further advantage of the filter response images compared to the original
spectral images is that the information on the annual ring pattern of a log
across different spectra can be combined in a simple way. Our proposed approach
constructs an image from the filter response images of the 196 spectral images
of a log by taking the maximum pixel brightness value across the 196 filter
responses at each pixel position.

This is possible because the log cross section is always positioned exactly
the same for the 196 spectral images of one log. We denote this approach as
Maximum Filter approach (MF). Some of the annual rings are only clearly visible
under certain spectra and by taking the maximum filter response of all images
along the spectral range for each pixel position separately, we aim to gain the
best possible visibility of the annual ring pattern for the MF image among the
spectral images at each position of the log. In Fig. 6 (d) in the middle row we
show an example of an MF image along with three of the 196 spectral images
(Fig. 6 (a–c)) from which it was constructed.

Now we need a way to be able to quantify the visibility of the annual ring pat-
tern and to compare it between the spectral images, MF images and RGB images.
For this, we first binarize the filter response images and the MF image using
adaptive thresholding by calculating locally adaptive image thresholds which
are chosen using local first-order image statistics around each pixel (using the
Matlab function “imbinarize (I, ‘adaptive’)”). Then, skeletonization is applied to
the binarized filter response images. To remove noise and components that are
too small to properly indicate the annual rings, all connected components that
have less than 20 pixels are removed from the skeletonized images. Examples of
skeletonized filter response images can be seen in Fig. 6 in the bottom row. Now
by counting the white pixels in the skeletonized images (which indicate annual
rings), we get an estimation of the visibility of the annual ring pattern in the
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filter response images and the original images itself. The higher the number of
white pixels, the better the visibility of the annual ring pattern.

4 Experimental Setup

Since we are mainly interested in the general differences between log images
at different spectra and not in the differences for specific logs, we average the
outcomes of the employed methods from Sect. 3.1, that are applied to each log
separately, over all 87 logs.

In case of the methods extracting feature vectors (Image Histogram, CNN,
LBP and Gabor Wavelets) we compute the Euclidean distances between the
feature vectors of all 196 spectral images from each log separately. For LEG, we
compute distances d by inverting the metric scores s between the 196 images
per log (d = |1 − s|). Hence, for each of the methods we get a distance matrix
of 196 × 196 for each of the 87 logs. Then each of the 87 distance matrices is
normalized separately by dividing all its entries by the highest occurring distance
in the matrix so that the values in each matrix are exactly between 0 and 1.
Finally, the 87 normalized distance matrices are averaged by taking the average
value over the 87 different distance values for each position in the matrices, so
that we gain the average distances between the images at different spectra over
the 87 logs in the form of a 196 × 196 distance matrix for each of the methods.

For the method Image Difference we proceed similar, but here we are more
interested in the absolute values of the differences between images and hence
we do not normalize the differences for each log. Also here we get a 196 × 196
matrix that shows the differences between the images per log that is averaged
over the 87 logs.

The two methods ‘Image Difference’ and ‘Image histogram’ are not only
applied to the original spectral images but also to images that are normalized
with regard to the average pixel brightness and the image contrast. Once again,
the normalization is applied separately for the images of different logs, First,
the mean and the standard deviation are computed for each spectral image
of a log, then the average over the 196 means (M) and standard deviations
(SD) is computed per log. Finally, each spectral image I of a log is normalized
by setting the standard deviation of the image to SD (I = I × SD/std(I))
followed by setting the mean value to M (I = I + M − mean(I)). In that way,
the normalized spectral images of one log all have the same mean brightness
and at least similar contrast. So, by additionally applying the two methods to
the normaized images, we can analyze the differences of log images at different
spectra apart from the two factors average image brightness and contrast.

5 Results

In Fig. 5 (a, b) we present the results of the method Image Difference, where
the mean pixel difference between images at different spectra is averaged over
the 87 logs. We can observe that the differences between the normalized spectral
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(a) ImDiff Orig. (b) ImDiff Norm. (c) Hist. Orig. (d) Hist. Norm.

(e) CNN (f) LBP (g) Gabor (h) LEG

Fig. 5. Heatmaps showing the differences (a–b) and distances (c–h) between spectral
images in the range of 990–1665, averaged over the 87 logs. The Image Difference
method (a, b) and the Image Histogram method (c, d) show the differences respectively
distances for original and normalized images. (e), (f), (g) and (h) show the distances
for the methods CNN, LBP, Gabor Wavelets respectively LEG.

images are about 4 times lower than the differences of the original image for
all comparisons between images at different spectra. So, alone the normalization
of the images eliminates about 3 quarters of the differences between images at
different spectra. Generally, the differences between images at spectra between
990 nm and about 1350 nm are rather small and the same applies for images at
spectra between about 1400 and 1665 nm. The highest differences are between
images in the spectral range of 990–1150 nm and images in the spectral range of
about 1400–1600 nm.

In Fig. 5 (c–h) we compare the distances between images at different spectra
using 5 different methods. We can observe that for the Image Histogram method
(Fig. 5 (c) and (d)), which shows the distribution of the brightness values in an
image, the distances between images are quite different for original and normal-
ized images. In case of the original images, the distances between different spectra
behave similar as for the Image Difference method, but with bigger differences
between images in the spectral range of 990–1150 nm and images in the spectral
range of 1150–1350 nm. The distances between the normalized images at differ-
ent spectra are totally different. Here, the distances are quite low between images
in the spectral range of 990–1350 nm. For nearly all other comparisons of images
at different spectra, the distances are high, even for rather small differences in
the spectrum (>30–50 nm difference).

For the LBP method, which basically compares the brightness between pixels
and their neighbored pixels, the distances are different than for the results of the
previously analyzed methods. Here, the distances between images at the wide
spectrum from about 1150–1665 nm are rather low. The highest difference occur
between images in the spectrum of 990–1130 and images at spectra higher than
1400 nm. The distances between the CNN features are similar to those of the
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(a) 995nm (b) 1300nm (c) 1665nm (d) MF (e) RGB

Fig. 6. Original images (top row), filter response images (middle row) and skeletonized
filter responses (bottom row) of images from the same log. The three columns on
the left side (a–c) show spectral images at different spectra and their filter responses
and skeletonization. The fourth column (d) shows the output of the Maximum Filter
approach and its skeletonization. The right column (e) shows an RGB image and its
filter response and skeletonization.

LBP approach and the Image Histogram method using the original images, kind
of a mixture between the distances of the two methods.

The distances between images using Gabor Wavelets, which analyzes the
frequency distribution of images along different directions, are quite similar in
behaviour as for the Image Difference method.

The distances between images using LEG, which compares the edge infor-
mation between images, are kind of similar to the results of the methods Image
Histogram with the original images and CNN. Also the results in [18] on the
differences between spectral log images from the FX17 scanner were similar to
the outcomes of these three methods.

Summed up, the different methods produce different results regarding the
difference of log images at different spectra, but the results of the methods
are kind of similar with the exception of the method Image Histogram using
normalized images. For all methods there are low distances between spectral
images in the spectrum of 990–1150 nm and for all methods except the Image
Histogram using normalized images, the same applies to images in the spectrum
of about 1150–1370 nm and images in the spektrum of about 1380–1655.
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Fig. 7. The percentage of white pixels in the skeletonized filter responses in the cross
section (CS) area averaged over all 87 logs. This performance measure indicates the
visibility of the annual ring pattern and is shown for the spectral images along the
spectral range as well as for the combination of spectral images (MF) and for RGB
images.

In Fig. 6 we show five different images from the same log (three examples
of spectral images at different spectra, the combined filter response MF and an
RGB image) together with their filter response images and their skeletonization
of the filter responses. When comparing the filter response images (middle row
in Fig. 6) with each other, we can observe that the combined filter response
image (MF) offers a better visibility of the annual ring pattern than the filter
responses of images from only a single spectral image. The same can be observed
for the images showing the skeletonization of the filter responses (bottom row in
Fig. 6). For the shown skeletonized images, the number of white pixels indicating
an annual ring is 9932 for the spectral image at 995 nm, 9921 for the spectral
image at 1300 nm, 10528 for the spectral image at 1665 nm and 11052 for MF.
However, the skeletonization of the RGB image even outperforms MF with 12048
pixels. However, as can be clearly observed in Fig. 6, the cross section area of the
log in the RGB image is clearly bigger than the cross section area of the spectral
images. This is because the spectral images were squeezed in height during the
image acquisition process (see Sect. 2.2) and hence their cross section areas are
smaller in the square images. So that comparison is clearly not fair. A much
fairer approach is to compare the percentage of white pixels in the cross section
area of the log (dividing the number of white pixels by the total number of pixels
in the log cross section multiplied by 100). Using this fair comparison, 15.13%
of the cross section area are white pixels indicating annual ring pattern for the
MF image compared to 13.78% for the RGB image, whose cross section area
is about 1.197 times bigger than the cross section area of the spectral images
shown in Fig. 6. So, the visibility of the annual ring pattern is actually better
for the MF image than for the RGB image for the exemplar images of one log
shown in Fig. 6.
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In Fig. 7 we present the percentage of white pixels from the skeletonized
filter responses in the cross section area. This percentage is computed for each log
seperately and then the outcomes are averaged over the 87 logs. This performance
measure indicates the visibility of the annual ring pattern of the log images and
is presented for each of the 196 spectral images along the spectral range as well
as for the MF and RGB images. Here we can clearly observe that MF offers a
better visibility of the annual ring pattern than single spectral images. When we
compare the spectral images with the RGB images, we can see that the spectral
images only show a better visibility of the annual ring pattern in the range of
about 1390 nm–1490 nm. MF images offer a clearly better visibility of the annual
ring pattern than the filtered RGB images.

6 Conclusion

In this work we analyzed hyperspectral log images with respect to their applica-
tion on wood log tracking. First we applied experiments to find the differences
between the images at different spectra (990–1665 nm). We showed that for most
or even all methods there are only small differences between spectral images in
the spectral ranges of 990–1150 nm, 1150–1370 nm and 1380–1655 nm. The high-
est differences occurred between images in the spectral range of 990–1150 nm
and images in the spectral range of 1400–1600 nm. Second, we combined the
images across the spectral range in order to maximize the image information.
This was done using the proposed method MF, which combines filter response
images that highlight the annual ring patter. We showed that MF offers a clearly
better visibility of the annual ring pattern than single spectral images. Third, we
compared the visibility of the annual ring pattern, the most important feature
for log tracking, between spectral images and RGB images. We showed that only
spectral images in the spectral range of about 1390 nm–1490 nm offer a better
visibility of the annual ring pattern than RGB images of the same logs. The
clearly best visibility of the annual ring pattern was achieved using MF.
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Abstract. Classification algorithms involve automatically categorising the
response functions recorded in any image, i.e., the light reflected and recorded
in the pixels by the sensors, as “virtual” representations of real-world objects
in classes. These algorithms are finding increasing use in Remote Sensing (RS)
applications and the scientific community is deeply engaged in investigating their
performance. The substantial increase in spatial resolution that has been intro-
duced through the onset of Unmanned Aerial Vehicle (UAV) platforms, even if
equipped with low-cost sensors, has made classes recognition perform well for
even the smallest scenario properties. Despite these advantages, it is emerged the
need to address their limitations and to analyse their impacts in the data post-
processing stages. It is necessary to validate the processing procedure so as to
fully define their comparability and, in some cases, their interchangeability with
other RS platforms. The aim of this research is to create a validated pixel-based
classification procedure that will subsequently result in an automated method that
is simple to apply, especially for end-users with limited knowledge of spatial data
processing. Supervised and unsupervised approaches to testing performance were
deemed more effective by adopting photogrammetric products based on UAV-
acquisitions. This has mainly been accomplished by using statistical classifiers
for Land Use/Land Cover (LULC) recognition based on several reflectance val-
ues across wavebands that compose an image and vegetation indexes in the visible
bands. For these tests, the processing chains concerning classifications with super-
vised Random Forest (RF) and unsupervised K-Means Clustering algorithms were
adopted.

Keywords: UAV · Vegetation extraction · Random forest · K-means · SNAP

1 Introduction

Several key developments achieved in the last decade show enormous potential in gen-
erating characterising information, in a radically new way, based merely on images and
their pixels [1]. Machine learning from these images essentially translates into automati-
cally categorising pixels based on their values and transforming them into a form of final
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component or group of objects in the raster [2]. In other words, classification involves
categorising the response functions recorded in the images, i.e., the light reflected from
the Earth’s surface and recorded in the pixels by the sensors, as “virtual” represen-
tations of real-world objects. Basic machine learning proposes a essentially different
methodology by relying on programmed algorithms to classify input image data into an
output map based on the statistical reflectance properties of their composite pixels. In the
enhanced conceptual viewpoint of machine learning, the data and the requested output
are delivered to a learning algorithm, called learner, which then generates the algorithm
that converts one into the other. In a more complex and developed stage, Deep Neural
Networks (DNNs) are composed of several layers between the input and output layers
that collectively characterize the correct mathematical manipulation that generates the
output from the input through a series of convolutions [3, 4].

These algorithms are finding increasing use in Remote Sensing (RS) applications
and the scientific community is deeply engaged in investigating their performance. Even
today, the variability and abundance of natural features represented as raster images and
the quite coarse resolution of satellite images yield a challenge to pattern recognition
algorithms. However, the significant increase in spatial resolution that has been led
through the operation of Unmanned Aerial Vehicle (UAV) platforms at much lower
altitudes, reducing the size of ground pixel projections by three orders of magnitude,
has made machine learning perform well for even the smallest scenario properties. Even
in the case of dynamic environments, i.e., subject to natural or anthropogenic change,
machine learning techniques have enhanced the identification of features of interest and
also tracked how they evolve over time [5].

In the case of feature detection from RS images, one of the key challenges is to agree
on the most appropriate approach to reliably recognise real-world objects from a large
number of pixels. So far, this has mainly been accomplished by using statistical classifiers
that distinguish features or Land Use/Land Cover (LULC) based on several reflectance
values across different wavebands that compose an image or by employing predefined
rule sets to classify logically segmented objects from an image [6–9]. A first distinction
is therefore made between pixel-based and object-based approaches to image analysis
[10]. In a further distinction, a supervised approach is found within which, given an input
image and a predefined training set of categories, a detection algorithm can identify all
instances of pixels and/or objects that fall into these categories in an image. Secondly,
quantitative classification methods applied to digital images include unsupervised pixel-
based clustering [11]. In general, unsupervised clustering is a useful first step in digital
image examination to reveal patterns and possible distinguishing features for purpose in
more structured classification methods. Supervised classification delivers higher over-
all classification accuracies, commonly never less than 55%. Obviously, variations in
flight altitude, illumination, shadows, partial constrictions, low sun angles and weather
variability will decrease image quality and thus both visual interpretation and digital
classifier performance [11].

The aim of this research is to test the performance of classification procedures that
could subsequently be translated into an automated and easy-to-apply method, especially
for end users with limited knowledge of spatial data processing and that is low cost in
terms of the tools required.
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Given the considerations discussed above, a pixel-based approach to testing per-
formance was deemed more effective by adopting photogrammetric products based on
UAV acquisitions.

In most cases, UAVs are supplied with cheap cameras able of acquiring only the
visible RGB bands. These consumer cameras often come up with the problem of not
being radiometrically calibrated [12, 13]. In order to offer RS data with a quantitative
value, it is crucial to calibrate them both geometrically and radiometrically [14].

Despite the advantages of using UAVs and low-cost cameras, it is also necessary
to address their limitations and to analyse their impacts in the data post-processing
stages [15]. It is necessary to validate the processing procedure so as to fully define their
comparability and, in some cases, their interchangeability with other RS platforms [16].

With a view to the democratisation of processes, accessible to end-users with a high
degree of comparability, interchangeability and repeatability, the results of pixel-based
classifications were tested and analysed. UAV-based orthomosaics in the radiometrically
calibrated visible bands and vegetation maps in the Triangular Greenness Index (TGI)
and Red–Green Ratio Index (IRG) were exported from QGIS software and uploaded to
the open-source Sentinel Application Platform (SNAP) developed by Brockmann Con-
sult, Skywatch, Sensar and CS and provided free of charge by ESA/ESRIN. In this way,
Saponaro et al. [17] examined the statistical comebacks regarding the performance of
vegetation indices in terms of separability between vegetated and non-vegetated areas.
The impact of the most significant indices in the application of pixel-based classifica-
tion algorithms was presented but a robust analysis between supervised and unsuper-
vised classification was not assessed by the authors. Starting from the results achieved
in [17], in this work the processing chains concerning classifications with supervised
Random Forest (RF) [18] and unsupervised K-Means Clustering [19] algorithms were
implemented.

At the end of each classification procedure, sets of test samples must be considered to
verify the accuracy and precision of the classification. Confusion matrices were extracted
from which the robustness and accuracy of the process can be deduced.

2 Methods

2.1 Focus Areas and Dataset Acquisition

Two study areas with different context were selected in order to demonstrate the ver-
satility and non-specificity of the processing chain and the results that can be obtained.
The areas were surveyed using different UAV sensors/cameras, using a different georef-
erencing strategy and at different Above Ground Level (AGL) altitudes, thus different
Ground Samples Distance (GSD) values. A preview of these areas is presented in Fig. 1.
In detail, in case study (a) an extra-urban environment of Grottole in the province of
Matera (Italy) was selected (Fig. 1a). In this scenario, high vegetation, bare ground and,
above all, a viaduct are visible. In the second case study, on the other hand, an aban-
doned archaeological area, called Punta Penna because of the promontory over the sea
on which it stands, in the city of Bari (Italy), was considered (Fig. 1b). Unlike the first
case, the presence of water is assessed in this scenario.
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Fig. 1. Case study: (a) an out-of-town viaduct in Grottole (MT), Italy, (b) an abandoned archae-
ological area in Bari (BA), Italy. The icon to the left of the reader identifies the north orientation
of the areas.

Table 1 highlights the assets and technologies used for each dataset.
For the first dataset, a Global Navigation Satellite System (GNSS) survey campaign

of 11 Ground Control Points (GCPs) was carried out, acquired in network Real-Time
Kinematic (nRTK) mode with an average accuracy of 2 cm along the three axes, in order
to accomplish an Indirect Georeferencing (IG) of the photogrammetric products. For
the second case study, a Direct Georeferencing (DG) was chosen, using image geo-tags
determined with a low-performance GNSS receiver (average accuracy of 3 m).

Table 1. Overview of surveyed scenarios adopted technologies and acquired datasets.

Case study (a) Case study (b)

Location Grottole (MT), Italy Bari (BA), Italy

Equipment DJI Mavic 2 Zoom
RGB f-4.386, Model FC2204

DJI Inspire 1 v.2
ZenMuse X3 RGB f-3.61, Model
FC350

Images 287 images (4000 × 3000 pix) 87 images (4000 × 3000 pix)

AGL/GSD 30 [m]/1.3 [cm/pix] 90 [m]/3.9 [cm/pix]

Georeferencing strategy IG with 11 GCPs in nRTK DG with low-cost GNSS receiver

The processing of the collected datasets was based on the workflow proposed in
[20–22]. The different parameterisations for each dataset were detailed in Saponaro
et al. [17]. Agisoft Metashape software (v.1.4.1, Agisoft LLC -St. Petersburg, Russia)
was used during the work on Intel(R) Core (TM) i7-3970X CPU 3.50 GHz hardware,
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with 16 GB of RAM and an NVIDIA GeForce GTX 650 graphics card to return the
photogrammetric products.

Four orthomosaics were exported for each scenario examined: beginning from the
highest resolution and then doubling, tripling, and quadrupling the former. Additional
down-sampling would not rationalize the use of UAV technology [23]. Specifically, the
Agisoft Metashape software made it possible to export the orthomosaics at the selected
resolution, resampling each time by bilinear interpolation (Table 2).

Table 2. Summary of spatial resolution down sampling in terms of GSD values performed at the
orthomosaics of the two scenarios under study

Case study (b) Case study (c)

Orthomosaic spatial resolution
{1} min.res
{2} min.res.x2
{3} min.res x3
{4} min.res.x4

{1} 0,017 [m/pix]
{2} 0,035 [m/pix]
{3} 0,052 [m/pix]
{4} 0,070 [m/pix]

{1} 0,036 [m/pix]
{2} 0,071 [m/pix]
{3} 0,107 [m/pix]
{4} 0,142 [m/pix]

The orthomosaics were imported into the open-source software QGIS (3.16.5 ‘Han-
nover’) [24]. Following the procedures adopted in [25], an Empirical Line Method (ELM)
was applied in order to produce a radiometric calibration of the orthomosaics. Several
vegetative indices in the visible bands were evaluated and their performance was analysed
in terms of their ability to distinguish between vegetative and non-vegetative classes.
As described in [17], the most effective vegetative indices in terms of performance were
Triangular Greenness Index (TGI) (Eq. 1) and Red–Green Ratio Index (IRG) (Eq. 2),
calculated as follows:

TGI = 0.5 ∗ [(λR − λB)(ρR − ρG) − (λR − λG)(ρR − ρB)] (1)

IRG = ρR − ρG (2)

2.2 Pixel-Based Classification

The scientific literature presents a multitude of classification methodologies and the
choice, in this research work, fell on pixel-based image analysis algorithms. Pixel-
based image classifications are based on the simple hypothesis that the spectral response
patterns of individual pixels and the textures linked with the classes of interest can be
statistically categorized into a suitable set of informative classes. In object-based image
analysis, in fact, the analyst is faced with an unavoidable challenge: the determination of
the segmentation parameters, in particular the segmentation scale, is often very complex
and, if not supported by certain expertise, is bypassed by a default parameterization or
passed in overparameterization [26, 27].

In view of the classification procedures’ automation, these algorithms can potentially
be improved by adding data from any NIR and/or Red-Edge bands to the simple RGB
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bands. In other cases, one could combine data from the digital orthomosaic with height
data from a DEM. In this research, however, information obtained from the calculation
of visible-band vegetation indices were tested. UAV-based orthomosaics in the radio-
metrically calibrated visible bands and vegetation maps in the TGI and IRG indices
were exported from QGIS software and uploaded to the open-source Sentinel Appli-
cation Platform (SNAP) developed by Brockmann Consult, Skywatch, Sensar and CS
and provided free of charge by ESA/ESRIN. SNAP provides several supervised and
unsupervised raster image classification algorithms. For this tests, the processing chains
concerning classifications with supervised Random Forest (RF) [18] and unsupervised
K-Means Clustering [19] algorithms were adopted.

Supervised Classification. A rapid and objective tool for feature selection is a deci-
sion tree, as it is a non-parametric statistical method that is not impacted by outliers
and correlations, can uncover interactions between variables and is also an outstand-
ing data reduction tool. In a decision tree, a set of data is consecutively subdivided
into increasingly homogeneous subsets until terminal nodes are established. However,
a single decision tree is not performance-adequate to undertake highly complex feature
classification and multi-class dimension prediction.

The Random Forest, on the other hand, is a tree-based machine learning algorithm
that utilizes the power of multiple decision trees to get predictions.

This decision trees classifier is really a pixel-based classification method that then
performs multi-stage classifications using a series of binary decisions to separate pixels
into different classes. Each decision divides the pixels of an image into two classes
on the basis of an expression. This large number of relatively unrelated decision trees
essentially acts as a committee to overcome the individual constituent models. Each
individual tree in the random forest makes a class prediction and so the class with the
most votes joins the model prediction. In all that, the low correlation among the models
is the key to the proficiency of the whole. In this sense, the trees safeguard each other
from their individual errors, assuming they are not all consistently in the same direction.
To ensure that RF works, the predictions and thereby the errors committed by individual
trees must have low correlations with each other.

In order to do so, however, the algorithm requires training areas to be plotted so
that there are real signals of the features being sought and so that models generated
using these features perform better than random hypotheses screened at some nodes.
In addition, the algorithm makes use of the Bootstrap aggregation method. In practice,
Decision trees are very responsive to the data they are trained on: small changes to the
training set can yield significantly different tree compositions. However, the random
forest capitalises on this advantage by allowing each individual tree to be randomly
sampled from the dataset with replacements, producing different trees. This process is
commonly known as bagging. This forces even greater variation between trees in the
model and eventually leads to less correlation between trees and greater diversity.

De Castro et al. [28] recommended that the Random Forest (RF) machine learn-
ing algorithm remained the best for classification automation, as it involves far fewer
classification parameters than similar machine learning techniques.

In general, these classification methods are entitled supervised because they employ
conventional polygons designed by an expert on the basis of ground truth identification.
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Precisely, the signature area or training area is created using an area of interest (AOI)
through which class signatures are collected and then applied as seeds for the extraction
of the signature used in the classification. It tends to be the case that more than one
training area will have to be considered for each class and then merged to overcome
inhomogeneities between the AOIs selected as sample data for the respective class.
This thus establishes the statistical basis for the software to recognise existing classes
in a raster file. The time invested in performing this step is then spent on training the
algorithm, i.e., calibrating it to work automatically in recognising the various features.

The automatic but supervised pixel-based classification method has a specific dis-
advantage regarding the time efficiency of the algorithm, as the time required for its
completion is strongly influenced by the separate polygons created and the spectral
thresholds of the bands and/or indices used, which in turn often depend on the noise
level in the UAV images.

Once all of the above QGIS products from the two scenarios and in the four spatial
resolutions have been imported into the SNAP software, the AOI collection was organised
in such a way as to consider it balanced by classes, following the recommendations of [29]
and [30]. Four types of classes were identified, labelled as asphalt, bare soil, vegetation,
and water. As a consequence of the low flight height, UAV images capture a relatively
small footprint on the ground, but the number of pixels in the image is comparatively
high due to the high resolution. Therefore, the analysis of UAV images is even more
powerful than that of conventional aerial and satellite images. Therefore, 10 AOIs per
class were plotted, attempting to collect within them the spectral variability and texture of
each class. The methodology used to create a training dataset for the automatic methods
guarantees that the training data always covers the same percentage of area for each
class, which assures the usability and robustness of the algorithm.

Unsupervised Classification. It is considered an iterative procedure with no need for
prior information [30]. In general, these methods are considered as clustering algorithms,
which calculate distance functions and group similar pixel values into a spectral class. In
the final step, the generated categories are recognised and labelled according to the colour
composition of the image and expert observations. finally, these categories can be divided
into the desired classes. However, the output classes possibly do not correspond to any
of the classes of interest, as they account for ambiguous spectral classes. Effectively,
clustering involves dividing a large dataset into a multiplicity of data clusters, which
reveal certain characteristics of each subset. This is done by estimating similarity or
closeness on the basis of the distance measurement method in order to find a structure
in an unnamed collection of data. Thus, a cluster is an assortment of objects that are
similar to each other and are “dissimilar” to objects belonging to other clusters.

One of the most characteristic and commonly used clustering algorithms for per-
forming unsupervised classifications of satellite-based rasters is the so-called K-means
Algorithm. Tang et al. [31] positively combined a K-means method with a machine
learning algorithm for weed detection. Vrindts et al. [32] applied revised K-means clus-
tering to establish management zone gradation using soil and crop data. Indeed, from the
cluster analysis the properties of the dataset and the target variable can be determined,
and these come in handy when determining how to measure the similarity distance.
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As described in [19], the algorithm requires as input the number of k centroids for
each cluster and a database containing n data items, representing the set of all instances
analysed by the algorithm. The centroids are imaginary or real points at the centre of a
cluster from which the Euclidean distances to other data will be evaluated. The algorithm
iteratively evaluates the distances of these data from the centroids and each is reassigned
to the cluster to which the object is most similar according to the average value of the
objects in the cluster. As the average value is updated, iteratively re-assignments occur
until no more changes occur, i.e., a point of convergence is reached where no more
cluster changes occur.

The k-means algorithm has the advantage of being quite fast, as few calculations
and consequently, little computer processing time is required to calculate the distances
between the data and the centroids at each iteration. On the other hand, k-means has a
couple of disadvantages. Firstly, it is necessary to select how many k groups to show.
This is not always trivial as it is not always possible to do this, especially for problems
of higher complexity. In addition, K-means also starts with a random choice of centroids
and therefore may produce different clustering results on different sequences of the
algorithm. Consequently, the outcomes may not be repeatable and lack consistency. In
the SNAP software, the unsupervised K-Means algorithm classifications were started.
A value of the parameter K, i.e., the number of clusters, was set to 5 and the default
number of iterations to 30. At the end of each processing, the clusters generated were
manually labelled according to the class to which they could be identified.

2.3 Confusion Matrix

In order to verify and validate the classification results, 30 pins for each prediction class
were distributed in each investigated scenario to perform the bootstrapping method.
These pins represent ground truths digitally identified by the orthomosaics themselves
and assigned to a certain class. Once the classification processes are complete, the pre-
dictions of the classes in the pins can be compared with the previously assigned classes
and confusion matrices can be constructed.

After the algorithms have been efficiently applied, the classification results are
assessed against the accuracy of the actual data. The bootstrapping method was adopted
to allow a formal statistical comparison of the accuracy of the classification approaches
adopted.

Adopting the guidance given in [33], the following metrics are computed to quantify
the accuracy of the extracted features:

• Error Rate (ERR) is calculated as the number of all incorrect predictions divided by
the total number of the dataset. The best error rate is 0 and the worst is 1.

ERR = FP + FN

TN + FP + FN + TP
(3)

• Accuracy indicates the accuracy of the model as the name implies. Therefore, the best
accuracy is 1, while the worst is 0.

Accuracy = TP + TN

TN + FP + FN + TP
(4)
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• F-Score: is a weighted harmonic average of the Precision and Recall metrics such that
the best score is 1 and the worst is 0.

F − Score = 2 ∗ Recall ∗ Precision

Recall + Precision
(5)

where Precision is the ability of a classifier not to label a positive instance that is negative.
For each class, it is defined as the ratio of true positives to the sum of true and false
positives.

Precision = TP

TP + FP
(6)

Recall, also called sensitivity, is the ability of a classifier to find all positive instances.
For each class, it is defined as the ratio between true positives and the sum of true positives
and false negatives:

Recall = TP

TP + FN
(7)

For this purpose, True Positives (TP), True Negatives (TN), False Positives (FP)
and False Negatives (FN) are estimated for the vegetation, asphalt and bare soil classes
based on ground truth data. TP signifies the correctly classified objects for the given
class among all obtained objects, FP is the falsely classified objects among the extracted
objects, and FN stands the missed or not extracted objects. Finally, TN denotes the objects
correctly classified among all extracted objects but not within the class in question.

Confusion matrices are thus constructed for each spatial resolution of each scenario
for three cases of classification, both supervised and unsupervised: using only the visible
(RGB) bands, adding to these the vegetation map of the TGI index and, finally, adding
to the RGB bands the information of the IRG index.

3 Results and Discussion

Figures 2 and 3 present the results of the classifications for each scenario and at each
spatial resolution, obtained with the RF and K-Means algorithms, respectively. In par-
ticular, at each resolution the responses of the classification algorithms are presented
when assisted by the vegetation indices in the visible bands, i.e., the TGI and IRG.

A qualitative inspection comparing the corresponding classifications reveals the dif-
ficulties of correct clustering by K-Means algorithms compared to RF. In scenario (a),
if on the one hand the identification of vegetation and bare ground are quite reliable, in
the unsupervised classification the difficulty in distinguishing asphalt from other classes
and vice versa stands out. The same algorithm exhibits the same problems in the second
study area. In this scenario, in fact, the most critical issues are found in the clustering of
water, which is often included in other classes.

After performing and qualitative inspecting the supervised and unsupervised classi-
fication procedures using the RF and K-Means algorithms, respectively, the validation
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(a){2}-RGB

(a){3}-RGB

(a){4}-RGB

(a){2}-TGI

(a){3}-TGI

(a){4}-TGI

(a){2}-IRG

(a){3}-IRG

(a){4}-IRG

(b){1}-RGB

(b){2}-RGB

(b){3}-RGB

(b){4}-RGB

(b){1}-TGI

(b){2}-TGI

(b){3}-TGI

(b){4}-TGI

(b){1}-IRG

(b){2}-IRG

(b){3}-IRG

(b){4}-IRG

(a){1}-RGB (a){1}-TGI (a){1}-IRG

Fig. 2. RF maps for the cases analysed. In the first column, in descending order by spatial res-
olution, the classifications obtained using only the RGB bands. In the second by adding the TGI
map, in the third by adding the IRG map.
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(a){1}-RGB (a){1}-TGI (a){1}- IRG

(a){2}-RGB (a){2}-TGI (a){2}- IRG

(a){3}-RGB (a){3}-TGI (a){3}- IRG

(a){4}-RGB (a){4}-TGI (a){4}- IRG

(b){1}-RGB (b){1}-TGI (b){1}- IRG

(b){2}-RGB (b){2}-TGI (b){2}- IRG

(b){3}-RGB (b){3}-TGI (b){3}- IRG

(b){4}-RGB (b){4}-TGI (b){4}- IRG

Fig. 3. K-Means algorithm maps for the cases analysed. In the first column, in descending order
by spatial resolution, the classifications obtained using only the RGB bands. In the second by
adding the TGI map, in the third by adding the IRG map.
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metrics were extracted. By comparing the labelling assigned and the labelling predicted
by the software in the 90 pins placed, for each scenario, at each resolution and for each
classification mode (RGB bands, addition of the TGI band, addition of the IRG band),
confusion matrices were drawn and from these the relevant metrics were derived. In
Tables 3 and 4, the metrics were summarised in the mean values of the parameters
calculated for each class, i.e., vegetation, asphalt and bare soil.

In general, a coarse radiometric calibration such as ELM does not permit a clear
distinction to be made between and in the image elements. This results in a diminished
capability to distinguish classes such as asphalt and bare ground, which in several cases
may have spectral similarities (e.g., as in the case of heavily degraded asphalt). In fact, as
can be seen from Figs. 2 and 3, in all the cases analysed, irrespective of the classification
methods used, the greatest diatribe emerges precisely between the two classes asphalt
and bare ground.

Table 3. Summary of metrics deduced from confusion matrices in cases of supervised classifica-
tion

RF [RGB] RF [RGB+TGI] RF [RGB+IRG]

{1} {2} {3} {4} {1} {2} {3} {4} {1} {2} {3} {4}

(a) Error rate 0.14 0.17 0.05 0.08 0.08 0.07 0.10 0.03 0.11 0.13 0.09 0.02

Accuracy 0.86 0.83 0.95 0.92 0.92 0.93 0.90 0.97 0.89 0.87 0.91 0.98

F-score 0.80 0.75 0.92 0.88 0.89 0.88 0.85 0.95 0.83 0.81 0.85 0.97

(b) Error rate 0.25 0.13 0.10 0.13 0.22 0.12 0.14 0.16 0.32 0.17 0.15 0.11

Accuracy 0.75 0.87 0.90 0.87 0.78 0.88 0.86 0.84 0.68 0.83 0.85 0.89

F-score 0.62 0.82 0.86 0.81 0.67 0.83 0.80 0.78 0.58 0.76 0.75 0.84

Table 4. Summary of metrics deduced from confusion matrices in cases of unsupervised
classification

K-Means [RGB] K-Means [RGB+TGI] K-Means [RGB+IRG]

{1} {2} {3} {4} {1} {2} {3} {4} {1} {2} {3} {4}

(a) Error Rate 0.32 0.25 0.27 0.27 0.11 0.08 0.12 0.08 0.32 0.25 0.27 0.25

Accuracy 0.68 0.75 0.73 0.73 0.89 0.92 0.88 0.92 0.68 0.75 0.73 0.75

F-score 0.57 0.66 0.63 0.65 0.82 0.87 0.82 0.88 0.57 0.66 0.63 0.66

(b) Error Rate 0.32 0.47 0.44 0.47 0.28 0.45 0.45 0.50 0.25 0.32 0.37 0.55

Accuracy 0.68 0.53 0.56 0.53 0.72 0.55 0.55 0.50 0.75 0.68 0.63 0.45

F-score 0.58 0.40 0.44 0.40 0.63 0.42 0.44 0.37 0.61 0.57 0.53 0.32

Regarding the classification with the RF algorithms, the metrics obtained from the
analysis of the results are presented in Table 3. Considering the Error Rate values obtained
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in the two scenarios, it immediately emerges how in the second context the presence of
water generates ambiguity and therefore higher values of this metric. In fact, Saponaro
et al. [17] had already guessed that the algorithms are often affected in the resolution
{1} due to the presence of noise and distortions in the pixels. However, the values
obtained can be considered acceptable in all RF classification modes, as also ascertained
by the Accuracy values averaging over 0.8. Among the classification modes, those in
which the TGI vegetation index is adopted for resolutions {1} and {2} and the simple
mode with the RGB bands in the other two resolution solutions prove to be effective.
Looking at the F-score values, these are functional in every solution in scenario (a), in
particular in the [RGB+IRG] case in resolution {4} where a value of 0.97 is even reached.
This combination in fact presents the best metrics. In the second scenario instead, as
already discussed, a lowering of the F-score values was recorded in the resolution {1}.
In the remaining part of the cases the values can be considered acceptable. In general,
from the analysed values it emerges how an efficiency of the classifications occurs at
resolutions reduced with respect to the original, within which the presence of noise
generates ambiguity.

On the other hand, looking at the F-score values in the cases of unsupervised clas-
sification in Table 4, one finds a drastic reduction of the general values of about 30%
with respect to those obtained by supervised classification. This is also confirmed by the
remaining part of the calculated metrics Accuracy and Precision. Among the analysed
values, with the exception of case (a) [RGB+TGI] where the values are very functional,
both scenarios where the classification used IRG maps had a slight improvement. This
shows how the presence of vegetative indices improves the ability to separate classes, so
using unsupervised modes requires more incisive radiometric information such as that
retrievable from the NIR bands. Even in this type of classification, comparing the trends
of the F-score values with respect to the spatial resolutions at which they are calculated,
it is not possible to extrapolate a certain regularity.

In summary, from Figs. 2, 3 and Tables 3, 4, the best-fitting results in the case of
supervised classifications result for the scenarios: (a), spatial resolution {4}, classifi-
cation mode with vegetative index IRG; (b), spatial resolution {3}, basic classification
mode with RGB bands.

In the unsupervised modes, however, they result for the scenarios: (a) spatial reso-
lution {4}, classification mode with vegetative index TGI; (b), spatial resolution {1},
classification mode with vegetative index TGI. This again shows how the various datasets
react unevenly to the algorithms used.

4 Conclusion

Classification algorithms involve the automatic categorisation of response functions
recorded in pixels by sensors in order to identify real-world objects into predefined
classes. Higher spatial resolutions, versatility of use and lower survey costs that have
emerged from the use of UAVs have made class recognition perform well for even the
smallest of scenery properties. Despite these advantages, the need has emerged to address
their limitations and to analyse their impact in the data post-processing phases. A need
has arisen to validate processing procedures in order to fully define the comparability
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of the products and, in some cases, their interchangeability with others obtainable from
different RS techniques. The objective of this research was therefore to analyse the
performance of two pixel-based classification procedures that could subsequently be
translated into an automated and easy-to-apply method, especially for end users with
limited knowledge of spatial data processing. A supervised classification approach using
Random Forest algorithms and an unsupervised one using K-Means algorithms were
tested. These are defined as statistical classifiers useful for Land Use/Land Cover (LULC)
recognition and classifications were based on different reflectance values across the
radiometrically calibrated wavebands that make up the UAV-based orthomosaics and
vegetation indices in the visible bands.

The following observations emerged from the analysis of the results:

– As hypothesised, the supervised RF classifications returned very comfortable metrics
compared to the unsupervised modes. In general, a 30% reduction in the values of the
analysed metrics was found in the latter classifications.

– Especially for the unsupervised classifications, the presence of vegetative indices
noticeably improves their algorithm separation capabilities. In these cases, it would
be preferable to use bands in the NIR for a better automatic extraction of the vegetation.

– There is no regularity between the separation capabilities of the classification algo-
rithms and the spatial resolution of the orthomosaics. The efficiency is very much
influenced by the context and any similarities between the reflectances of the vari-
ous classes, e.g. vegetation and water or bare ground and asphalt. It turns out, how-
ever, that reduced resolutions compared to the original one optimise the classification
capabilities as there is a reduction of noise in the images.

In this work it is demonstrated how the orthomosaics produced by UAV acquisitions
equipped with non-metric and low-cost RGB sensors can generate very valuable infor-
mation for vegetation extraction. Further investigations will have to be undertaken in
order to assess how additional ancillary data, such as a digital elevation model (DEM)
also based on UAV acquisitions, can improve the chain of processes discussed in this
work.
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Abstract. Climate change is a well-known issue in both the scientific community
and public opinion that, in the long term, could increase frequency and intensity of
extreme weather events. Several models have been developed to estimate damages
caused to crops by flooding, but most of them assume that crops are stable and
unchanged over time.

Conversely, yearly crop rotation is known to be common in agricultural areas
making potential flooded areas highly varying along years. In a flood damage
estimation context, a proper mapping of actual crops in flooded areas is crucial
to make deductions reliable. Open data from institutional players, yearly updated,
can be proficiently used for this purpose, providing useful information for a more
robust estimate of damages. In this work, with reference to a paradigmatic area
located in the western part of the Piemonte Region (NW-Italy), stability and spatial
pattern of variability of crops was investigated by coupling spatial information
from cadastral maps and crop type information obtained for free from the Regional
Geoportal and Agriculture Register service, respectively. Investigation considered
the period 2015–2020 and was achieved by comparing crop type maps (generated
at parcel level) along time. The proposed methodology is expected to be useful
for assessing land use intensity. Results showed a great rate of crop variation in
the area, suggesting that, to obtain a robust damage estimation in case of flood,
crop type maps have to be yearly updated.

Keywords: Crop rotation · Open data · Flood damage · GIS

1 Introduction

Climate change is a well-known issue in both the scientific community and public opin-
ion. Long term changes have important consequences although the most acute effects
could be found in the increased frequency and intensity of extreme weather events (EE)
[1–4].
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Extreme floods events are causing important damages all over the world more and
more frequently [5–8]. Agricultural areas can be subject to serious damages from flood
events [9, 10], therefore an accurate damage assessment is essential for floodplain
restoration and prevention actions.

Many economic models have been developed to estimate flood damages caused to
cultivated areas [11, 12]. The most of them consider local crops as stable in type and
position over the years [9], completely neglecting ordinary agronomic practices related to
crop rotation. Consequently, some doubts arise about robustness of estimates of potential
EE damage to cultivated areas. It is worth to remind that, crop rotation is an agronomic
practice that goes back to antiquity and consist in planting a sequence of different crops
on the same field [13, 14]. It is one of the oldest agronomic practices that permits to
control environmental stresses and crop performances through the regulation of nutrient,
water balances, the control of diseases, insect and weeds infestations [15–18].

Crops have increasingly moved to short rotations and monocultures due to economic
market trends, technical advancements, government incentives and customer needs [19].
Intense agriculture is expected to increase in future; unfortunately, evidences indicate
that short rotations or monoculture are often related to lower yield with respect to the
one obtainable through longer rotations or in first time planting [20, 21].

Tracking crop rotation (CR) is a complex activity [22, 23] that, unfortunately, it is
rarely recorded into the farmers’ logbook, even though it is a routine activity [13, 24].

In a context where climate change leads to an intensification of EE [1], the analysis
and study of the crops present on the area is crucial for an estimation of the potential
damage when an event occurs [25, 26]. Consequently, crop stability is a central element
in this context, since conditioning reliability of long-term predictions about potential
flood damage.

In this work, with reference to the study area, authors give an answer to the above
mentioned issues: can the local agricultural landscape be assumed invariant along time?
If not, what is the frequency and size of changes? The answer to these questions is
expected to provide operational indications to generate proper damage estimates in
case of flood. The study was based on a change detection approach based on free data
ordinarily obtainable by the Piemonte Region databases, namely (i) farmers’ declarations
about yearly crop type and (ii) cadastral maps. In particular, with reference to a study area
located in the Piemonte Region (NW-Italy), the following analyses were achieved: (i) one
concerning yearly crop spatial distribution; (ii) one aiming at mapping and quantifying
crop changes along time (2015–2020). Future developments will allow to expand the
study area considering the whole Piedmont Region and analyze further aspects related
to the CRs and the crops involved in them. All acronyms used in this manuscript were
reported in appendix.

2 Material and Methods

2.1 Study Area

An agricultural area located in the Piemonte Region (NW-Italy), sizing about 16079 ha,
was selected as area of interest (AOI), including the municipalities of Motta de’ Conti,
Balzola, Casale Monferrato, Frassineto Po and Villanova Monferrato. This area, majorly
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devoted to agriculture that represents one on the most important economic resources, is
representative of the local agronomic landscape. It is characterized by the presence of
the Po River, the biggest Italian one, that is known to be potentially floodable, therefore
determining a high risk for the surrounding crops (Fig. 1).

Fig. 1. Study area location – AOI (NW Italy) (Reference frame: WGS84 UTM32N).

2.2 Available Data

Cadastral maps (CM) are made available for free within the BDTRE (Territorial Ref-
erence Database for the Regional Institutions of the Piemonte Region). This can be
accessed through the Piemonte Region geoportal [27].

For this work, CM was obtained as polygon vector layer (shapefile) covering AOI and
including 20416 parcels. CM nominal scale is 1:2000 and was obtained by vectorization
and re-projection into the WGS84 UTM32N reference frame of the native hardcopy maps
of the Italian National Cadastral Office. CM is updated at 2020 and provide information
about parcels geometry with no indication about associated land use.

Consequently, to qualify parcels in terms of crop type, the SIAP (Piemonte Agri-
cultural Information System) database was accessed to obtain crop type information
through the so called “Agricultural Register” (AR) service [28].

AR is an open-access system providing agricultural information (concerning crop
type, livestock and farm features) at cadastral parcel level in table format (.csv).

AR data is yearly updated (on 11th November) based on declarations that farmers
have to yearly provide to the Regional Administration. Typically, this data only report the
main crop present in the parcel in the considered year, with no further specification about
possible intra-annual rotations [13, 24]. Conversely, AR data can contain, for the same
parcel, more than one record if the same parcel was split and cultivated with different crop
type in the same year. AR are available for downloading since 2015. In this work, all the
available years (2015–2020, hereinafter called reference period, RP) were considered.
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Both cadastral map attribute table and the external one from AR contain separated codes
about municipality (MC), cadastral sheet (CS) and parcel (PC). Additionally, AR table
contain a further field reporting the area size devoted to the declared crop (see Table 1).
These common fields made possible to operate related AR with CM, thus providing a
map of yearly crop type at parcel level.

Table 1. Common fields to both reference data

Municipality Code
(MC)

Cadastral Sheet Code
(SC)

Cadastral Parcel Code
(PC)

… …

2082 11 18 … …

2082 11 19 … …

2082 15 116 … …

2082 15 157 … …

… … … … …

2.3 Data Processing

Geomatics offers new operative challenges to map and assess crop intensity detecting
multiple crop cycles by analyzing multi-temporal spatial data [29, 30]. In this context, AR
data represent a new tool, poorly explored in literature [31–33], to assess crop intensity
based on farmer declaration data.

In this work, the joint use of CM and AR data were adopted to map and assess
crop variability and somehow giving an estimate of crop intensity over AOI. All spatial
analyses and related statistics were performed within QGIS vs 3.16.6 [34].

Crop Type Mapping. In order to assign crop type information to the correspondent
parcel, a unique identification code (ID) was generated through GIS table field compu-
tation, involving strings and numbers. The code was computed for both the external table
(foreign key) from AR and the attribute one linked to CM (primary key) using cadastral
reference codes (Eq. 1).

ID = concat(MC + SC + PC) (1)

where MC, CS and PC are respectively municipality code, cadastral sheet code and
cadastral parcel code.

Data from AR were preventively filtered to ensure a one-to-one relationship between
the CM attribute table and the external one. Filtering was achieved by considering the
crop type associated, for the same parcel, to the biggest area as declared by farmer and
recorded as additive field in AR.

An ordinary GIS join procedure was therefore applied to transfer AR information
concerning crop type into the CM attribute table, thus permitting of generating 6 different
yearly crop type maps.
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In this work, authors focused on 8 crop types that were coded according to Table 2.

Table 2. Selected reference crops.

Reference classes Main crop type

0 Other (vegetables, horticulture, greenhouses,
minor crops)

1 Rise

2 Soya

3 Corn

4 Meadow

5 Wheet

6 Barley

7 Arboriculture
(ochards, vineyards, poplar)

Temporal Crop Variability in AOI. To assess the temporal crop variability in AOI,
the following conditions were tested at parcel level two years in two years: (i) parcels
maintaining the same crop type for two consecutive years were coded as “unchanged”
(UC); (ii) parcels where crop type changed between two consecutive years were coded as
“changed” (CC) (Table 3). The areal size of CC and UC was therefore computed making
possible to get an estimate of yearly changes affecting the considered crop types, namely
the ones 2015–2016, 2016–2017, 2017–2018, 2018–2019 and 2019–2020. Additionally,
CC was used to compute the total area that moved from one class to another assuming
G = gained for increasing values and L = lost for decreasing values.

Table 3. Temporal crop variability.

ID … Area 2015 - 2016 2016–2017 2017–2018 2018–2019 2019–2020

20821118 … 0.37 UC UC UC UC CC

20821119 … 0.31 CC CC CC CC CC

208215116 … 0.62 CC UC UC CC CC

2082115157 … 0.07 UC UC UC CC CC

… … … … … … … …

Mapping Spatial Crop Variability in AOI. Once parcels were characterized in terms
of crop variation through the above mentioned UC/CC coding, CC occurrences were
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counted at parcel level making possible to summarize the local degree of variability
(Eq. 2).

CV =
2020∑

i=2016

CCi (2)

Resulting values (CV) were recorded as a new attribute in the CM table. This per-
mitted to map crop variability assuming CV as driver for graduation. The resulting map,
hereinafter called crop variability map (CVM) was generated and the correspondent
cumulative frequency distribution (CFD) explored.

3 Results and Discussions

3.1 Temporal Crop Variability in AOI

To analyze the temporal variability of crops in AOI, the total area for each crop for each
year of RP was calculated (Fig. 2). Rice and corn resulted to be the most cultivated
crops in AOI during RP (more than 4500 ha and 2000 ha respectively) while soya and
barley the least ones (less than 500 ha). Crops extension presented very different trends
in RP: arboriculture, meadows and barley showed a constant increasing trend, wheat a
decreasing one, soya and rice fluctuated, corn and other crops remained slightly stable.

Fig. 2. Total area (ha) of crops in AOI
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Yearly UC area was computed for all crops (Fig. 3). Results show that rice and corn,
other crops, arboriculture and meadows were the most stable over time. For example, rice
capitalized more than 4000 unchanged hectares in RP, followed by corn (>1300 ha),
other crops (>1100 ha), arboriculture and meadows (~500 ha). Conversely, soybean,
barley and wheat resulted the most varying one, showing a UC area of about 100 ha/y.
These results are coherent to the local agricultural context. It is well known that rice
tends to be cultivated on the same field for many years [35, 36]. A similarly behavior
affects arboriculture class, where new plantations (e.g. orchards, vineyard and poplar
stands) are expected to be maintained for 10–20 years. Barley, wheat and soya show
low UC areas. In fact, they are the main rotating crops in the Piemonte region, since
the firsts two (winter cereals) are frequently alternated with soya, a major soil-enriching
crop [37–39].

Fig. 3. Annual UC class.

Yearly CC values are reported in Fig. 4.
According to Fig. 4, CC proved to be averagely about 260 ha. The notable increase

in rice in 2016 is symmetrical to the decrease in “other”. Authors hypothesize that this
outcome is due to the early transitional phase of the AR system. The first year of AR data
availability is 2015 and is reasonable to consider that, in the first year, many rice CMs
were not correctly coded in the system and consequently excluded from computation. In
fact, from the following year, an increase in information and data is evident, consequently
determining a migration of parcels from the “other” class to a specific crop.
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Fig. 4. Annual CC class.

Nonetheless, all crops showed alternate counts over the years, except for grassland
and arboriculture that appeared to almost constantly increase in RP. Another interesting
aspect is the alternating trend of soya and wheat crops over the years, probably due to
the fact that both are often used in crop rotation.

Concerning crop type transition between two consecutive years, G and L can further
improve the AOI crop variability assessment. G and L area values are reported in Fig. 5.

Figure 5 shows that corn was the most variable class, showing about 1000 ha
exchanged in terms of G and L area. This result is coherent with local agronomic
management as corn is well known to be one of the main crops subjected to CR.

For the same reason, in the wheat and soybean classes, high values of G and L area
were observed, resulting in about 600 ha and 650 ha for the wheat class and 520 ha and
490 ha for the soya one respectively.

Conversely, meadows and arboriculture classes showed the smallest transition in RP,
resulting in a G value of about 160 ha and 95 ha respectively, and in a L value of about
120 ha and 65 ha respectively. Additionally, it should be noted that the values of L area
tend to be lower than the ones of G in RP, suggesting an increasing in terms of area for
these two classes over time (Fig. 4). This result is coherent with the growing area trend
previously observed in Fig. 2. Since these two classes are ordinary stable crops they are
expected to remaining unchanged for many years as supported by Fig. 3 and therefore
characterized by low variability and a potential increase in terms of area (Fig. 5).
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Fig. 5. G and L variability.

Regarding the rice class, both G and L values resulted to be about 350 ha. Among
these results it is worth to note the high value of G (1100 ha) occurred between 2015
and 2016 (Fig. 4). However, rice remains a permanent crop with low variability in terms
of G and L area. Moreover, it is worth to remind that CM size can differ considerably
depending on crop. Rice extension was found to be significantly larger than other crops.
Therefore, a variation of G and L of 350 ha in rice class can certainly be considered as
a poorly significant.

3.2 Crop Variability Map

Crop type variability (CV) along the considered period was finally mapped in CVM
(Fig. 6a). To quantitatively summarize CVM content the correspondent CFD was
computed (Fig. 6b).

CFD (Fig. 6b) highlights that about 45% of the parcels did not change in RP. These
areas are mainly located in the northern part of AOI where rice is the dominant crop
(Fig. 6a). In fact, rice cultivation requires many irrigation infrastructures and a yearly
terrain leveling to guarantee plant submersion [40]. Conversely, only less than 10% of
CMs continuously changed yearly (CV = 5).

Moreover, they showed a clustered pattern suggesting that highly variable crops (e.g.
wheat and soya) are rotating to each other persisting always over the same area.
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Fig. 6. CVM (a) and CFD (b) computing.

Results proved that, depending on crops, and, possibly, on the area of interest, crop
distribution and consistency is, averagely, not stable in time. This suggests that, while
longing for reliable estimates of crop-related losses by floods, an updated map of crops
is required. If one considers that AR of the current year is, in general, made available in
autumn, he has to admit that an alternative method to map actual crops has to be found.
In this context, satellite-based classification can probably play an important role that has
to be fostered in the next years.

4 Conclusions

In this work, crop variability in a representative agricultural area in Piemonte (NW-Italy)
was explored based on free data and GIS tools.

Using AR and CM data, AOI agricultural dynamics (6 years) concerning crop type
rotation was analyzed to determine if, a sort of time horizon could be eventually defined
for programming crop type mapping depending on stability of crops.

To achieve this task, with reference to the main local crops and working at cadastral
parcel level, authors operated a change detection analysis involving 6 years (2015–
2020). Maps of transition were generated and some statistics computed. In AOI rice
and arboriculture plants proved to be the most stable crops in RP. Nevertheless, in
general, a high degree of variability was found; specifically soybean and wheat showed
an alternating trend over the years, confirming their primary role in in crop rotation. They
also showed an increasing trend in RP, demonstrated by analyzing the correspondent G
and L values.

To summarize and mapping crop variability, a counter, namely CV, was mapped at
parcel level. Resulting map (CVM) is expected to be used to assess land use intensity by
farmers and to address the estimation process of flooded crops, suggesting, if no updated
map is available, where estimates can be retained majorly reliable (Table 4.).
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5 Appendix

Table 4. Acronyms used in the paper

Acronyms Extended acronyms

EE Extreme Events

CR Crop Rotation

AOI Area Of Interest

CM Cadastral Maps

BDTRE Territorial Reference Database for the Regional Institutions of the Piemonte
Region

SIAP Piemonte Agricultural Information System

AR Agricultural Register

RP Reference Period

MC Municipality Code

CS Cadastral Sheet Code

PC Cadastral Parcel Code

ID Identification Code

UC Unchanged Crop

CC Changed Crop

G Gained area

L Lost area

CV Crop Variability

CVM Crop Variability Map

CFD Cumulative Frequency Distribution
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Abstract. Anthropogenic pressure on the coastal areas triggers a shoreline deep
evolution, impacting the marine-coastal ecosystem. A specific fact-finding tool
should be developed to detect the potential damages suffered by such an environ-
ment both qualitatively and quantitatively. Web Geographical Information Sys-
tems (WebGIS), developed to store, and handle geospatial big data, as well as
disseminate information generated by processing raw data, appears as an opti-
mal solution to address those needs. Indeed, they allow integrating own data with
those ones provided by external sources into a single web application, easily
accessible through an interactive and straightforward interface. This may interest
several types of target audiences, such as local/national authorities and scientific
communities. Therefore, this research is aimed at introducing a WebGIS pro-
totype, developed to analyze and visualize seawater quality data in the Puglia
region (Southern Italy). System features and capability was designed considering
potential consumers’ requirements, and, in accordance with Open Geospatial Con-
sortium and European directive INSPIRE, its infrastructure was developed using
Free and Open-Source Software for Geographic information systems. Thus, after
defining the end-users and capturing their needs, the platform was built using
the three-tier configuration. The levels were devoted to presenting, analyzing,
and storing the data, respectively. Additionally, a user-friendly interface, allowing
two-dimensional data visualization, was also programmed to help the not-skilled
consumers in consulting the stored data. The developed WebGIS allows both
multi-temporal and multi-scale analysis to evaluate and monitor seawater quality
permitting local authorities to plan the adequate remedial actions.

Keywords: Web mapping; IoT · Water pollution · Geospatial data · FOSS4G

1 Introduction

The natural phenomenon concerning the nutrients accumulation in seawater is generally
called eutrophication. It, mainly linked to human pressure in the coastal areas, has been
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getting worse quickly over the last few years because of population growth of about
45% in those zones [1–6]. This has caused a strong deterioration of the coastal-marine
ecosystem balance, implying its goods and services degradation [7]. Indeed, as reported
by Wurtsbaugh et al., [8] in 2019, an annual loss equal to $1 billion was estimated in
Europe. Therefore, various European Directives, such as the Urban Wastewater Direc-
tive (UWWD-91/271/EEC), the Water Framework Directive (WFD-2000/60/EC), the
Marine Strategy Framework Directive (MSFD-2008/56/EC) [9] were issued to tackle
such an environmental question and to improve seawater quality. All those documents
suggested the development of specific fact-finding tools aimed at evaluating and mon-
itoring seawater quality. Therefore, the scientific community is totally dedicated on
economic and effective approaches detection to meet such a purpose and to support
local/national authorities in adopting the optimal management strategies.

Geographical Information System (GIS) appears as the best alternative to handle
the large amount of data needed to assess and monitor the seawater quality. Moreover,
thanks to the technology advancement and internet coming, GIS can be adopted to
disseminate information/data too [10–12]. In fact, the Web Geographic Information
System (WebGIS) permits consumers to access data directly, to visualize them both in a
two and three-dimension (2D and 3D) and manage them by exploiting cloud potentialities
[13].

A client-server structure, based on three-tiers configuration, is commonly selected
to implement an intuitive and efficient web platform suitable for handling geospatial big
data. Each layer is generally developed as an independent module in order to maximize
its performance [13]. Specifically, it consists of i) an attractive easy-to-use interface with
the aim of supporting skilled and not-skilled users in getting the desired information [14],
ii) a geodatabase, able to store all data types [13–15], and lastly, iii) an application stage,
aimed at managing and handling the data [16]. The components of each single tier can
be programmed by using both proprietary and open-source software. Those last ones are
usually preferred due to their versatility and competitive performance albeit they can be
programmed by expert technicians [17, 18]. In addition, Free Open-Source Soft-ware
(FOSS) allows also to respect the INfrastructure for Spatial InfoRmation in the European
Community (INSPIRE) Directive and Open Geospatial Consortium (OCG) expectations
[19].

This work is aimed at presenting the Web application prototype developed to support
potential consumers in detecting the optimal eco-compatible management strategies to
preserve the coastal-marine ecosystems of Puglia Region (Southern Italy). Thus, after
collecting end-users’ feedbacks, the external open data sources were analyzed to identify
available datasets and to program the field data campaigns needed to fill the lack of
information. Such a WebGIS presumes to integrate all required data to assess and monitor
the coastal-marine environment. Therefore, its single component was designed properly
using FOSS4G software in compliance with OCG and EU Directive INSPIRE.

Three main sections can be detected in this paper: i) “Material and methods” (Sect. 2),
ii) “Results and discussion” (Sect. 3) and, lastly, iii) “Conclusion” (Sect. 4). The aim
of Sect. 2 is to describe the background and the methodology, as well as the data,
needed to implement an efficient, effective, and user-friendly web environment aimed
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at storing and handling all the available maps and information concerning the coastal-
marine ecosystem. On the contrary, Sect. 3 is essentially linked to research outcomes
representation and discussion in order to enhance the potentialities and the performance
of the implemented Web application prototype. Its results were also compared with
the main outcomes obtained by previous works. The last Section, instead, is mainly
focused on describing platform strengths and weaknesses as well as outlining future
work directions.

2 Material and Methods

The WebGIS application design was based on the workflow suggested by Huxhold
and Levinsohm in 1995 [20] which consists of seven essential steps to comply with
(Fig. 1). Thus, after detecting potential consumers of such a framework, its main char-
acteristics, and the indispensable data, as well as the optimal architecture to adopt, were
defined. That knowledge was the foundation of WebGIS platform design, later converted
into a prototype whose effectiveness and efficiency were subsequently assessed. Thus,
the implementation phase started by involving three key stages: i) data collection and
database construction; ii) interface building and, lastly, iii) data implementation. The
final performance of all the above-mentioned phases is iterative and interactive, and
they are detailed in the next paragraphs.

Fig. 1. Operative pipeline applied to develop and implement WebGIS application

2.1 WebGIS Framework Design

Three relevant aspects were considered to design an attractive WebGIS application.
Firstly, once potential users were detected, their expectations and requirements were
explored and gathered. That information was, thus, used as a substratum to define:
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i) the area of interest, ii) the required data and the existing sources to consult or the
best practices to acquire the unavailable data, and, lastly, iii) the optimal software and
hardware needed to optimize its configuration.

Several target groups, such as the national/regional/local authorities aimed at eval-
uating and monitoring water quality, as well as the scientific community interested in
having a unique database including all the data, may be considered as potential con-
sumers. Individual citizens could benefit from the information provided by the platform
too. Indeed, they can access the data directly and, consequently, know the actual water
pollution level of the ecosystems where they live. This allows defining which features
should be had by the platform and which data should be integrated and handled.

Fig. 2. Architecture operative workflow.

Therefore, the design phase was started on the basis of the operative workflow intro-
duced by Caradonna et al., in 2016 [21]. It consists of five main stages, reported in
Fig. 2. Initially, the WebGIS capability and, consequently, its structure was defined and
constructed (“WebGIS architecture design” phase). Then, the most suitable data, pro-
vided by external open sources or collected during proper field data campaigns, were
picked up. Due to their heterogeneous formats, the optimal strategies for their treatment
and implementation in the platform were outlined too (“Data collection and database
construction” step). A 2D user-friendly interface was then built for helping skilled and
not-skilled users in consulting the application and getting the desired information (“In-
terface construction” step). Thus, the collected data were implemented in the specific
drop-down menus (“Data implementation” stage) and visualized in the 2D viewer (“Data
visualization and analysis” phase).
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2.2 Study Area

Puglia, in Southern Italy, was chosen as a pilot site since it is the third region in terms of
coastline length at the national level (Fig. 3) [22]. Indeed, as reported by the Regional
Coastal Plan of 2011, its shoreline broadens to about 1000 km and it is characterized
by a complex morphology, varying from sandy beaches up to river mouths including
rocky cliffs too. Marine-coastal ecosystem diversity is mainly due to the influence of
anthropogenic activities, such as urban sprawl and increment of population density and
infrastructures. To meet the research purpose, five Apulian ports were selected as partic-
ular case studies to analyze. Specifically, the harbors of Bari, Mola di Bari, Monopoli,
Brindisi, and Otranto were picked up.

Fig. 3. Study area geographical position (on the left) and stations, devoted to data collection (on
the right).

Thanks to its geographical location, the New Port of Bari is considered one of the
most relevant multifunctional ports in the Southern Italy as well as the gateway to the
countries of Eastern and Middle East Europe. This allows its continuous and dynamic
evolution in terms of passengers and freight traffic albeit travelers movement, based on
ferry and cruise, is its driving force.

The small port of Mola di Bari is characterized by an internal zone reserved for
fishing boats parking and floating docks suitable for hosting recreational boats.

The structure of the Port of Monopoli is protected by two main piers: i) that one of
Margherita di Savoia and ii) the Tramontana Dam. The latter, however, is not accessible
because of its elbow shape and the presence of an escarpment rocky. Nevertheless, the
port is still subjected to some dangers, like the shoal in Punta del Trave, especially in
conditions of low tide.
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The port of Brindisi is naturally characterized by an internal, medium, and external
basin, which corresponds to the tourist, commercial, and industrial port, respectively.
The first is delimited by two deep inlets that enclose the historic center of Brindisi. The
second comprises the stretch of sea, located close to the Pigonati canal. On the north, the
basin forms the “Bocche di Puglia”. Lastly, the third one is delimited by the mainland
on the south, the Pedagne islands on the east, Sant’Andrea island and the Costa Morena
pier on the west, and the Punta Riso dam on the north.

The development of the port of Otranto is mainly linked to its touristic relevance,
indeed, this small gulf is a significant point for welcoming visitors’ boats. It can
accommodate up to 390 berths with a maximum length of 20 m.

2.3 Data Collection and Geodatabase Building

Preserving the marine-coastal ecosystem and guaranteeing the implementation of eco-
friendly actions may be ensured by a timely monitoring program aimed at assessing and
controlling both natural and anthropogenic pressure factors. Therefore, in compliance
with the Government Decree n. 152/2006, the most suitable parameters for meeting
research purposes were identified and collected by consulting open and own data sources.

The National Geoportal [23] and Territorial Information System of Apulian Region
(SIT Puglia [24]) provided the basic cartography. Conversely, the Regional Agency for
Environmental Prevention and Protection (ARPA Puglia) [25], and the Italian Institute for
Environmental Protection and Research (ISPRA) [26] supplied water and air quality data
while the free website VesselFinder [27] gave details about the real-time maritime traffic.
Additionally, to extend the information concerning the quality of seawater, sediment,
and air, the dataset gathered within the AI SMART project [28], was uploaded too.

After importing those data into PostGreSQL using PostGIS extension and storing
them together with style and Uniform Resource Locator (URL), their reference systems
were transformed into WGS84 UTM 33N (EPSG: 32633). Each data was uploaded in
the most adequate menu.

2.4 WebGIS Structure Implementation and Interface Construction

The WebGIS was structured by adopting the three tiers configuration, as depicted in
Fig. 4. Thus, a specific independent module was developed for each of them, and,
specifically, for i) the presentation tier (interface), aimed at visualizing the data, ii)
the application layer, devoted to handling the data and producing information, and iii)
the database level, dedicated to storing the data.

As outlined in Fig. 4, web browsers, session pools, static files, and rendered maps
were the main tools combined to build the first level. Conversely, web servers, additional
libraries, and model generation tools were adopted to construct the second tier and,
lastly, an open DataBase Management System (DBMS) was, instead, applied to define
the structure of the third layer.
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Fig. 4. Three-tiers configuration of the develop WebGIS application

Web browsers had the role of client front-end allowing web page access and con-
sumers’ queries transferee to the webserver and map server. The former, aimed at run-
ning the web scripts and forwarding the query to the implemented geodatabase, was
constructed using version 9.0.39 of the open-source HTTP Apache Tomcat Server [29],
realized by the Apache Software Foundation (Forest Hill, MD, USA) [14, 30]. On the
contrary, the latter was mainly devoted to data treatment in the 2D viewer as well as the
integration of web services available from external sources, provided in the following
formats: Web Map Service (WMS), Web Feature Service (WFS); Web Coverage Ser-
vice (WCS); Web Processing Service (WPS); Web Map Tile Service (WMTS) [14, 30].
Version 2.15.1 of the open-source Java-script Map server Geoserver (Boundless Spatial,
GeoSolutions, Refractions Research, St. Louis, MO, USA [31]) was adopted to set the
Map server. The DBMS, instead, was designed by applying version 12.0 of the Post-
Gre Structured Query Language (PostGreSQL) database system (PostgreSQL Global
Development Group [32]). Lastly, additional libraries, like, for instance, version 6.4.3
of OSGEO of OpenLayers (Boundless Spatial, GeoSolutions, Refractions Research, St.
Louis, MO, USA [33]), were introduced to improve data analysis and presentation.

As above-mentioned, in compliance with the Open Geospatial Consortium (OGC)
and EU directive INSPIRE, free and Open-Source Software for Geospatial Applications
(FOSS4G) were adopted for every single module [34–38].
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Moreover, the interface was made more attractive thanks to the adoption of version
4.5.0 and 4.7.0 of the Bootstrap [39] and version 4 of W3 [40] libraries. Additionally,
a CSS style file, programmed using the HTML and JS languages, was integrated with
the previously mentioned libraries, into a unique script [41]. This combination allows
setting adequate menus where the data were collocated properly.

3 Results and Discussion

A web application was developed to geo-visualize and monitor air/seawater quality and
sediment in the most relevant ports of the Puglia region. To meet such a purpose, the
working plan comprised three basic phases: i) potential end-users needs exploration,
and, thus, definition of case studies and data to collect, ii) web application design, iii)
data collection and web tool implementation.

To carry out each phase, the operative workflow proposed by Huxhold and Levin-
sohm in 1995 [20] (Fig. 1) was adopted. Thus, potential stakeholders and users were
detected, and their feedbacks were gathered. WebGIS platform was designed and cal-
ibrated on the basis of their needs through the operative workflow described in Fig. 2.
After completing such a stage, the required data were collected from available external
sources and AI-SMART project, and then, stored in the geo-database developed using an
open-source DBMS, PostGreSQL (version 12.0) [32]. Simultaneously, the other two tiers
were implemented to complete the WebGIS configuration: an attractive interface, aimed
at helping users in consulting the platform, and the application layer, devoted to handling
the data. All tiers were developed independently through FOSS4G in accordance with
OCG and EU directive INSPIRE.

The interface, depicted in Fig. 5, is characterized by three main factors: Table of
Content (ToC) and printer panel on the left, and the 2D viewer on the right. ToC
groups together all the data into the most adequate menu, such as base layers (Fig. 5A),
water quality monitoring, air quality monitoring, seawater surface temperature, humid-
ity parameter, wind condition, hydrometric level, real-time maritime traffic (Fig. 5B
e Fig. 5C). Each drop-down menu includes layers bringing similar information. The
printer panel is located on the bottom of the ToC and it allows downloading the data by
selecting the most suitable format (Fig. 5D). On the contrary, the 2D window is located
on the right. Beyond the visualization of the active maps, it includes other tools too.
Specifically, the navigation toolbar, comprising zoom in, zoom out, slide zoom, zoom to
layer extension and full screen, is arranged on the top-left (Fig. 5E), the overview map
(Fig. 5F) and the scale bar (Fig. 5G) are at the bottom-left while, lastly, the coordinates
of the mouse pointer are displayed on the top-right (Fig. 5I) and the information tool is
on the bottom-right (Fig. 5L).
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Fig. 5. 2D viewer interface: A) baseline maps; B) Sampling points; C) Table of Content (ToC);
D) export tools; E) zoom in/zoom out widgets; F) frame visualization; G) scale and H) metadata
panel; I) Pointer coordinates; L) information.

When active, the layer overlaps the base map and, just clinking on the corresponding
panel, the users can select the information to display. Indeed, he/she can choose among
the station registry panel, displayed in Fig. 5H, the data window, depicted in Figs. 6, 7,
and the metadata panel.
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Fig. 6. Visualization of chemical-physical features measured by the station located in Mola di
Bari Port

WebGIS platform efficiency and effectiveness were assessed too. All software,
selected to implement each element of the three tiers, showed a performance in line
with the literature. Indeed, as already registered by [42–45], up to 10 s and 2.4 s are
required by PostGreSQL and PostgreSQL/PostGIS and Geoserver to run 12 million
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Fig. 7. Visualization of hydrocarbon measured by the station located in Mola di Bari Port

records and to answer a query, respectively. Lastly, to increase the application perfor-
mance, the main page was divided into various JS files. This allows speeding up the
procedure as well as reducing programming errors.

4 Conclusion

The developed application provides a strategic instrument for the evaluation and dis-
semination of seawater quality data maps concerning the Puglia region in Southern
Italy. Such data may be interesting for two types of target audiences particularly:
local/regional/national authorities and scientific communities. The former, indeed, can
exploit platform information to make the best decision to preserve the marine-coastal
ecosystem while the latter can benefit from the fact that all data are concentrated in
a unique database. Additionally, the scientific community can download both raw and
processed data to apply for their own research purposes. Therefore, the WebGIS pro-
vides an easy-to-use environment for the geo-visualization of free open data available
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on external sources as well as data and maps produced within the AI-SMART project.
Both skilled and not-skilled users can access the data and visualize or download those
they are interested in.

As shown in Figs. 5, 6, the application comprises several independent modules to
facilitate its consultation, such as panels concerning metadata, acquisition instrument,
and data acquisition point, and, lastly, ToC. Then, the consumers can select the water/air
quality parameters maps or data from the ToC and overlaid them on the base maps,
such as, for instance, satellite images or historical orthophotos. Moreover, they can
explore maps proprieties from the metadata panel as well as the applied techniques and
instruments from the stations and tools registers, respectively.

Most of the implemented data are time series, and, consequently, they allow mon-
itoring the seawater and air quality as well as sediment both spatially and temporally.
This helps the consumers to understand the actual situation and its evolution so as to
predict its future development.

To achieve the research aim and to produce an easy, efficient and effective platform,
a big effort was made in selecting the optimal hardware and software tool. In compli-
ance with the OGC and EU directive INSPIRE, FOSS4G was picked up to implement
every single module, guaranteeing that all browsers may access them. Nevertheless, the
application still shows some limitations, such as, e.g., i) the number of contact points
that can simultaneously access the database, ii) the opportunity to customize the data
treatment, and, lastly, iii) the possibility to upload consumers’ maps. Therefore, in the
next future, the web application will be modified to face such issues.
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Abstract. The continuous growth of demand on railway networks requires an
efficient management strategy to guarantee proper levels of safety and service.
Bridges are a fundamental asset for a railway infrastructure and their integrity
must be ensured implementing feasible approaches aimed at avoiding critical
occurrences (e.g. collapses) by quantifying infrastructure responses to standard
and critical loads, in terms of vibration features and long-term displacements. The
work proposes a geomatic monitoring configuration for a new steel railway bridge
-the Portella bridge- located along the Roma–Napoli railway, showing the results
obtained analyzing three weeks of continuous monitoring in different seasons.
The system, based on triaxial MEMS accelerometers and envisaging additional
sensors (GNSS receivers) in its developments, was installed at the end of the
bridge construction as a lifetime tool, and is designed to highlight the effects of
the train passage. Data analysis permitted to retrieve structure accelerations and
vibration normal modes (natural frequencies). The findings of the investigations
will be used to improve the Finite Element model of the bridge used in the design
phase.

Keywords: Critical infrastructures · Railway bridges · Lifetime geomatic
monitoring · MEMS accelerometers · Vibration normal modes analyses

1 Introduction

The increasing demand for mobility has significantly boosted the evolution of fast trans-
port routes, as evidenced by the growth in the length of high-speed railways in Europe
from 2.500 km to about 10.000 km in the period 2000–2022. The expansion of the
Trans-European Transport Network (TEN-T), the planned network of roads, railways
and airports infrastructure that is currently under development among the European
Union countries [1], will make available further connections aimed at facilitating the
mobility of goods and people.
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Along with this rapid evolution, the need of an effective management strategy arises,
which is essential for ensuring a safe use of the infrastructures and avoiding critical events
(i.e. large deformations, collapses), such as those that interested the transport networks
during the last decades (e.g. the collapses of the road bridge in Albiano Magra - April
2020 and the Morandi bridge in August 2018 [2] and the I-35W Bridge in Minneapolis,
USA in 2007 [3]). These occurrences evidenced how bridges are often the element of
a transport infrastructure most likely to be affected by instability problems, caused by
design flaws, aging or subsidence of the foundation soil. Among the transport networks,
the railway infrastructure has constantly increased its importance, as a direct result of
the growing demand for a faster and greener handling of passengers and goods. Rail
bridges often work close to their operating limit in terms of axle load, maximum transfer
speed, train frequency and length [4, 5]. This can speed up deterioration processes and
decrease the safety level. The need to assess their health conditions (Structural Health
Monitoring-SHM) requires overcoming the traditional approach based on testing in the
pre-operating phase and monitoring if damages and/or risk conditions occur. A radical
change of perspective must consider a monitoring system as the standard equipment of
a structure over the entire life cycle. The importance of field measurement outcomes for
quantifying vibration stresses in steel bridges is clearly evidenced in [6]. The structural
health of these assets must be guaranteed implementing integrated real-time monitoring
approaches, fulfilling both technological and budget constraints. Integrated survey and
monitoring techniques [7–9] can play a key role in their safeguard, allowing a more
accurate control of their behaviour and providing timely information to the infrastructure
manager.

All these things considered, an effective monitoring configuration for rail bridges,
based on the use of Micro Electro-Mechanical Systems (MEMS) accelerometers is here-
after presented, and preliminary results of the analyses on the data provided by MEMS
sensors is discussed. This configuration has been designed to provide high-frequency
measurements (acceleration and vibration frequencies) from accelerometers. MEMS
accelerometers have proven to constitute an efficient and low-cost solution for SHM in
civil engineering applications concerning the bridge control [10, 11], in multi-sensor
systems aimed at monitoring the dynamic response of structures and gathering informa-
tion such as natural vibrating frequencies [12], and as a tool for early warning in case
of critical events (e.g. earthquakes) that may affect civil infrastructures [13]. A number
of experiences on the use of MEMS aimed at analysing the effects of wind, earthquake
and external loads, and evaluating their performances for damage detection purposes
have been presented in [14–16]. This research shows the first results of the analysis con-
ducted on the dataset acquired by a monitoring system based on triaxial accelerometers,
installed on a steel bridge located along the high-speed Roma-Formia-Napoli railway
(Italy). The monitoring system was installed to track its structural behaviour since the
very beginning of the structure life, enabling to collect a bulk of information useful to
timely detect possible anomalies. The test phase was aimed at highlighting the effects of
the rail traffic on the infrastructure in terms of acceleration peaks and, mainly, vibration
modes (natural frequencies) derived through Fourier analysis of accelerations. Section 2
presents the case study and the currently installed monitoring system; Sects. 3 and 4
illustrate the data analysis results, with respect to accelerations and vibration normal
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modes (natural frequencies); Sect. 5 discusses the obtained results. Conclusions and
planned evolution of the monitoring system are discussed in the last sections.

2 Case Study – The Portella Bridge and Its Monitoring System

The Portella steel bridge is located at km 102 + 092 of the Roma-Formia-Napoli railway,
between the Priverno-Fossanova and Monte S. Biagio stations. The bridge, with a span of
28 m, consists of two reticular beams placed longitudinally at a distance of 10,30 m, with
a height ranging from 4 m to 5,50 m (Fig. 1). The deck is formed by a series of transverse
steel beams, an overlying steel sheet extended to the entire perimeter, and a concrete slab
supporting the ballast and the two tracks. The steel bridge rests on reinforced concrete
shoulders by mean of reverse-shell teflon-steel supports [17].

Fig. 1. The Portella bridge

The bridge crosses the Portella canal. Current line speed is 180 km/h, but the bridge
is designed for allowing a maximum operative speed of 200 km/h.

The scheme of the implemented monitoring system encompasses the joint use of ten
Kistler Type 8396A/2D0 high-sensitivity/low noise accelerometer (Fig. 2) simultane-
ously measuring acceleration on the X, Y and Z axes (A1D to A5D along the north-south
track, A1P to A5P the south-north track) have been installed according to the layout in
Fig. 3.
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Fig. 2. (a) Kistler accelerometer. (b) One of the sensors located on the metal structure

X axis is oriented along the tracks direction, Z axis along the gravity direction and
Y (across the tracks direction) completes the cartesian reference system. A1P/D and
A5P/D lie on the concrete shoulders of the structure, whereas A2, 3, 4 P/D are placed on
the metal bridge. The sensors are nominally characterized by a ±2g range measurement
and a frequency response ranging from 0 to 1150 Hz. The capability of better detecting
the natural vibration frequencies has been the main criterion for identifying the proper
sensors to be used in the system. Each accelerometer records data at a sample rate of
2000 Hz and stores the information in a proprietary format containing the acceleration
value and the corresponding time epoch. Two photoelectric triggers (TRG-P and TRG-
D), located approximately near A1-D and A5-P accelerometers, automatically detect the
train approaching, and give the start to the beginning of the recordings. The dataset has
been investigated using a code developed on purpose.

3 Data Analysis – Accelerations

A first statistical analysis has been developed on acceleration signals, directly linked to
the stresses suffered by the structure, with the aim of evaluating their weekly peaks and
average maximum. The acceleration values have been examined for each accelerometer
to evaluate the actual stress impacting the bridge, to be compared with the design values.
Data were recorded in three weeks, in different weather conditions have been considered.

• week 1 (W1), 28th April - 4th May
• week 2 (W2), 28th July - 3rd August
• week 3 (W3), 27th October - 2rd November

3.1 Analysis of Peak Accelerations

For each accelerometer, a cumulative analysis has been performed by estimating the peak
accelerations on the X, Y and Z axes over the whole period W1-W3 (Table 1, Fig. 4. For
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Fig. 3. Monitoring layout

each axis, the average values of the peaks are reported with relative standard deviation,
and the six values (X min/max, Y min/max, Z min/max) representing the maximum
accelerations affecting the structure along the three directions, are highlighted (Fig. 4).

The peak accelerations analysis evidenced that the Y and Z peaks measured by
the accelerometers located on the bridge span (A2, A3, A4 D/P) are likely not fully
indicative of the true peaks suffered by the structure, due to the limitations in the sensors
measuring range. The example accelerogram of Fig. 5a highlights how the maximum
values measured along the Y axis and the positive part of the Z axis correspond to the
full scale of the instrumentation (indicated in the boxes) (Table 2).

The red squares show the reaching of the saturation of the measures for a high
number of epochs in the Y (positive and negative component) and Z (positive component)
directions, and for a limited number of epochs relative to the negative component in the
Z direction (green square).

Therefore, the actual peak accelerations probably reach (at least) the value measured
on the negative part of the Z axis, which, after being referred to the median values, is
equal, in absolute value, to 33.5 m/s2 (Fig. 5b). Since the main goal of the project was
the detection of vibration normal modes, at this stage the replacement of bridge span
accelerometers is not scheduled.
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Fig. 4. Synoptic view of the peak acceleration statistics (m/s2)

3.2 Analysis of Weekly Average Accelerations

In order to characterize the average maximum (in absolute value) stress, min/max accel-
eration suffered by the structure for each train passage were recorded and averaged on
the whole period W1-W3. It appears that, in the average, highest absolute values (up to
approximately 13 m/s2) are related to the Y component, transversal to tracks, followed
by those related to Z component. Statistics in (Table 4 in Table 2, and Fig. 7 in Fig. 6)
summarize the analysis of min/max accelerations performed on the dataset over the
W1-W3 period. This has been developed to characterize the accelerometer belonging
to the monitoring system using 60 values (2 for each accelerometer, for each direction),
namely mean and standard deviation of min and max values for all components. The
six values (X min/max, Y min/max, Z min/max) which represent the maximum average
accelerations to which the structure is subjected to, along the three directions are also
highlighted.
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Table 1. Overall peak acceleration (m/s2) statistics on the whole period (W1-W3).
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Table 2. Average values of the minimum and maximum accelerations (m/s2) - period W1-W3.

Fig. 5. Example of accelerograms related to the Y (a) and Z (b) axes. (Color figure online)



362 A. Sonnessa and M. Macellari

Fig. 6. Average values of the min. and max. accelerations (m/s2) and relative standard deviations
associated with each accelerometer

4 Data Analysis – Vibration Normal Modes

A second analysis has been developed on acceleration signals, with the aim of assessing
vibration normal modes (natural frequencies) by using standard FFT.

4.1 Frequency Dynamic Analysis

The dynamic analysis has been carried out to provide further indications on the structural
behaviour of the Portella bridge, compared to those obtainable with purely static analyses,
through the experimental determination of the vibration normal modes of the structure.

4.1.1 Analysis Mode

The structure vibration natural frequencies were obtained starting from the analysis of
the accelerograms relating to each individual event (train crossing), processed using the
FFT. The analysis of the accelerometric data for the calculation of natural frequencies
is carried out on the final part of the signal, when the structure displays free oscilla-
tions after the passage of the train which constitutes the external forcing triggering the
structure vibrations. Therefore, it is possible to identify the range of natural frequencies
by processing the accelerogram tail. The workflow implemented (Fig. 7) therefore pro-
vides the acquisition of accelerations values, the analysis of the signal tail, highlighted
in yellow, and the extraction of the relevant frequency data.
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Fig. 7. Extraction of vibration frequencies, applied to the A3D-Z accelerogram

4.1.2 Frequency Calculation

Frequency analyses have been conducted on reference events, characterized by peak val-
ues in accelerations, and the peak frequency values related to each train passage inves-
tigated have been processed over the weeks W1-W3 (excluding the days 01.05.2019
and 31.07.2019, not available at the time of processing). Tables 3, 4 and 5 summarize,
for the accelerometers located on the bridge span, the mean, median and standard devi-
ation values of frequency obtained, coupled according to the transversal direction. In
the cumulative analysis, the pairs of accelerometers A1D/P and A5D/P, placed on the
shoulders of the bridge, were not considered as characterized, on average, by low accel-
erations and frequencies with not significant powers, as shown in the example in Fig. 8.
The results highlight that:

• frequency distributions are almost equal for the corresponding transversal accelerom-
eter pairs (A2D-A2P, A3D-A3P, A4D-A4P), so that the bridge behaviour appears
homogeneous in transversal direction

• frequency distributions are very similar for corresponding (with respect to the bridge
centerline) longitudinal accelerometer pairs (A2D-A4D, A2P-A4P), so that the bridge
behaviour appears homogeneous in longitudinal direction

• frequency medians are higher for X and Z components (slightly less than 50 Hz,
higher for A2D-P and A4D-P accelerometers) that for Y component (about 35 Hz for
A2D-A2P and A4D-A4P accelerometers, and about 45 Hz for A3D-A3P and A4D-P)

• frequency standard deviations are within 15–20 Hz in all cases



364 A. Sonnessa and M. Macellari

Fig. 8. Example of frequencies calculated for an accelerometer placed on a bridge shoulder

Table 3. Mean, median, and standard deviation of the natural frequency, computed on the X, Y
and Z directions, related to the A2D and A2P accelerometers W3

A2D-X A2P-X A2D-Y A2P-Y A2D-Z A2P-Z

Frequency (Hz)

Mean 51,5 55,4 39,7 35,8 48,7 49,5

Median 48,5 49,2 35,0 35,0 48,7 48,9

St.dev 17,1 14,6 18,5 15,6 18,2 19,4

Table 4. Mean, median, and standard deviation of the natural frequency, computed on the X, Y
and Z directions, related to the A3D and A3P accelerometers W3

A3D-X A3P-X A3D-Y A3P-Y A3D-Z A3P-Z

Frequency (Hz)

Mean 41,4 50,2 45,4 44,5 45,3 45,6

Median 49,5 49,8 45,1 43,3 46,3 46,2

St.dev 24,0 19,7 17,7 18,0 19,1 18,0
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Table 5. Mean, median, and standard deviation of the natural frequency, computed on the X, Y
and Z directions, related to the A4D and A4P accelerometers W3

A4D-X A4P-X A4D-Y A4P-Y A4D-Z A4P-Z

Frequency (Hz)

Mean 52,7 54,4 37,0 39,4 48,7 48,6

Median 50,0 53,4 35,0 35,0 49,7 48,9

St.dev 16,6 16,7 17,0 20,4 17,5 20,9

5 Discussion

The work describes the preliminary results obtained from the analysis of the mea-
surements acquired by the monitoring system installed at the Portella metal railway
bridge.

A comprehensive study has been performed on the data acquired by MEMS sensors,
aimed at identifying the stress ranges, in terms of accelerations along the X, Y and
Z axes, affecting the structure following the passage of the trains. The data analysis,
conducted in three periods W1, W2 and W3, characterized by different environmental
parameters, did not highlight any type of variations in the behaviour of the structure;
the results obtained can therefore be considered indicative under conditions like those
encountered during the events considered. It is stressed again that the events analysed
are characterized by the highest acceleration values. However, as already highlighted in
3.1, the span peak values can only be inferred indirectly from the accelerometric data
acquired along the Z axis, due to the limited measurement range of the instrumentation.

The accelerometric sensors also made it possible to derive the (supposed) natural
frequencies, ranging in the interval 35–50 + 20 Hz for all components. The natural fre-
quencies analysis highlighted a homogeneous transversal and longitudinal symmetric
(with respect to the transversal centerline) behaviour of the bridge. Results have been
compared with the outputs obtained from the Finite Element (FE) modelling of the
bridge used in the design phase. The model issued natural frequencies ranging from 5 to
about 10 Hz, namely one order of magnitude smaller than the experimental frequency.
The reasons of these discrepancies are currently under examinations; a first hypothesis
indicates the underestimation of the action of some structural constraints as a possible
cause. However, a malfunctioning of the shield against electric power cannot be com-
pletely excluded. Following the findings of the investigation, an updated FE model will
be developed in order to better match the results of the FE analyses and the measure-
ment of the real behaviour of the structure. As evidenced in [18], acquired experimental
dataset deliver comprehensive information regarding the behaviour of the bridge, use-
ful for improving the initial FE model characteristics and better defining its boundary
conditions.

The acquired data will allow to constantly monitor the structural integrity of the
bridge and to promptly intervene if the parameters measured in real time should deviate
from the typical parameters obtained from the analyses carried out, addressing the bridge
maintenance process, which has a large impact on the whole life cycle cost.
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6 Expected Developments

The monitoring system has provided data useful for the dynamic characterization of
the investigated structure, or in the worst case, highlighted a bug in the insulation of
the equipment from electric currents. Nevertheless, the system has been designed for
harnessing the integration of different type of sensors and acquiring a huge amount of
data.

In light of this, expected developments will encompass the full exploitation of the
measurements acquired by MEMS accelerometers, by systematically processing the
whole available database, in this way increasing the statistical base of analysed data and
allowing a more accurate description of the structure, both in terms of vibrating natural
frequencies and accelerations. The replacement (or the coupling) of the span accelerom-
eters with different sensor units characterized by a wider measuring range could be
necessary to directly measure the peak accelerations in the Y and Z directions, along
which, as expected, the structure shows the greatest accelerations. Modal analyses from
peak frequencies are being implemented, also taking into account the results obtained in
[19], where the accuracy of MEMS accelerometers for these purposes has been experi-
mentally assessed providing evidence of maximum expected frequency errors up to 5%.
A comparison with the results obtained from an analogous monitoring system installed
on concrete steel bridge is also planned.

Further improvements in the definition of the Portella bridge behaviour are expected
from the evaluation of short and long-term displacements (or possible deformations)
of the structure, with the availability of the monitoring system module based on GNSS
sensors, as widely discussed in [20, 21]. The direct monitoring of displacements will
provide the opportunity of using the original acceleration signal to retrieve velocity
and displacements, starting from the experience conducted in [22], and the original
approaches described in [23].

Finally, many monitoring systems have been installed on structures all over the world.
Since is not easy to find detailed reports containing the achieved results, authors duty will
be the reporting back on the operation, use, and success (or failure) of installed systems
in future years, as intended in [24]. The already acquired acceleration big data will allow
to establish a data driven model of the Portella bridge behaviour in standard conditions,
both regarding maximum accelerations and natural frequencies. This model will enable
to highlight eventual changes in the response to the stresses induced by railway traffic,
therefore evidencing possible changes in the structural state and damages occurred.

Acknowledgments. Part of the research reported in this publication has been conducted in the
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Abstract. Oil spills in the marine environment increasingly represent a significant
problem for the ecosystem. The intensification of the operations of extraction,
transport and storage of hydrocarbons has in fact caused a greater frequency of
the occurrence of accidents, with consequent dispersion of the material in an
uncontrolled manner. Remote sensing plays a fundamental role in identifying and
monitoring these phenomena. In particular, using satellite images obtained with
Synthetic Aperture Radar (SAR) technology, spill recognition methodologies have
been developed through automatic and semi-automatic approaches. This paper
analyses the accident that occurred in March 2017 in the Persian Gulf, through the
Sentinel-1 Single Look Complex (SLC) and Ground Range Detected (GRD) SAR
image Change Detection technique, to evaluate the dispersion of hydrocarbons.
The use of the SentiNel Application Platform (SNAP) software of the European
Space Agency (ESA) made it possible to determine the amount of oil involved
in the spill. Furthermore, through the Web-based application General NOAA Oil
Modeling Environment (WebGNOME) the dynamic propagation model of the
spilled hydrocarbons was produced based on the morphology and meteorological
conditions of the site examined which further confirmed the validity of the Change
Detection operations Sentinel-1 images. Finally, the results were compared with
those obtained using automatic methodologies developed by ESA, confirming the
greater accuracy of the procedures used in this study.

Keywords: Oil spill · Marine pollution · SAR · Sentinel-1 · SNAP ·
WebGNOME · Persian gulf

1 Introduction

Since 1990 there have been over 170 large-scale accidents involving tankers, bulk carri-
ers, Floating Production Storage and Offloading (FPSO) and barges which, accidentally,
caused the spill of hydrocarbons. In 2021 alone, losses totalling over 10,000 tons of
hydrocarbons were recorded [1, 2]. The introduction of remote sensing techniques has
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favoured a rapid and incontrovertible development in the study and monitoring of hydro-
carbon spills, especially those that occur daily in the marine environment, in terms of
quality and quantity of data deductible from analysis of satellite images [3]. The most
widely used method for data acquisition involves the use of Aerial Photogrammetry,
Unmanned Aerial Vehicle (UAV) [4–6] or satellites, especially those equipped with SAR
sensors [7]. The diffusion of petroleum materials on an aqueous surface constitutes a
large floating film, obviously different in terms of the chemical nature and roughness
of the surrounding water surface. These characteristics determine a different ability to
reflect the radar beam, determining a reduction in the backscatter detected by the instru-
ment. Moreover, the SAR image is, thanks to the radar-type sensor, more efficient in
the context of Oil Spill detection than that of a multi-spectral nature, as it is indepen-
dent of lighting, cloudiness and other weather conditions that often negatively affect
the quality of other types of satellite images [7]. For these reasons it was considered
appropriate to analyse the oil spill that occurred off the coast of Dubai in March 2017
through Sentinel-1 images concomitant with the event. The work carried out has the
following objectives ì) to compare the volume of floating hydrocarbons derived from
the analysis of a single image with that derived from the Change Detection between the
image acquired previously and that in conjunction with the SNAP event; ii) evaluate the
effectiveness of a statistical approach in defining the backscatter value that allows you to
distinguish water from oil; ììì) evaluate the behaviour of the Coherence interferometric
parameter. Finally, the analysis performed was compared with the outputs produced by
the Web General NOAA oil modeling environment (WebGNOME), a web application
developed by NOAA [8]. This tool, starting from the data relating to the surrounding
conditions of the environment and the event, allowed both to reconstruct the dynamics
of the spill and to trace the quantities of hydrocarbons released into the environment.

2 Materials and Methods

2.1 Study Area

Fig. 1. Area affected by the spill. General Scale 1:10.000.000. Detail Scale 1:2.000.0000.
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The region of the Persian Gulf is often subject to accidents that cause oil spills at
sea, due to the richness of hydrocarbon deposits and the consequent maritime traffic;
it is counted that in 2017 alone over 13,000 km2 were spilled [2]. The event under
consideration took place south of the island of Siri, in the Iranian sector of the Gulf
(Fig. 1), in the first half of March 2017 when an emergency discharge occurred from the
oil platform of the Siri-E field [2]. The non-profit environmental monitoring committee
SkyTruth watchdog processed the SAR satellite images via the geospatial cloud platform
GeoMixer, developed by Scanex, declaring that 300 to 620 m3 of oil and / or petroleum
products were spilled into the sea [2].

2.2 Dataset

The images used to study this event come from the Sentinel-1A satellite. The data used
in this study are Single Look Complex (SLC) and Ground Range Detected (GRD) type
belonging to Level-1 [9]. Just to get a complete idea of the actions performed on satellite
data, it was decided to use SLC images in addition to the more usual GRDs as these
undergo a different pre-processing with unknown parameters which, in some cases, can
lead to conclusions not very exact [10]. The satellite images used for this study were
acquired free of charge through NASA’s Alaska Satellite Facility Data Search (ASF)
portal. It was decided to use the image acquired on 12/02/17 for the image prior to
the event. Instead, we chose to use the images acquired on 11/03/17 for the Change
Detection procedures and those acquired on 08/03/17 for coherence estimation, given
that the latter present a perfect overlap with the images of 02/12/17, a necessary condition
to implement the interferometric process from which to obtain the coherence parameter.
To operate through SNAP’s Oil Spill tool, only the GRD-type post-event image acquired
on 11/03/2017 was chosen.

2.3 Pre-processing

Images downloaded from the ASF portal require preprocessing actions. The SNAP
software contains all Toolboxes for pre-processing and analysing all types of Sentinel
data. Below is the list and description of the pre-processing procedures that were carried
out on the SLC and GRD images (Fig. 2).

Fig. 2. SLC and GRD preprocessing workflow.



372 G. Caporusso et al.

SAR products require a state orbital vector to correct spatial position accuracy. This
information is present in externally hosted files, which need to be downloaded separately
and are used by SNAP to update the product metadata. The Apply Orbit File process
automatically downloads the OSV file and updates the metadata [12]. The objective of
SAR calibration is to provide imagery in which the pixel values can be directly related to
the radar backscatter of the scene. To do this, the output scaling applied by the processor
must be undone and the desired scaling must be reintroduced. The radiometric scale
allowed for different images by type of sensor, time and geometry of acquisition [12]. The
intensity of a SAR image can be modified by the additive thermal noise. ESA provides
calibrated noise vectors to subtract the power of the noise. The thermal correction of
the noise can be carried out on SLC and GRD products that have not already been
corrected, using a module that reduces the amount of noise from the intensity channel.
The noise correction is then applied to the complex data in order to estimate the noise-
free matrix [12]. TOPSAR is a progressive terrain scanning methodology performed
by SAR devices; the data is acquired in bursts, then switching the antenna beam with
multiple adjacent sub-bands. A product acquired with IW mode will have 3 swaths, one
in EW mode will have 5. The Debursting operation merges the adjacent bursts, returning
a single image by exploiting the azimuthal superposition of the individual bursts. For a
GRD image, this operation has already been carried out in all the processes to obtain it
starting from an SLC type image [13]. An SLC type image is acquired with a resolution
ranging from 1.5 × 3.6 m to 2.3 × 14.1 m. To obtain an acquisition with a square pixel,
we carry out a multilooking process of a square-sized pixel. The processing can be
generated by calculating the average resolution, along the range direction or the azimuth
direction, degrading the image quality but obtaining square pixels. Generally, a SAR
image appears stained by the “salt and pepper noise”, typical of all images of digital
origin. To reduce the presence of this effect, different images are combined inconsistently,
as if they correspond to different acquisitions of the same scene. Multilooking can also be
used to produce an image with a reduced Speckle effect. [7]. The Speckle effect is caused
by a casual constructive and destructive interference that is formed in the acquired image
and which consequently forms the “salt and pepper noise”. Speckle filters can be used
to reduce the amount of Speckle at the cost of reduced resolution and blur. The SNAP
software provides different types of Speckle filters, a Lee Sigma filter with a Windows
Size 7 × 7 was used in our work [12]. Due to topographical variations of a scene and the
tilt of the satellite sensor, distances can be distorted in the SAR images. Image data not
directly at the sensor’s Nadir location will have some distortion. Terrain Corrections and
Ellipsoid Corrections are intended to compensate for geometric distortions caused by
topography and visible in the scene as shadows, foreshortening, and layovers. The result
is an image that is closer to the reality of the territory. Since our study area falls into the
sea, it is advisable to use the ellipsoidal one as a reference surface and therefore we use
the Ellipsoid Correction operator [14]. The Land-Sea Mask operator allows you to make
a split between the part of the image occupied by land and that occupied by an aquatic
mirror. This operation has the double utility of avoiding the presence of a disturbing
action in the analysis which can lead to false positives. Furthermore, by eliminating
the part of the soil that is not of interest for this study, we reduce the computational
load that aggravates on the device used for the processing. This operation is carried out
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through the automatic download of a DEM that immediately recognizes the height of
each pixel and is therefore able to deduce whether it is on the mainland or not [14]. The
conversion from Digital Number to decibel transforms the backscatter intensity into a
more user-friendly quantity, with a better degree of visibility and, generally, accepted as
a unit of measurement for a given radar [15]. The Band Select operation is used to select
the band on which we want to carry out the conversion operation (VV). At the end of the
pre-processing operations we obtain, both for the SLC and GRD image, a product with
the optimal characteristics for the processing required for the actual processing (Figs. 3
and 4).

Fig. 3. SLC image before pre-processing, Scale 1:580.000 (A); GRD image before pre-
processing, Scale 1:1000.000 (B).

Fig. 4. SLC image after pre-processing (A); GRD image after pre-processing (B). Scale 1:
250.000.
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2.4 Processing

Once the pre-processing of the images is finished, it is possible to move on to the
actual processing that allowed us to achieve the originally set goals. The processing
performed involves an initial phase of co-registration of the pre and post event images,
the application of a smoothing filter and finally a calculation operation between the
backscatter values of the two images through a mathematical expression.

Co-registration
The first step is to carry out a co-registration of the sub-pixels of the SAR images, a
fundamental requirement for carrying out any comparison operation [16]. The result to
be obtained through this step is to spatially align the two images so that the characteristics
of a reference image are superimposed on those of the image to which the first is coupled,
to be able to make a comparison as accurate as possible [17].

Co-registration is normally done by selecting an image as the reference (master)
to which all other images are aligned [13]. The co-registration process requires the
identification of common characteristics between the master and the slaves and the
subsequent adaptation of the slaves to the master. The positions of the common features
are called “Tie points” and are used by the co-registration application as a reference.
Once enough binding points are generated, a polynomial function is used to align the
deformed slave image to the master [17].

Fig. 5. Pre-event image respectively without smoothing filter (A), with 10 × 10 pixels kernel
smoothing (B), with 20 × 20 pixels kernel smoothing (C). Scale 1: 800.000

Smoothing
In some of the previous elaborations the problem of video noise emerged, something
common in the field of remote sensing. When it comes to detecting edges and edges,
noise in images greatly affects detection accuracy; therefore, controlling the intensity
of the pixel values helps the model in use to focus on general details and obtain greater
precision [18]. By smoothing, we reduce the high-frequency details: the back-scatter
value of each pixel is defined according to mathematical relationships with those of the
backscatter of the pixels surrounding it within a kernel of a fixed size [19]. By increasing
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the kernel size, we increase the smoothing, thus obtaining different results; it is therefore
advisable to carry out a good calibration of the values used during the procedure. Among
the various mathematical filtering relationships, the choice fell on the median blurring,
which averages all the pixels belonging to the same kernel and replaces the values of all
the pixels with the one calculated in the kernel [20]. This filter was used exclusively on
the image depicting the pre-event, to further reduce the “salt and pepper noise” caused
by the irregularity of the sea surface. In our work the effects of kernels of 10 × 10 pixels
and 20 × 20 pixels size were evaluated (Fig. 5).

2.5 Change Detection Analysis and Threshold Values Definition

We can define the Change Detection operation as the process that identifies the differ-
ences in the properties of an object by observing it at different instants of time [21].
The comparison is made between the image acquired prior to the event, on February 12,
2017, and that acquired in conjunction with the event, on March 11, 2017. The deter-
mination of the threshold value subsequently used as part of the Change Detection was
carried out by calculating the difference of the average backscatter value of the pixels
that contain the oil stain in the post-event image and the average value of the unstained
ones in the pre-event image. The irregular and jagged nature of the patch did not allow to
define in a precise, simple, and rapid way the average backscatter value assumed by the
stained pixels and that assumed by the non-stained pixels. Not being able to use simple
geometries as useful polygons to define homogeneous areas, we opted for an analysis
by sections. Initially, within the image containing the oil spill, a backscatter value was
determined that was able to discern the presence or less of oil by tracing Sect. 1 totally
falling within the oil and Sect. 2 falling totally in the water (Fig. 6). Plotting the results,
the values shown in Table 1 were obtained.

Table 1. Backscatter values in the post-event image for sections 1 and 2.

Backscatter Section 1 (oil) (dB)

Maximum value −28.85

Maximum value −31.91

Average value −30.54

Backscatter Section 2 (water) (dB)

Maximum value −21.11

Maximum value −23.42

Average value −22.26

A value of −25 dB was therefore chosen to assign or not the status of “spot-to” to
the pixel in question, as the maximum value of a pixel falling within the oil spot is well
below this value; conversely, an “unstained” pixel has backscatter values well above the
value we have designated. Once the water-oil discriminating value had been determined,
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Fig. 6. Sections 1 and 2 used to determine the oil-water discriminant backscatter value. Scale 1:
200.000.

it was possible to move on to the study of Sects. 3 to 6 which cross both floating oil and
the sea without it and therefore with heterogeneous backscatter values (Fig. 7). In the
post-event image, for each section, the pixels with backscatter values lower than −25 dB,
in which the presence of hydrocarbons was detected, were separated from those with
higher values, which were considered free from the same hydrocarbons, by calculating
the average of the values of the two parts. In the pre-event image, the average backscatter
value was calculated along the section uniformly made up of water. The threshold value
of each section was therefore defined as the difference between the average backscatter
value of the oil pixels in the post-event image and the average backscatter value of
the water pixels in the pre-event image. This operation made it possible to obtain four
threshold values; finally, the average of these four values allowed to obtain the threshold
value which was subsequently used in the Change Detection calculations. The average
threshold values of each section, both for SLC and GRD images, are shown in Table 2.

Fig. 7. Sections used to determine the Threshold value. Scale 1: 200.000.

In addition to the values determined by this procedure, it was decided to repeat the
Change Detection operation also for threshold values close to the excess and defect values
calculated, such as −12.5 dB, −13 dB and −14 dB. The smoothing operation was carried
out exclusively for the Change Detection in which the calculated average threshold value
was used. The subtraction between the backscatter values of the master image and those
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Table 2. Average Threshold values calculated for SLC (left) and GRD (right).

Threshold SLC (dB) Threshold GRD (dB)

Section 1 13.89 Section 1 13.78

Section 2 12.96 Section 2 14.85

Section 3 13.50 Section 3 13.90

Section 4 12.67 Section 4 14.67

Average Value 13.26 Average Value 14.30

of the slave image was done through the “Band Math” operator. Subsequently, a binary
mask was created composed exclusively of pixels having a threshold equal to or greater
than the values we have chosen. The raster containing the mask was then exported and
processed using the QGIS software. Within the latter, a vectorization operation was
carried out and a Sieve Classification was subsequently carried out using the Semi-
Automatic Classification Plugin tool. Sieve Classification is a procedure that allows
you to replace the value of the isolated pixels with that of the surrounding pixels. This
procedure is useful for removing isolated parts from the classification [22]. Finally, using
the Field Calculator tool, the total area occupied by oil was calculated as the sum of the
areas of the remaining polygons.

2.6 Oil Spill Detection Tool

Inside the SNAP software there is the “Oil Spill Detection” tool based on an algorithm
that can be used for detecting oil spills [23]. This tool was created by training on a set
of images coming from the waters of the northern European seas; generally, it performs
good results, except for the presence of several false positives, caused using an adaptive
algorithm for calculating the threshold based on a single image and not on a Change
Detection [23]. The operator follows the following operations: a pre-processing phase,
in which a calibration is performed and a Speckle filter is applied; a phase of Land-sea
masking which serves to focus the detection exclusively on the area concerned; a phase
of Dark Spot detection, in which dark spots are identified using the adaptive algorithm;
finally a Clustering and Discrimination phase in which the identified pixels are collected
in clusters or eliminated on the basis of the minimum size chosen for cluster formation
[24]. The Adaptive Threshold Algorithm works by finding an average local backscatter,
using a comparison kernel size chosen by the user; after which the software discriminates
the spots that have a backscatter lower than the average local one as “smudged”. This
algorithm performs best with Radarsat and ENVISAT SAR images, for which a training
activity was carried out [14]. With respect to the case in question, the image acquired
on 11/03/17 was processed, to make a direct comparison with the results of the Change
Detection process, for which the same data was used. The output of the process, produced
after a processing time of several hours, is a raster image in which the pixels recognized
as “stained” are displayed, aggregated in clusters.
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2.7 Thickness Value Used to Calculate the Volumes

After having completed the processing that allowed the determination of the spilled
hydrocarbon surface, it was possible to calculate the corresponding volume. To obtain
this result, an estimate of the thickness that this fluid can occupy in the sea was considered.
The exact determination of this parameter is very complex as it depends on various factors
such as, for example, the type of hydrocarbon itself, its temperature, sea temperature,
etc. [25]. Furthermore, the possibility of aggregating or not of the spilled fluid, in order to
form the easily distinguishable “dark patches”, depends very much on the meteorological
conditions: the movement of oil is very susceptible to wind and surface currents, which
can move it on the water surface and disperse it [26]. In the case of optical images,
it is possible to perform a colorimetric analysis that makes a corresponding thickness
correspond to a certain colour, which will therefore be spatially variable [27]. In the
case of SAR images, it is not possible to carry out this type of analysis because it is not
possible to appreciate the spectral characteristics that make the patch assume different
colours. However, we can start from the consideration that to be detected by a SAR,
a hydrocarbon must have a thickness of at least one micron [25]; starting from this
assumption it was possible to make an indicative estimate of the volume of floating oil.

2.8 Coherence Estimation

The local coherence of two radar satellite images is defined as the correlation coefficient
obtained by crossing two SAR images and making the ratio between the coherent and
inconsistent summations calculated for each point. The value of Coherence C goes from
0 to 1; for values close to 1 we will have to deal with highly coherent pixels, typical
behaviour of built structures or rocky areas, which undergo minimal change over time;
for values close to 0 we will have a low coherence content, a typical behaviour of
changing elements such as vegetal or aquatic ones [28]. After applying the Orbit file,
a splitting operation of the SLC image was carried out. The Back Geocoding operator
made it possible to co-register the two previously split SLC images. Following the
co-registration of the two satellite images, the Network Enhanced Spectral Diversity
(NESD) was used to estimate the azimuth shift between the radar images, to minimize the
phase discontinuities between the different bursts. Then a Deburst is performed to merge
the different bursts and obtain a unique Coherence image. Finally, to refine the image
quality, a multilooking operation is performed, to return a square dimension to the pixel
and reduce the Speckle, and an ellipsoidal correction to eliminate the deviation between
the geoid and the reference ellipsoid. At the end of the processing, we moved on to the
evaluation of the Coherence values: initially the Coherence values were analysed using
sections that crossed the oil stain. This methodology, due to the prevailing inconsistent
nature of the sea, within the scene, did not yield useful results for the purposes of our
research. Given this, later, geometries were built, externally and internally to the spot
displayed in the reference image, and the differences between the average values of
coherence calculated inside the spot and outside were measured; the comparison was
made both by means of means and by means of the ninetieth percentile.
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2.9 WebGNOME

The catastrophic consequences caused by an Oil Spill event [29] have led, over the years,
to the need to refine the techniques for identifying and detecting spills [30]. However,
it was also necessary to develop techniques that would make it possible to reconstruct
the dynamics of the accident and to predict its spread and future evolution. To meet this
need, (NOAA) has developed a software, WebGNOME, equipped with a model capable
of elaborating the path that the spilled hydrocarbon can follow, both from a chemical
and physical point of view, based on how the latter is influenced by the atmospheric and
morphological conditions of the analysed case [8].

Dataset
WebGNOME can be used by entering various data sources: the map, the wind and sea
currents, the diffusion parameters, the temperature, the salinity, the type of hydrocarbon,
the type and duration of Spill [8]. A spill phase duration of 3 days was set, for a total of
401,000 spilled gallons (data calibrated to obtain a quantity of floating material equal to
that detected). The type of hydrocarbon chosen, in the list made available by the ADIOS
Oil Database, corresponds to “DUBAI, OIL & GAS”, with an API gravity equal to
31.081 and a Pour point equal to −9.0 °C. The water temperature [31] was set to 21.9 °C
[32], the salinity equal to 32 psu [33] and the Sedimentation Load equal to 5 mg/l
[33]. The horizontal diffusion coefficient was set to a value equal to 1e + 5 cm2/s [34].
The wind was set for intensity and direction with a variability of six hours between one
measurement and another. Finally, the currents were obtained from the GOODS website,
made available by NOAA, from which it is possible to download the files necessary to
correctly set the trend of the sea currents within the model [35]. The duration of the
simulation was set at 6 days and 3 h, to make the end of the simulation coincide with
the moment in which the post-event image used in the study was recorded.

Processing
The spilled hydrocarbon is modelled by the software through points with mass that the
program calls “Lagrangian Elements” or “LE”. Each LE has its location, release time,
age, type of pollution and status (floating, beached or evaporated) [8]. In WebGNOME
the diffusion of material is treated as a stochastic process; the effects of gravity and
surface tension are ignored, because they only affect the first instants of spill. The model
uses a classic diffusion equation, here expressed in Cartesian coordinates:

∂C

∂t
= Dx ∗ ∂2C

∂x2 + Dy ∗ ∂2C

∂y2 (1)

where C is the concentration of the material and D is the diffusion coefficient. The move-
ment of each element is calculated moment by moment, vectorially adding the intensity
transmitted by the wind and that transmitted by the current. The movement caused by
the current is calculated through an algorithm called Directional Acyclic Graph (DAG)
Tree, who divides the map into triangles and calculates, for each particle inside the
triangle itself, on which of the adjacent triangles there is more probability that the par-
ticle moves. This procedure makes it possible to greatly lighten the complexity of the
calculation with respect to the methodologies that are based on the nearest neighbour
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for each specific element. The Windage data entered is interpolated through a Hermite
polynomial; subsequently the consequent wave motion generated is calculated from the
intensity of the wind, mainly responsible for the motion of the oil particles [36]. Recent
studies relating to the prediction of wave motion using neural networks could prove use-
ful for the evolution of the oil diffusion model [39, 40]. Furthermore, for the calculation
of evaporation and sedimentation, WebGNOME uses a three-phase calculation algo-
rithm, based on the model developed by Boehm, Feist, Mackay, & Paterson [37]. Two
types of solutions are obtained through the software: a “best estimate solution” and a
“minimum regret solution”. The “best estimate”, the one chosen in this paper, considers
only the Lagrangian Elements whose movement, according to the calculations made by
the software, is deemed correct with excellent probability; the “mini-mum regret”, on the
other hand, also considers a certain uncertainty in the input data, to which a variable and
uncertain output data will correspond, which contemplates within it a wider but at the
same time more uncertain set of diffusion possibilities; the latter methodology is useful
for determining the “worst case scenario” [8]. By using WebGNOME it was possible
to validate the detection carried out via satellite image, verifying the actual matching
between the spot extrapolated through the SNAP program and the one obtained from
the web software calculations. Parallel to the analysis concerning the movement and
diffusion of the pollutant, the WebGNOME software also performs a chemical analysis
of each individual Lagrangian element. The component of the program that carries out
this analysis is the Automated Data Inquiry for Oil Spills (ADIOS); this tool models oil
spills to analyse physico-chemical changes [38]. Using ADIOS it was therefore possible
to reconstruct, starting from the quantity of floating hydrocarbon identified by the satel-
lite image, the sedimented quantity, that naturally dispersed and that evaporated and,
consequently, also the total volume that characterized the accident in its entirety.

3 Results and Discussion

The oil surfaces obtained from the analysis carried out through Change Detection (Fig. 8)
and the volumes obtained considering the thickness of one micron are collected in Table
3. The reference volume is that determined by the SkyTruth portal equal to 163876
gallons.

The Table 3 first distinguishes the results obtained for the SLC and GRD images; the
threshold values used, the possible size of the Smoothing kernel, the calculated volume
expressed in gallons and the percentage difference in absolute value from the comparison
measure are also indicated. It is possible to notice a discrepancy between the results
obtained starting from an SLC image compared to those obtained from a GRD. The result
obtained using the threshold value obtained through the section method, has a percentage
discrepancy with respect to the reference volume ranging from 6.7% to 6.9% as regards
the SLC, of 5.5% for the GRD image. We can therefore note how the application of the
Smoothing filter has a negligible contribution to the result, causing the result to vary by
0.2% in the SLC and by a value of less than 0.1% for the GRD. By carrying out the
Classification Sieve process on the SLC image with a difference value equal to −13.258
with no smoothing, while obtaining a cleaner image, there is a loss of information which
leads to an increase, even if minimum, of the deviation from the reference measure,
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Fig. 8. Resulting images of the Change Detection process respectively with Threshold values
equal to −12.5 dB (A), −13 dB (B), −13.258 dB (C), −14 dB (D). Scale 1: 55.000.

Table 3. Volume Analytics.

Declared Volume = 163876 gal

Threshold (dB) Smoothing filter
(Pixel)

Sieve filter Computed volume
(gal)

Variation (%)

Change Detection SLC

Difference - 12.5 NO NO 169762.5 3.59%

Difference - 13 NO NO 158388.0 −3.35%

Difference - 13.258 NO NO 152911.2 −6.69%

Difference - 13.258 10 NO 152960.1 −6.66%

Difference - 13.258 20 NO 152604.0 −6.88%

Difference - 13.258 NO YES 152624.8 −7.00%

Difference - 14 NO NO 137349.9 −16.19%

Change Detection GRD

Difference - 12.5 NO NO 181226.7 10.59%

Difference - 13 NO NO 160971.1 −1.77%

Difference - 14.301 NO NO 154913.0 −5.47%

Difference - 14.301 10 NO 154920.6 −5.46%

Difference - 14.301 20 NO 154818.7 −5.53%

Difference -15 NO NO 140120.0 −14.50%

SNAP Oil Spill tool

Undefined NO NO 137728.4 −15.96%
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Fig. 9. Resulting image of the single image
Oil Spill Tool integrated into SNAP. Scale 1:
200.000.

Fig. 10. Comparison between the spot
detected by Change Detection in SNAP and
Lagrangian Elements from WebGNOME.
Scale 1: 200.000.

advising against its use for the purpose of a precise volumetric analysis. The best values
will be obtained with a threshold value slightly lower than that calculated by us which
therefore tends to undersea the actual volume value by 3–4%. The recognition obtained
through the tool integrated in the single image “Oil Spill Tool” program (Fig. 9) leads
to a difference of 16%, which indicates the inadequacy of the methodology in the exact
recognition of the quantities spilled, moving us away by more than ten percentage points
from the optimal measurements obtained from our studies. Analysing the results obtained
through the Coherence Estimation procedure, it is noted that no significant and useful
results emerge for the analysis: the changing nature of the aqueous medium does not
lend itself, at a macroscopic level, to an interferometric analysis which allows to obtain
appreciable coherence results. By examining the numerical results obtained from the
coherence analysis of a geometry falling within the oil stain and comparing them with
those of a geometry not falling within the stain, we obtain a deviation between the
percentages of −1.5% compared to the average value and −2.2% as regards the 90th
percentile. From the visual comparison between the stain detected through the SNAP
procedures and that calculated through the dynamic model WebGNOME (Fig. 10) it can
be seen how the two procedures, carried out in parallel, lead to a good overlap of results:
the spill obtained from the satellite images it is in fact almost entirely incorporated
in the cloud of points that the software developed by NOAA generates. The use of
WebGNOME is therefore, from our studies, valid in predicting the behaviour of the
spilled hydrocarbon, restricting the field of investigation in which cleaning operations
could be carried out. In addition, this procedure allows you to reconstruct the origin
and mode of diffusion of the fluid, possibly allowing you to investigate the causes;
this problem is widespread in the field of detecting oil spills as it is often difficult to
reconstruct the dynamics of accidents due to the unavailability of information. In this
sense, the use of the ADIOS tool, which is part of the WebGNOME package, is also
useful: this tool performs a chemical analysis, based on the data entered in the model,
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from which it obtains, moment by moment, the hydrocarbon values evaporated, naturally
dispersed, settled and floating. The floating material, in the case under consideration,
constitutes only 40.8% of the total volume spilled. Starting from this data it was possible
to trace a quantity of spilled volume equal to 401000 gallons (Fig. 11).

Fig. 11. Reconstruction of the event carried out using the ADIOS software.

4 Conclusions

The outputs obtained from the study confirm that more truthful results can be obtained in
the identification and subsequent estimation of the mass of spilled hydrocarbons through
a Change Detection process both on an SLC-type image and on an image of the GRD
compared to the procedures that analyse a single image, such as the one performed by
the Oil Spill Tool integrated in SNAP. The values are however affected by a degree of
inaccuracy because in a SAR image it is not possible to appreciate the different densities
that oil can assume in the act of floating on an aquatic surface. In this regard, it may
be useful to carry out a more in-depth comparison with Change Detection procedures
that have an optical type of image as the object of study, such as that obtained from
Sentinel-2 satellites. The procedure used to determine the threshold value is confirmed
to be suitable for recognizing an Oil Spill having given results close to those found in
literature: this result could be further improved by reducing the random component that
this type of measurement brings with it, by increasing the number and size of the sections
used. The Coherence analysis carried out did not lead to decisive results: this is because
the sea surface has a changing nature that does not lend itself well to the type of research
carried out and does not give appreciable macroscopic results. This kind of procedure
could therefore be more effective for the analysis of an Oil Spill phenomenon that does
not occur in the marine environment but on land. The WebGNOME software was used
as a validation tool for the survey carried out via satellite image; the good overlap
between the results of the two models testifies to the correctness of the model and the
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possibility of its use for validation procedures, reconstruction of the Oil Spill event and
its environmental consequences, thanks to the chemical-physical analysis performed by
the ADIOS tool. For this purpose, the component of the imputed meteorological data, the
type of spilled hydrocarbon and the spillage method are of particular importance for the
correct functioning; to increase the reliability of the generated model, it will therefore
be appropriate to improve the quality and quantity of the input data that describe the
actual conditions in which the event takes place.
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26. Dąbrowska, E., Kołowrocki, K.: Hydro-meteorological change process impact on oil spill
domain movement at sea. In: Zamojski, W., Mazurkiewicz, J., Sugier, J., Walkowiak, T.,
Kacprzyk, J. (eds) Theory and Applications of Dependable Computer Systems. DepCoS-
RELCOMEX 2020. Advances in Intelligent Systems and Computing, vol. 1173. Springer,
Cham. https://doi.org/10.1007/978-3-030-48256-5_17

27. Fingas, M.: The challenges of remotely measuring oil slick thickness. Remote Sens. 10(2),
319 (2018)

28. Touzi, R., Lopes, A., Bruniquel, J., Vachon, P.W.: Coherence estimation for SAR imagery.
IEEE Trans. Geosci. Remote Sens. 37(1), 135–149 (1999)

29. Palladino, M., Nasta, P., Capolupo, A., Romano, N.: Monitoring and modelling the role
of phytoremediation to mitigate non-point source cadmium pollution and groundwater
contamination at field scale. Ital. J. Agron. 13.s1 (2018)

30. D’Andrea, M. A., and G. Reddy, K.: Health consequences among subjects involved in Gulf
oil spill clean-up activities. Am. J. Med. 126(11), 966–974 (2013)

31. Tarantino, E.: Monitoring spatial and temporal distribution of Sea Surface Temperature with
TIR sensor data. Italian J. Remote Sensing/Rivista Italiana di Telerilevamento 44(1) (2012)

32. Noori, R., et al.: Recent and future trends in sea surface temperature across the Persian Gulf
and Gulf of Oman. PloS one 14(2), e0212790 (2019)

33. Dubach, H.W.: A Summary of temperature-salinity characteristics of the persian gulf. National
oceanographic data center Washington D.C. (1964)

34. Al-Ghadban, A.N., Abdali, F., Massoud, M.S.: Sedimentation rate and bioturbation in the
Arabian Gulf. Environ. Int. 24, 1–2 (1998)

35. Samuels, W.B., Amstutz, D.E., Bahadur, R., Ziemniak, C.: Development of a global oil spill
modeling system. Earth Sci. Res. 2(2), 52 (2013)

36. Zelenke, B., O’Connor, C., Barker, C.H., Beegle-Krause, C.J., Eclipse, L.: General NOAA
operational modeling environment (GNOME) technical documentation (2012)

37. Jung, T.H., Son, S.: Oil spill simulation by coupling three-dimensional hydrodynamic model
and oil spill model. J. Ocean Eng. Technol. 32(6), 474–484 (2018)

https://doi.org/10.1007/978-3-030-48256-5_17


386 G. Caporusso et al.

38. Elizaryev, A., et al.: Numerical simulation of oil spills based on the GNOME and ADIOS.
Int. J. Eng. Technol. (UAE) 7(2), 24 (2018)

39. Sadeghifar, T., Lama, G.F.C., Sihag, P., Bayram, A., Kisi, O.: Wave height predictions in
complex sea flows through soft-computing models: case study of Persian Gulf. Ocean Eng.
245, 110467 (2022)

40. Lama, G.F.C., Sadeghifar, T., Azad, M.T., Sihag, P., Kisi, O.: On the indirect estimation of
wind wave heights over the Southern Coasts of Caspian Sea: a comparative analysis. Water
14(6), 843 (2022)



Change Detection Analysis Using Sentinel-1
Satellite Data with SNAP and GEE Regarding

Oil Spill in Venezuela

Giacomo Caporusso(B) , Cristian Gallo, and Eufemia Tarantino

Department of Civil, Environmental, Land, Construction and Chemistry (DICATECh),
Politecnico di Bari, Via Edoardo Orabona 4, 70126 Bari (BA), Italy

giacomo.caporusso@poliba.it

Abstract. In Venezuela, according to a report by the National Aeronautics and
Space Administration (NASA) dated September 2021, up to 50,000 oil spills at
sea have been monitored in the 2010–2016-time frame. In the current two-year
period, the situation does not seem to have changed: the state refinery of the
Venezuelan oil company Petróleos de Venezuela, S.A. (PDVSA), located near
El Palito (Carabobo), is estimated to have been responsible for nearly 100,000
barrels of oil spilled in just one year. The aforementioned spills, with the intensifi-
cation of extraction, transport and storage operations, have given rise to a greater
number of accidents resulting in uncontrolled dispersion of material, endanger-
ing local marine-coastal ecosystems. The one that took place in July 2020 stands
out, reconstructed a posteriori using satellite images that have highlighted its geo-
environmental impact. Remote sensing has played a fundamental role in identify-
ing and monitoring the spread of hydrocarbons; in the present study, the same event
was analysed using Sentinel-1 Synthetic Aperture Radar Image (SAR) Change
Detection techniques. The use of the desktop software SeNtinel Application Plat-
form (SNAP) of the European Space Agency (ESA) made it possible to quantify
the ocean surface affected by the phenomenon under analysis; at the same time, an
algorithm was formulated within the cloud platform Google Earth Engine (GEE)
which confirmed the same outputs but more quickly and allowed the implementa-
tion of an algorithm that exploits the statistical concept of value of Otsu threshold.
The results obtained were subsequently compared with other results extrapolated
through automatic methodologies developed by ESA, which supported a better
accuracy of the procedures used in this study.

Keywords: Oil spill · Marine pollution · SAR · Sentinel-1 · SNAP · Google
Earth Engine · El Palito · Otsu

1 Introduction

Accidental release of hydrocarbons, caused by offshore infrastructure and oil tankers,
can have a significant and far-reaching environmental, social and commercial impact
[1–3]. Therefore, promptly applying protocols aimed at containing the potential dam-
age reported by marine and coastal environments, would be decisive: among the most
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common measures, the cleaning and recovery of the spill, the exact geolocation and the
forecast of dispersion [4, 5]. To this end, in recent years, remote sensing technologies
using radar-type satellite data have proved to be useful supports for the analysis of oil
spills [6, 7]. Active remote sensing makes use of synthetic aperture radar sensors which
are extremely advantageous, since the data can be acquired both day and night and in
any atmospheric condition. Instead, passive remote sensing provides optical data for
which an external light source (sun), cloudless and perturbation-free weather conditions
are required [8, 9]. The presence of oil in the sea is manifested by a film of hydro-
carbons on the water surface able to dampen the waves of the sea making it smoother
[10]. Radar sensors record this condition with a lower backscatter energy intensity than
natural marine conditions, causing dark streaks in the radar images depending on the
quantities and types of spills and the dynamics of the ocean surface [11]. In some cases,
distinguishing such spills from other contaminating factors could prove to be a partic-
ularly complicated operation, especially when dealing with rain cells, areas subject to
weak wind or stains of biologic material [12, 13]. The investigated event refers to the
accidental discharge of oil which took place around 26 July 2020 at the Venezuelan
coast at the El Palito refinery. Sentinel-1 radar data from ESA’s Copernicus program
[14] was used within a Change Detection implemented both in the SNAP software and
in the GEE cloud platform. The procedure consisted of a comparison between two dif-
ferent perfectly superimposable satellite images, one concomitant with the event and
the other in the absence of hydrocarbon contamination and allowed the identification of
the footprint area of the oil spill. In SNAP, the distinction between water and oil was
evaluated through a backscatter threshold value deducible from the histogram statistics
associated with the combination of images [15]. The speed of image processing in SNAP
is strictly connected to the hardware characteristics of the device used: to get around
this possible limit, it is convenient to opt for web-based and open-source cloud software,
capable of managing a large amount of data and analysis directly online based on server
processing in much shorter times, such as GEE [16]. Therefore, in GEE, given the need
to distinguish only the two components of water and oil within the image, it was found
appropriate to resort to the well-known Otsu algorithm [17], although little used for
these study cases. It follows that the results obtained in both SNAP and GEE are more
accurate and precise than those deriving from the automatic methodology implemented
in the SNAP software, which is based exclusively on the processing of a single image
concomitant to the event [18].

2 Material and Methods

2.1 The Study Area

The case study concerned the accident that occurred near the El Palito refinery, in the
state of Carabobo, located near the Venezuelan coast [19] (Fig. 1). In this case, the ability
to monitor, detect and manage oil spills is vital due to the persistent dangers posed to
marine biodiversity, wildlife and habitats [20].

The start of the spill took place around 26 July 2020, but was silenced by the media,
due to the lack of reporting by the PDVSA refinery and to the greater visibility of a
simultaneous spill located off the coast of Mauritius which took place on 25 July [21].
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Fig. 1. Area affected by the spill on Google Earth Pro.

The lack of preparation and the inability to act in the face of similar scenarios on the part
of local realities was remarked by Eduardo Klein, associate professor at the department
of environmental studies at the Simón Bolívar University (USB) in Caracas. His stud-
ies on the subject allowed him to reconstruct what was happening, also using satellite
research conducted by the “Remote Sensing and Geo-Spatial Analysis Laboratory”, a
research hub of USB [20]. The results were both instructive and alarming: based on the
TerraSAR-X satellite image (Fig. 2) of 26 July, the spill remained concentrated in the
immediate vicinity of the refinery (coast of Carabobo), during which time there was no
measures were taken to prevent its advancement towards Morrocoy National Park and
other endangered coasts. The beginning of what Klein has renamed “ecocide” has taken
the form of a “language of death”, so nicknamed by the same, with an extension of about
260 km2 and a maximum length of 27 km, in front of the refining centre [20, 22].

2.2 Dataset

Despite the existence of numerous increasingly performing commercial satellites, such
as the previously mentioned TerraSAR-X one, the future of Remote Sensing seems to be
oriented in the use of Open Data, among which are the products of the Sentinel-1 mission
[23]. The latter was built in 2014 by ESA through the Copernicus project: it consists of the
two satellites Sentinel-1A and Sentinel-1B. Both satellites describe a sun-synchronous
orbit and are combined in such a way as to obtain a reduced temporal resolution from
12 to 6 days. In addition, they are equipped with C-band SAR technology, operating
at a central frequency of 5.405 Ghz, with an image acquisition phase independent of
weather and lighting conditions [8]. The modality with which the images are obtained
is divided into single polarization (VV or HH) and double polarization (VV-VH and
HH-HV) [24]. In favour of users, the most used data are above all those belonging to
level I, i.e., the SLC and GRD products [23]. The difference between the latter is in the
type of pre-processing present. The SLC products, in fact, less processed upstream, are
the result of the Instrument Processing Facility (IPF) used for raw and compressed data.

This processing consists in the application of a series of algorithms that allow to
obtain SAR data of amplitude and phase focused, georeferenced and provided in slant-
range geometry [25]. GRD products, on the other hand, only contain the amplitude
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Fig. 2. TerraSAR-X radar image of 26 July 2020 processed by USB. https://newsbeezer.com

data and undergo refinement and cleaning procedures, such as a first filtering of the
speckle and a Multilooking operation, which allows for square pixels [26]. The satellite
images used for the case study were acquired free of charge through NASA’s Alaska
Satellite Facility Data Search (ASF) portal. The first data refers to a concomitant image
of the event acquired on 31 July 2020. The scene shows a situation in which the spot,
compared to July 26, has already moved away from the coast from which it originated
and has spread to the open sea. The second image was acquired after the event, or on
February 20, 2021. The choice is because it was preferred to work with both products
belonging to S1A, in Descending mode, to be able to carry out interferometric operations
as well. The images chosen for the study are both SLC and GRD type, with the aim of
making a comparison between the surface results. Furthermore, this choice was also due
to the need to ascertain the effects of the pre-processing carried out upstream on the
GRD data on the final outputs [27].

2.3 SNAP Analysis

A first analysis of the event focused on the use of the Sentinel-1 toolbox of the SNAP
open-source platform, software that supports the reading, visualization, processing and
writing of data relating to various satellites [14]. This platform is widely used by
researchers in the field of remote sensing with the intent of processing data through
automatic procedures, such as the one served by ESA’s toolbox for Oil Spill Detection,
and semi-automatic procedures, such as the one used in the study proposed [26]. In

https://newsbeezer.com
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Fig. 3, the graph containing all the pre-processing and processing procedures for the
SLC and GRD images, for the Master and Slave products, is presented.

2.4 Pre-processing

After the selection and acquisition of the satellite images, a series of semi-automatic
preliminary processing was performed in order to make the data suitable for the actual
processing phase. The pre-processing operations carried out on the two different inputs
are reported [28].

Apply Orbit File: The orbital state vectors, contained in the metadata of SAR products,
are generally not accurate. The correct orbits of the satellites are determined after several
days are made available on SNAP only after the generation of the product. Through this
operation it is possible to automatically download the OSV file from the ESA GNSS Hub
which allows the orbital state vectors to be updated in the metadata, providing accurate
information on the position and speed of the satellite [29].

Fig. 3. SLC and GRD process workflow.
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Calibration: Calibration is the procedure that converts the digital pixel values into
radiometrically calibrated back-scatter values, since, in the typical first level radar data
processing, a significant distortion remains. In particular, the process converts the radar
reflectivity into physical units, referred to the plane perpendicular to the direction of
the propagation beam. Therefore, it is necessary to apply radiometric correction to SAR
products, so that the pixels numerically represent the radar backscatter value of the
reflecting surface [29].

Thermal Noise Removal: Operation intended to remove the additional thermal noise of
which a radar image is characterized. The removal of thermal noise reduces the distorting
effects in the texture of the sub-swaths, normalizing the backscatter signal within the
entire scene, favouring its reading in multi-swath acquisition mode [29].

TOP-SAR Deburst: The SAR detection devices carry out a progressive scan of the
terrain through a series of images with which the data are acquired: this operation is
called TOPSAR. Subsequently, the data acquired along the antenna beam are sampled in
multiple adjacent sub-bands, shared by the same pixel spacing. The Debursting operation
performs a merge of the adjacent bursts returning a single image by exploiting the azimuth
overlap of the individual bursts. This operation is not performed for GRD images, since,
being obtained from an SLC image, the operation will already be completed in the ESA
pre-processes [30].

Multilook: A feature that unites digital images is the presence of the speckle; one of the
objectives of these processes is to reduce any radiometric distortions present, which are
shown through a “salt and pepper” effect. To achieve this, part of the initial resolution
of the data must be renounced: in fact, through the multilooking operation, the original
resolution is degraded, along the range direction and/or the azimuth direction, obtaining,
on the other hand, pixels of a square [29]. For the case in question, the analysis was
diversified for the two types of products. In addition to improving the interpretability of
the image, a significant reduction in processing times is achieved [29].

Speckle-Filter: SAR images have an inherent granular noise that degrades image quality
and makes interpretation of its characteristics more difficult. This trend is caused by
the constructive and destructive interference of waves reflected by elementary scatters
within each resolution cell. Speckle filtering is a procedure for increasing image quality
by reducing such spots. In the case analysed, the use of the more innovative Lee Sigma
filter was chosen, with Windows Size equal to 7 × 7 [31].

Ellipsoid Correction: In the SAR image there may be lateral distortions of distances
and geometries, due to topographical variations and the angle of incidence of the satellite
sensor. Ellipsoid Correction allows you to correct these discrepancies between the image
and the real surface [32]. In particular, by operating in the sea, it is possible to approximate
the real surface to an ellipsoid to make the necessary corrections within the image. The
correction function is implemented through the Geolocation-Grid (GG) method which
operates according to the procedures of a Range Doppler Terrain Correction [26].
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Land-Sea Mask: Applies a mask that transforms all the pixels on the earth into “no data
value”, keeping only the pixels present on the liquid surface. The procedure consists of
a quick comparison with the DEM downloaded from the software, which, by analysing
the height of the pixel, will determine whether the position occupied is on the mainland
or not. The operation is advantageous both in terms of processing times, significantly
reduced due to the lightening of the image, and for the lack of consideration of possible
false positives due to the presence of pixels that behave in a similar way to oil in terms
of backscatter [32].

Linear To From dB: As the last step in the pre-processing workflow, the backscatter
coefficient displayed in the Digital Number (DN) is converted to decibels (dB) through a
logarithmic transformation. With this transformation, the product is made more readable
by linearizing it [33]. At the end of the pre-processing workflow, clean and visibly more
readable images were obtained, both for the pair of SLC products and for the GRDs,
ready for subsequent processing (Fig. 4).

Fig. 4. Output after the SLC, Master (a) and Slave (b) image pre-processing phases, and GRD,
Master (c) and Slave (d) images.

2.5 Processing

Following the SAR data pre-processing operations, products are obtained ready for
processing activities through which it will be possible to recognize the spilled oil surface.
Considering that oil particles have a greater influence on the amplitude of the radar signal,
the analysis will be based on the latter [34].
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Stacking: The toolbox interferometric modules provide for the registration of one (or
more) “Slave” images with respect to a “Master” reference image [35]. This process
requires, between the “Master” image and the various specificities of the “Slave” images,
common characteristics called Tie Points, used as reference points for the entire opera-
tion. Following the use of a polynomial function that aligns the images, a single product
ready for comparison is obtained in which the deformations of the reference image are
spatially superimposed (in the geographic raster) to that of the base image. This occurs
through a resampling method which, in this study, involved bilinear interpolation [36].
The co-registration procedure is completely automatic: in addition to the definition of
the processing parameters, no further inputs or interventions by the user are required, as
the optimization procedure is performed automatically for both images, perfecting the
offsets of the operation [28]. In the proposed study, the Master data is represented by the
data acquired on 07/31/2020, in which the incriminated event is present while the Slave
data is represented by the image of 02/20/2021, in which there is total absence of oil.

Fig. 5. Pre-processed GRD Slave image: without Smoothing filter (a), with Smoothing 10 × 10
(b) and with Smoothing 20 × 20 (c).

Smoothing: The speckle present in the SAR images compromises the precision of the
deductible results [37]. The process, therefore, aims to “control” the intensity of the
pixel backscatter values, helping to focus on the average of the values assumed in the
same kernel [38]. The softening of the image tends to make the study area more homo-
geneous through a high-frequency detail filtering operation [39]. The median blurring
filter assigns an average value to the pixels contained in the kernel, replacing it with
the previously assumed values [40]. As the size of the matrix increases, the smoothing
of the image will increase, thus obtaining different filtering effects. The operation was
carried out exclusively for the Slave image, as we can say with certainty that it has pixels
containing mainly water and therefore are approximately similar to each other. A series
of various filtering windows was considered for the analysis, setting the kernel size of
(5 × 5), (10 × 10), (15 × 15), (20 × 20) and (30 × 30) (Fig. 5). The choice of this filter
was found to be the most effective for phenomena related to oil spill detection [41].

2.6 Change Detection Analysis and Threshold Values Definition

The comparison between the two pre-processed radar images is the basis of the Change
Detection methodology [32]. The determination of the surface of floating hydrocarbons
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for the image was referred to both the SLC and GRD images using different threshold
values. These values were statistically determined through a polygonal geometry within
which only the petroleum pixels fall (Fig. 6). This was certainly favoured by the shape
of the spot, which can be enclosed in a single geometry defined as “region of interest”
(ROI), not being characterized by an irregular or fragmented shape.

Fig. 6. ROI used to determine the threshold for the Master (a) and Slave (b) image.

Therefore, the determination of the threshold values referred to the SLC and GRD
images refers to the backscatter values detected within the polygon. In particular, both
the average value and the 90th percentile were considered due to the presence of some
pixels characterized by anomalous backscatter values (outliers). The threshold values
therefore arise from the difference between the values assumed in the ROI of the Master
image and in the ROI of the Slave image.

The values for the SLC product and the GRD product are shown in Table 1.

Table 1. Threshold value.

Threshold SLC

Mean value
(dB)

P90 value (dB)

ROI master −27.568 24.783

ROI slave −18.400 −16.372

Threshold −9.168 −8.411

Threshold GRD

Mean value
(dB)

P90 value (dB)

ROI master −28.077 −24.978

ROI slave −18.437 −16.341

Threshold −9.639 −8.637
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By doing so, four threshold values were obtained and subsequently used in the
Change Detection. To extract the dark area that represents the release of hydrocarbons, a
difference is initially made between the VV band of the Master image and the VV band
of the Slave image using the Band Maths tool. The difference raster obtained is used
to discriminate the “oil” pixels from the “water” pixels. This is done again through the
Band Maths operator in which an inequality is set between the raster difference VV and
the various thresholds. Subsequently, to calculate the area relating to the oil spill in each
case, the “oil” pixels were counted using a mask.

2.7 Tool SNAP: Oil Spill Detection

The SNAP software provides the user with a collection of graphs containing preset algo-
rithms that can be used for specific analyses. As part of the radar application, a toolbox
is provided for the fully automatic mapping of oil spills, called “Oil Spill Detection”.
The algorithm has the substantial difference of not using Change Detection operations,
going to operate exclusively on the image where the presence of the floating hydrocar-
bon surface is indicated. The composition of the workflow (Fig. 7) includes a first phase
of image pre-processing in which only Land-Sea Mask and calibration operations are
envisaged, in which a speckle filter is applied [41]. Subsequently, an image processing
activity began, consisting of an operation called Oil Spill Detection, in which the “dark
spots” are identified using the Adaptive Threshold Algorithm, an adaptive algorithm for
calculating the Threshold based on single reference image only [42]. The survey ends
with the final phase of Oil Spill Clustering, where the pixels are collected in clusters
and selected with respect to the minimum size chosen by the user or performed with
predefined parameters. The tool provides for the use of an average local backscatter
value through the comparison Background Window Dimension freely left to the user:
the software will define the pixels that will have a backscatter value lower than the one
chosen [43].

Fig. 7. SNAP oil spill detection tool workflow.

2.8 Change Detection in GEE e Threshold di OTSU

In the analysis previously carried out, the importance of lightening the processing bur-
den was deduced in order to reduce the duration of processing times, depending on the
type of hardware available to the user. The latter has often been considered a limitation
of the attempt to expand the pool of users interested in the analysis of satellite images
[44]. To ensure greater efficiency of these services and speed up the mechanical and
repetitive phases of the process, the online platform Google Earth Engine (GEE) was
created in 2011 [45]. In the study, an innovative algorithm was developed to improve
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and facilitate the remote sensing of floating oil surfaces in the sea. The first operation
involves uploading the Sentinel-1 image collections, importing the reference data present
on the Earth Engine Data Catalog, in the Work Space. From the present collection, the
availability of Sentinel-1 products exclusively of the GRD type is denoted: the SLC
data, in fact, are not currently supported by the GEE platform [46]. In the GEE environ-
ment, from the Copernicus/S1_GRD collection, “analysis-ready” products are imported,
already pre-processed, and containing measurements of the backscattering coefficient
σ0 expressed in decibels (dB). The pre-processing steps (implemented by Sentinel-1
Toolbox) to derive the backscatter coefficient in each pixel are as follows [47]: Apply
Orbit File, GRD Edge Noise Removal (has the task of removing low-intensity noise and
invalid data on the edges of the scene), Thermal noise reduction, Radiometric calibration,
Orthorectification and Multilook. Once the data collection has been imported, it is nec-
essary to define the geometry of the area of interest on which to perform the calculations.
A rectangle was therefore drawn, by imputing the coordinates of the four vertices, which
consists of the Area of Interest (AOI) currently near El Palito and possibly translatable
and modifiable in order to investigate other areas. Subsequently, the two products were
selected through a series of Sentinel-1 Image Collection product filtering operations:
type of VV copolarization, more effective than VH in detecting oil spills [48], IW acqui-
sition method and Descending orbit. Once the filters have been applied, the two images
referring to 07/31/2020 and 02/20/2021 are obtained, each of which has been associated
with a layer of the GEE main window. The algorithm workflow also provides, before
carrying out the Change Detection operations, an oil-free image smoothing operation.
The “softening” of the image aims to make the study area more homogeneous through
a filtering of the high-frequency pixel values [23]. The computation process, which in
GEE is called convolution, performs a linear combination of the neighbouring pixels
using a predefined set of weights. The results obtained are affected by the so-called
“edge effect”, produced by the fact that approaching the border of the image, the kernel
applied to the pixel will not be totally occupied by other pixels that are part of the image
[40]. To overcome this drawback, it was decided to apply this operation to a geometry
with an offset of 0.02° from the margin of the previously selected one, in order to elim-
inate this effect. Subsequently, a comparison was made between the two radar images,
the heart of the analysis based on the Change Detection methodology. The latter was
processed by the Maths Operators present on GEE, which allow to obtain the Difference
image, determined precisely by the subtraction, pixel by pixel, of the backscatter val-
ues of the two images purchased in the same AOI [49]. The threshold value considered
was obtained using the Otsu algorithm, based on the analysis of variance between two
classes of the single Difference image [50]. In satellite image analysis, there is often a
need to use automated and data-driven methods to distinguish two relatively homoge-
neous objects, such as oil and water. For a single-band image with bimodal distribution
of the pixels, it is possible to perform a two-class segmentation, finding a threshold that
separates them. A bimodal image presents a plotting histogram of the backscatter val-
ues in two distinct distributions, almost separable from each other. In fact, between the
two “fashions” it is possible to identify a local minimum point, in which the possibility
of separating the histogram into two fronts could be considered. The binarization of
Otsu, if properly performed, allows to obtain that value automatically [50]. The method,



398 G. Caporusso et al.

therefore, is a means that automatically searches for an optimal threshold value, based
on the distribution of the pixel values. Assuming therefore that the image histogram can
be interpreted with two classes, the variance value between the classes is defined by the
BSS (Between-Sum-of-Squares) value which is calculated using the formula [51]. The
function examines every possible partition of the input data defined by the intensity of
the histogram bins; therefore, it returns the mean associated with the bin that maximizes
the BSS. The algorithm works best when you strategically choose a region in which the
two classes are distributed approximately in equal proportions. After implementing the
code, using the standard GEE library reducers, already included in the algorithm, the
Difference image histogram was obtained: this also allowed us to estimate the average
of the pixel distribution. By setting as discriminant, for the Change Detection operation,
both the threshold determined with the Otsu algorithm and the average backscatter value
assumed by the pixels of the difference image, it was possible to determine the number
of pixels with a value equal to 1 all inside of a binary mask. This last step was carried out
through a counting operation of the single class of pixels, thanks to which the floating
oil surface was determined [46].

3 Results and Discussion

Based on the results obtained (Table 2), compared with the reference surface of about
260 km2, detected on 26 July 2020 by the “Remote Sensing and Geo-Spatial Analysis
Laboratory” of the USB, the proposed method found with successful oil surfaces.

Table 2. Surface analysis.

SNAP GEE

SLC GRD GRD

Thres.
(dB)

Sm. filter
(pixel)

� (%) Thres.
(dB)

Sm. filter
(pixel)

� (%) Thres.
(dB)

Sm. filter
(pixel)

� (%)

P90
(−8.41)

NO 1.83 SNAP
Oil Spill

NO −38.04 OTSU
(−9.50)

NO 43.06

5 −1.13 P90
(−8.64)

NO −0.85 15 6.78

10 −3.78 10 −4.72 30 6.67

15 −5.13 20 −7.40 Mean
(−7.19)

NO 80.37

Mean
(−9.17)

NO −21.84 Mean
(-9.64)

NO −22.08 15 76.47

Within the table, the results obtained for the different platforms used are first distin-
guished, namely the SNAP desktop platform and the GEE cloud platform. Below, there
is a further subdivision for the type of products used SLC and GRD. Also reported are
the threshold values used in the study, any smoothing filter used, indicating the size of
the kernel, and the surface deviation in percentage from the comparison surface.



Change Detection Analysis Using Sentinel-1 Satellite Data with SNAP and GEE 399

Fig. 8. Output of the Change Detection in SNAP of SLC images for threshold values P90: without
Smoothing filter (a), with a Smoothing of 5 × 5 (b), with a Smoothing of 10x10 (c) and with a
Smoothing of 15 × 15 (d).

Through SNAP (Fig. 8, 9, 10) compared to SLC products, using a 90th percentile
threshold value from the statistical analysis of the histogram of the raster difference,
with a smoothing filter with a kernel size equal to 5 × 5 on the oil-free image, a per-
centage difference of −1.13% with respect to the reference value. The result found with
a threshold value defined by the simple average of the backscatter values within the
polygon, instead, determines a percentage difference of −21.84%. For GRD products,
however, a percentage deviation of −0.85% from the image with a threshold equal to the
90th percentile is reported without any smoothing filter applied. Also, for GRD prod-
ucts, the mean threshold value does not provide appreciably valid results considering
the deviation of −22.08% from the reference value.

Fig. 9. SNAP Change Detection output of GRD images for P90 threshold values: without
Smoothing filter (a), with a Smoothing of 10 × 10 (b) and with a Smoothing of 20 × 20 (c).
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Fig. 10. Output of the Change Detection in SNAP for the
threshold value referred to the average of the pixels without
Smoothing filter of SLC (a) and GRD (b) images.

Fig. 11. Single image Oil Spill
Tool output integrated into
SNAP.

From the integrated single image “Oil Spill Tool” (Fig. 11) present in SNAP, a
deviation equal to 38% from the comparison surface value is obtained. The cause also
lies in the fact that some pixels escape the detection of the tool, as, due to the high
computational capabilities required, the applied cluster is unable to “fill” the perimeter
of the detected spot. It is also noted that some pixels with an oil-like behaviour are
identified as oil (false positives); this is mainly due to shadowing effects, related to the
presence of waves near the coast, and to the use of an adaptive algorithm for determining
the threshold based on a single image [52].

Finally, the output layers from the GEE platform are reported (Fig. 12). From the
analysis of the reported results, the significance of the result obtained using the algorithm
devised by Otsu to determine the Threshold considered, which allows for an output that
deviates by 6.67% from the reference value, is evident. To obtain a cleaner image, a
Smoothing filter was applied to the event-free image which led to an important screening
of false positives.

Fig. 12. GEE output with smoothing filter, Kernel size 15, with different Thresholds: OTSU value
(left) and mean value (right).

Instead, the Change Detection which concerned the use of the threshold of the average
pixel backscatter values, is not very effective with large areas of analysis. This result is
due to a higher concentration of pixel values with a higher back-scatter value (water)
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which led to a higher threshold value and a deviation of more than 76% from the reference
surface.

4 Conclusions

The main objective of this study was to describe and compare alternative methodologies
and procedures for monitoring oil spills using open-source tools (SNAP, Google Earth
Engine) and open-source radar images (Sentinel-1 SAR). The results obtained clearly
show how crucial it is to carry out correct assessments on the threshold value to be taken,
since, despite the work platform and the type of product used, it is the real discriminating
factor for a correct and efficient Oil Spill Detection. The determination of this value
requires an analysis based on statistical methods and parameters that go beyond the
single average of the backscatter values assumed by the image pixels, which does not
always provide fairly accurate results. The Change Detection method is more appropriate
for evaluating changes in the investigated surface, allowing us to state that an automated
methodology referring to a single reference data, such as the one used by the SNAP
Tool, cannot offer totally satisfactory results, as, the oil detection is often influenced by
the presence of double and therefore not suitable to be performed with default software
parameters. The study shows that, by moving to the GEE platform, the analysis in the
EO sector turns out to be more versatile and faster, from a computational point of view,
compared to desktop systems, characterized by often long and redundant operations.
The new algorithm presented, conceived for the case in question, has allowed to obtain
a considerable automation of the process, allowing large-scale data processing in a short
time. To make the process even more direct and reliable was the use of the Otsu algorithm;
through this method, classification results clearly better than the threshold dictated by
the average value of the pixels were obtained. Given the ever-increasing use of GEE as
part of remote sensing compared to other competing platforms, thanks to the previously
mentioned advantages, we are trying to intervene to eliminate the deficiencies present
in the system [49].
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Abstract. As part of the Polytechnic of Bari’s research project on the evaluation
of the geological risk in the coastal environment (DICATECH), the planimetric
position of the coastline of the Puglia Region was analyzed using a digitally
extracted orthophoto made available from the Office of the State Property of the
Puglia Region in 2017.

Remote sensing data analysis led to the geometric extraction of the shore-
line from orthophoto maps through automatic extraction and visual digitization
techniques. Particular attention was paid to the geological analysis of the coast,
with respect to its morphological characters. A comparison study was conducted
using the most recent cartographic surveys available on the official geological
cartography (CARG project).

The results have allowed a more detailed and in-depth definition of some
aspects of geological cartography and the various elements of geohazard as well
as a clearer reconstruction of the mechanisms of interaction between the various
processes involved in geohazard.

The detailed analysis of some of the most representative cases has also con-
firmed the complexity of the coastal issues and highlighted some crucial ques-
tions about the making of geological cartography and coastal maps of the ongoing
CARG project to further investigate.

We call for a greater in-depth knowledge of the geomorphological and meteo-
marine characteristics of the coastal environment to observe its evolution through
accurate and continuous monitoring over time. This allows the analysis of evolu-
tionary trends and both natural and anthropogenic factors influencing the delicate
balance of the coastline.

1 Introduction

As part of the Polytechnic of Bari’s research project on the evaluation of the geological
risk in the coastal environment (DICATECH), the planimetric position of the coastline
of the Puglia Region was analyzed using a digitally extracted orthophoto made available
from the Office of the State Property of the Puglia Region in 2017.

Starting from a summary of the geomorphological and evolutionary characteristics
of the Apulian coast as can be deduced from the most recent sector studies, a scientific
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method was followed that is able to contribute to the updating of the thematic supporting
cartography to identify and evaluate the degree of geological risk, by virtue of the
geometric evolution conditions of the Apulian coastline.

A Bibliographic survey of the geological knowledge already available in the GIS
environment was carried out and it was decided to take the coastline of the Hydrogeo-
morphological Map and the Regional Coastal Plan from the Puglia Region (2011) as a
reference for this update.

Remote sensing data analysis led to the geometric extraction of the shoreline from
orthophoto maps through automatic extraction and visual digitization techniques. Par-
ticular attention was paid to the geological analysis of the coast, with respect to its
morphological characters. A comparison study was conducted using the most recent
cartographic surveys available on the official geological cartography (CARG project).
The analyzes were performed using the Free Geographic Information System and Open
Source QGIS.

In some coastal stretches, coinciding with the most recent cartographic surveys avail-
able on geological sheets of official cartography (CARG project), the existing strengths
and criticalities were analyzed with the aim of continuing the methodological studies
aimed at the problem of the uniqueness of the data useful in the analysis of integrated
territorial planning and soil defense.

The results have allowed a more detailed and in-depth definition of some aspects
of geological cartography and the various elements of geohazard as well as a clearer
reconstruction of the mechanisms of interaction between the various processes involved
in geohazard.

The detailed analysis of some of the most representative cases has also confirmed
the complexity of the coastal issues and highlighted some crucial questions about the
making of geological cartography and coastal maps of the ongoing CARG project to
further investigate and the consequent need to complete the updating of the official
Geological and Geomorphological Cartography.

We call for a greater in-depth knowledge of the geomorphological and meteo-marine
characteristics of the coastal environment to observe its evolution through accurate and
continuous monitoring over time. This allows the analysis of evolutionary trends and
both natural and anthropogenic factors influencing the delicate balance of the coastline.

2 Materials and Methods

The planimetric position of the coastline assumes particular importance in the space of
the interface between the submerged and emerged sector and in the points where the
“free surface” of the water meets the land. This interface is a line that can be considered
continuous. Awareness is widespread on the variation of the position of the water surface.
However, the effects of the variations due to the different configuration and position of
earth over time (i.e., tectonic, volcanic phenomena, with uplift or lowering effects and
sedimentary processes, both erosive and depositional) should not be overlooked.

To this study, the shoreline and coastline take the form of a sector in space, within
which the real line is present with a certain level of reliability. The digitization of the
coastline considers its variability due to factors related to the movements of the sea and
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land surfaces (vertical and horizontal variations of the coast profiles and sea level) and the
uncertainties related to the procedures used. It will therefore be considered conceptually
as the expression of an area of uncertainty conditioned by the scale of restitution.

The only directly detectable line has been digitized. This was obtained by measuring
the position of the shoreline at a given instant, namely the instantaneous shoreline. This
generalized line leads back to INSPIRE’s definitions of shoreline or coastline.

The remote sensing investigations had a two-dimensional approach which can be
rendered in three dimensions by making the appropriate considerations on the spa-
tial variations of the coast and its consequent final uncertainty of positioning and
representativeness.

The geometric extraction of the shoreline from orthophotos directly on the visible
bands or through the automatic extraction techniques typical of remote sensing was
considered a method applicable to the regional context of this study. Particular attention
was paid to the standard coding of the shoreline, with clearly assigned attributes and
codes.

For the instantaneous shoreline to be transformed into a shoreline (and in its case
coastline), it was considered as a first approximation to a standard tide level.

In this work, the coastline was digitized on video using the 2017 orthophotos as a
basis.

Contourlines were subsequently extracted from the DTM obtained from the frames
of the same 2017 flight. But it was not possible to obtain contourline 0 for the entire
coast. in the stretches of high coast, a good correspondence was noted between the
digitized coastline on video and the coastline extracted from the 2017 DTM coinciding
with the 0.5 m contourline. Also, all the stretch coinciding with UF1_2017 (beetwen
Marina Di Chieuti and Vieste) was acquired observing the frames in rough sea conditions.
This could have caused problems in acquiring the 0m altitude level. Therefore, due to
the objective technical problems it was decided to use the extracted level lines only
as a further comparison with the coastline typed on the screen and to better refine the
digitization itself.

Both the physiographic units defined by the Regional Coastal Plan and the municipal,
provincial, and regional ISTAT limits of 01/01/2020 have been attributed to the coastline
thus obtained. The analyzes described below were carried out on the level thus organized.
Information on the characteristics of the coast has been included in the GIS, such as the
division of the coast into Physiographic Units and Subunits. The coast has been classified,
maintaining the typological subdivision of the Hydro geomorphological Map shown in
Fig. 3.

3 Geological and Cartographical Framework

Structurally, the Puglia Region is mainly included in the geological domain of
“Avampaese” and subordinately in the geological domain of “Fossa” (Fig. 1).

The geological considerations developed in this study were inspired by the cognitive
tool available to the Puglia Region: the “Hydrogeomorphological map”, which was
considered a starting point for the appropriate detailed investigations of both scientific
and applicative nature (Palumbo 2009).
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Despite the apparent “simplicity” and “uniformity” of the morphological and
hydrological-hydraulic structures of the great morphogenetic regions that constitute it,
the Apulian Region contrasts an extreme variability and complexity of numerous and
often interacting dynamic phenomena taking place, some capable of directly threaten
man and his activities.

Fig. 1. Geological-structural schematic. Image by (Palombella and Gallicchio 2012) - High-
resolution DTM for studying quaternary morphology and stratigraphy of plain areas (Ascoli
Satriano, FG). Rend. Online Soc. Geol. It., Vol. 19 (2012), pp. 52–54, 3 figg. © Società Geologica
Italiana, Roma.

The geological-structural set-up is crucial to better understand the origin of the
different types of coasts present in the area. Among the rocky and/or cliff-like coasts,
the coastal stretches of the eastern and southern slopes of the Gargano as well as the
southernmost portion of Salento are worthy of note, characterized by steep slopes, in
some cases over a hundred meters high.

The Hydrogeomorphological Map of Puglia aims to constitute a coherent and updated
framework of knowledge of the various physical elements that contribute to the current
configuration of the natural landscape, with reference to the morphological and hydro-
graphic attitude. It delineates its morphographic and morphometric characteristics and
interprets its origin according to geomorphic processes, natural or induced by man. The
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geo-lithological characters contribute significantly to the understanding of the structural
elements of the coastal geomorphology.

Figure 2 shows the lithological distinctions that have been entered in the database
of the hydrogeomorphological map.

Fig. 2. Geo-lithological characters of Puglia region (by the Hydrogeomorphological Map of
Puglia)

In the database, geomorphological details such as the coastline, the forms of river
modeling, the slope forms, the hydrographic network “le lame” and rivers were also
considered. Figure 3 shows the information level of the coastline.
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Fig. 3. Coastline. The typological subdivision used is shown in the legend.

4 Coastline Digitized on Orthophoto of 2017

The length of the Apulian coast digitized in this study shows a 1250 km development of
the coast from the mouth of the Saccione Torrent in the Adriatic Sea to the outlet of the
Bradano River in the Ionian Sea, including the coastal strip of the Mar Piccolo basin of
Taranto.

The coastal strip is a particularly sensitive area at the interface between land and
sea; its morphology is influenced by both natural and anthropic factors, which directly
determine its equilibrium and evolution. Coasts can be classified on the basis of the
lithoid elements that constitute them, and therefore are divided into: rocky coasts (high
and low) and beaches. Then there are the coastal stretches characterized by Anthropic
operas.

Table 1 shows the overall linear extension (in km) of the different types of coastal
morphology, as identified in the Regional Coastal Plan (Reina 2011), updated with
the new digitization performed on aerial shots in 2017, and the relative frequency in
percentage terms referred to the entire Apulian coastal perimeter. The table includes to
the overall length of the anthropic works resulting from the digitization.
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Table 1. Types of coast updated with the new 2017 digitization.

Type of coast Lenght (km) % Lenght

Rocky coast 329.26 26.20

Rocky coast with pebble beach at the foot 8.99 0.72

Rocky coast with sandy beach at the foot 33.61 2.67

Crags 173.10 13.77

Crags with pebble beach at the foot 3,85 0,31

Rias 4.38 0,35

Pebbly beach 12,24 0,97

Sandy beach 298.55 23,76

Sandy-pebbly beach 1.00 0,08

Anthropic opera 370.22 29,46

Fictitious trait 0.84 0,07

TOTAL 1256.70 100

In summary, the Apulian coast, digitized on orthophotos of 2017, is mainly made
up of the following coastal types: 27% of low rocky coasts plus 29% anthropic opera
stretches; sandy beaches make up 24% while we have 15% of crags. The coastal
development also includes the anthropic works overall length.

The results of the photo interpretation performed on the 2017 orthophotos are shown
in Fig. 4.

Using the hydrogeomorphological map as a basis, the lithologies were mapped as
follows:

1. Primarily calcareous or dolomitic unit.
2. Unit with a prevalent arenite component.
3. Units consisting of alternations of rocks with variable composition and/or granu-

lometry.
4. Unit with a predominantly clayey component with a general chaotic structure.
5. Unit with a prevalent ruditic component.
6. Unit with predominantly clay component.
7. Unit with predominantly silty-sandy and/or arenitic component.
8. Loose deposits with a predominantly sandy-gravelly component.
9. Loose deposits with a prevalent pelitic component.

An analysis was carried out on the lithologies mapped along the coast, focusing on
the four main typologies of the Apulian coast: sandy beach 23.76%, rocky coast 26.20%,
crags 13.77 and anthropic operas works 29.46%. The four types of coasts make up over
93% of the Apulian coast.
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Fig. 4. Morphological classification of the Apulian coast (photo interpretation on the 2017
orthophotos)

The lithologies that have been found along the coastline for the four types of coasts
are the following:

sandy beach = 1, 2, 6, 7, 8, 9
rocky coast = 1, 2, 6, 7, 8, 9
crag = 1, 2, 6, 7, 8, 9
anthropic opera = 1, 2, 6, 7, 8, 9

The prevailing lithologies, in percentages:
298.55 km of sandy beach are made up of 78% of the lithology 8.
329.26 km of rocky coast are made up of 1 31%, 2 32% and 7 31% lithologies.
173.10 km of crag are mainly made up of lithologies 1 42% and 2 35%.
The anthropic operas are made mainly out in the lithologies 7 24%, 8 25% followed

respectively by the lithologies 1 e 2 19 e 18%.
The following lithologies were not found along the coastal strip: 3, 4, 5.
The dominant lithologies along the natural coastal development, grouped by

provinces, are divided as follows:

Bari BAT Brindisi Foggia Lecce Taranto

Dominant lithologies 1 e 2 8 2 e 7 1 e 8 1, 2, 7 e 8 7 e 8

Percentages % 33 e 71 59 60 e 44 41 e 58 31, 20, 22 e 26 36 e 45
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5 Problems Related to the Univocity of the Data: Section of Coast
of the Geological Map 1: 50.000 Ugento

The Official Geological Cartography of Italy, surveyed at the scale of 1: 25,000, provides
for a coverage of the entire national territory and is drawn up by the Geological Service
of Italy (SGI).

Since the late 1980s, state resources have been made available such as to allow the
launch of the “CARG Project” for the creation and computerization of the new official
geological map of Italy. The surface of the national territory has been divided according
to the framework of union IGMI at scale of 1: 50,000; scale of cartographic restitution
of printed geological sheets.

The Project is characterized using national technical regulations, specially drafted
by the SGI with the collaboration of experts and published in the Geological Service
Notebooks series. They constitute the reference guidelines for the survey, cartographic
representation, and computerization of both geological and geothematic sheets, allowing
them to be homogeneous at national level.

The geological data collected are computerized and constitute the ISPRA geological
database (Palombella 2010).

In the Puglia region, the CARG Project was interrupted due to a lack of funding and
resumed at the end of 2020 thanks to the Budget Law no. 160/2019, with the funding of
Sheet no. 493 “Taranto” of which the detection and computerization of both the emerged
and the submerged area is envisaged. Four years are foreseen for the realization of the
Sheet. Therefore, out of 54 Sheets needed to cover the entire Apulian territory, 39 Sheets
have not yet been funded (Fig. 5).

In this study, the geometric elements of the coastline digitized on the Orthophotos
of 2017 and compared with the Hydrogeomorphological map of 2011, were compared
also with that of the database of the Sheet “Ugento” Geological of the CARG Project
(Fig. 6).

The information level “coastline”, of the geological Sheet “536 Ugento”, digitized
on topographic base at a scale of 1: 25,000 published in the years 1947–1948 by I.G.M.I.,
it was overlapping to the digitized one on Orthophoto of 2017 (Fig. 7).

The coastal stretches were examined on screen and a good coincidence appeared
between them, considering the limits of digitization and the objective errors deriving
from the transformations of the Reference Systems.
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Fig. 5. Implementation status of the CARG Project in the Puglia Region (https://www.isprambie
nte.gov.it/Media/carg/puglia.html)

Subsequently, some numerical considerations were made. The length of the coastline
included in the limit of Sheet 536 Ugento has been calculated:

– Coastline Length of the Sheet 536 Ugento: 46.724,85 mt.
– Same stretch digitized on 2017 orthophoto: 56.196,23 mt.

https://www.isprambiente.gov.it/Media/carg/puglia.html
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Fig. 6. Coastline extracted from the database of 536 Ugento (CARG Project).

Fig. 7. Overlap of the coastal line information level extracted from the database of Geological
536 Ugento (CARG Project) on the one digitized on the 2017 orthophoto.
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These differences are also attributable to the digitization scale of the shoreline of the
Geological Data Sheet (1: 25,000).

Along the coast between Torre San Giovanni and Torre Pali there are some sections
in erosion and others in accretion, as shown in Fig. 8.

The erosion areas in this stretch of coast were measured in 259,268.65 m2 (Fig. 9).
The accretion areas were measured in 234,746.68 m2.
Using the hydrogeomorphological map as a basis, the lithologies were mapped as

follows:

1. Primarily calcareous or dolomitic unit.
2. Unit with a prevalent arenite component.
3. Units consisting of alternations of rocks with variable composition and/or granu-

lometry.
4. Unit with a predominantly clayey component with a general chaotic structure.
5. Unit with a prevalent ruditic component.
6. Unit with predominantly clay component.
7. Unit with predominantly silty-sandy and/or arenitic component.
8. Loose deposits with a predominantly sandy-gravelly component.
9. Loose deposits with a prevalent pelitic component.

An analysis was carried out on the lithologies mapped along the coast, focusing on
the four main typologies of the Apulian coast: sandy beach 23.76%, rocky coast 26.20%,
crags 13.77 and anthropic operas works 29.46%. The four types of coasts make up over
93% of the Apulian coast.

In some points, the erosion can be calculated in more than 150 m of eroded coastline,
as shown in the Fig. 10 detail.

It is evident that in the stretch of coast between Torre San Giovanni and Torre Pali
there has been a real rebalancing of the coastal dynamics.

Comparing the reference stretch IGM with the 2017 Orthophotos, the most evident
anthropogenic transformations occurred in the following points (Figs. 11 and 12).
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Fig. 8. Stretch of coast between Torre San Giovanni and Torre Pali

Fig. 9. Areas in erosion and growth in the stretch of coast between the localities of Torre San
Giovanni and Torre Pali
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Fig. 10. Detail of the eroding areas in the Paduli area.
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Fig. 11. Torre S. Giovanni: area comparison 1947–1948 excerpt of I.G.M.I. and orthophoto 2017.
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Fig. 12. The Paduli-Punta del Macalone: area comparison 1947–1948 excerpt of I.G.M.I. and
Orthophoto 2017.
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6 Analysis of the Results

The 2017 digitized coastline was used to carry out numerical and morphometric analyses.
The analysis shows that the stretches of coast in 2017 with anthropogenic works (27%)
have now equalled the type of natural coast prevalent in Puglia consisting of low rocky
coasts. Sandy beaches constitute 24% of the length of the entire Apulian coast. The
coastal development also includes the anthropic works on its overall length.

To continue to monitor the dynamism of the coastline, it appears necessary to continue
the studies to develop automatic or semi-automatic methods for updating the coastline.
This would allow to obtain better data with good spatial resolution that are comparable
with the regional data available, considering the possibility of integrating information
from different types of sensors and platforms (e.g., drones, aerial photos, high resolution
satellite images). As a non-secondary objective, we also have returned the data on the
coastline to the tolerance provided for cartographic rendering at the 1: 25,000 scale.

From the comparison of the digitized coastline on orthophotos of 2017 with the
new geological cartography of the Geological Survey of Italy, we highlighted the strong
coastal rebalancing taking place between Torre S. Giovanni and Torre Vado. The corre-
lation appears clear between the anthropization of this stretch of coast and the coastal
dynamics of the last seventy years. Hence, our results suggest there is a need to consider
the problems associated with sedimentary inputs in the planning and management phase
of coastal territories.

In Italy, the waterproofing process on coastal areas is a documented phenomenon:
19.4% of soils between 0 and 300 m from the sea are already sealed, and even 16%
are sealed at between 300 and 1,000 m. However, the environmental effects of this
phenomenon are poorly explored due to the extensive substitution of land use. It appears
necessary to develop subsequent studies to explore the qualitative effects of the sealing
process by considering changes in ecosystem services as a key factor for environmental
assessment as well as to link these issues to the ongoing climate changes. The loss of
biodiversity on coastal areas is one of the main problems for the sustainability of the
urban development process.

Furthermore, it is necessary to ensure uniformity of data of reference maps, such
as those of the CARG Project. The coastline present in the two cartographic databases
analysed should be the same in order not to create confusion for the planner and the
manager of the territory. They should be updated periodically and at the same time. In this
way, starting from the common geometric element, the different specific databases would
contain all the other peculiar informations. For example, the same geometric element
“coastline” should be able to connect and dialogue with the information contained in the
geomorphological cartography model approved and published by ISPRA in 2018 and
the data of the Regional Coastal Plan of the Puglia Region (Reina et al. 2011).

Some strengths and criticalities existing in institutional geological cartography were
analyzed. The problem of the uniqueness of the data should be analyzed in subsequent
methodological studies, also with reference to other elements existing in the database
of the Hydro geomorphological maps and useful in the analysis of integrated territorial
planning and soil defense such as: forms of river modeling, slope forms, hydrography
(the hydrographic network “le lame” and rivers).
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The results obtained allowed, in sample areas, a more detailed and in-depth defini-
tion of some aspects of geological cartography and some elements of geohazard which
deserve further study for a clearer reconstruction of the interaction mechanisms between
the various processes responsible for their genesis and evolution.
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Abstract. In the last decades, the quality of the surface-water bodies has been
increasingly threatened mainly due to anthropogenic activities (i.e., urbanization
and the consequent increase of impervious surfaces). This leads to the genera-
tion of runoff even more rich in pollutants and difficult to adequately treat in the
specific first-flush treatment plant. Consequently, accurate water-quality predic-
tions in urban areas and related detections of events that may generate first flush
are the key to enhancing urban water management and pollution control. In this
study, the ability of a supervised machine-learning technique (XGBoost) to pre-
dict the occurrence of first flush was demonstrated. The model showed outstanding
performance in predicting first flush for three of the most detected pollutants in
urban areas (total suspended solids, total nitrogen, and total phosphorus) by using
rainfall-runoff variables as input. Furthermore, by exploiting a non-model-biased
method based on game theory (SHAP), such variables were quantified and ranked
based on their level of importance in pollutant first-flush predictions. The findings
of this work proved that the XGBoost model is a functional tool for enhancing
the accuracy of first-flush predictions in urban watersheds and, thus, contributes
to the development of an effective design of first-flush treatment plants.

Keywords: First flush · Urban runoff · XGBoost · Hydroinformatics

1 Introduction

Accurate prediction of water quality in urban areas plays a crucial role in minimizing
stream pollution and protecting the health of aquatic ecosystems. Due to anthropogenic
activities, such as agriculture, urbanization, sewage discharge, and water extraction, the
quality of the surface-water bodies has been increasingly threatened by affecting the
ecosystems and populations that benefit from such resources [1, 2].
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The water-quality field counts of a long history of developing discharge and water-
quality prediction models: for several watershed scales, based on different datasets, and
evaluated with different performance criteria. However, it is still challenging to identify
“the best model” under certain conditions [3].

To simulate and predict water quality in urban regions, several physically-based mod-
els have been successfully adopted, such as SWMM, STORM, FLUPOL, and InfoWorks
[4, 5]. However, such models are limited by several factors: i) data availability since
they require rainfall-runoff information along with catchment and drainage-network
characteristics as input; ii) they are time-consuming and labor-intensive since they
require a meticulous implementation in a specific geographic area and an adequate
data pre-processing [6, 7].

Supervised machine-learning algorithms have been proving to be a very useful tool
for predicting surface-water quality [8, 9]. Even though researchers were initially diffi-
dent about adopting machine-learning models since they are often black-box predictors,
during the last years, more and more scholars have been using data-driven models to
predict water quality [10, 11]. One of the most widespread algorithms in machine learn-
ing is ensemble learning. It employs the basic idea of gathering weak learners (decision
trees) to create a powerful model with a higher prediction rate, to enhance the robustness
and the generalization ability by combining multiple learners [12]. Currently, ensemble
learning such as random forest (RF) and Gradient Boosting Decision Tree (GBDT) are
widely adopted [13]. Extreme gradient boosting (XGBoost) is also an excellent algo-
rithm for ensemble learning [14]. Compared with other ensemble models, XGBoost
can enhance the model’s robustness by introducing terms for regularization and column
sampling. When each decision tree chooses the split point, a parallelization strategy is
adopted to improve the model’s running speed [15]. Furthermore, it can be exploited for
both classification and regression, requiring less training and prediction time. However,
to our knowledge, XGBoost’s ability to predict the occurrence of first flush (FF) in urban
watersheds was never investigated.

An important aspect to take into account in water-quality modeling is the dynamic
and random nature of urban runoff quality [16]. Numerous studies demonstrated that it
is influenced by a multitude of variables, such as pollutant type, physical water-quality
characteristics, and spatial and temporal factors [2, 17, 18]. However, only a few works
ranked such variables based on their level of importance in predicting FF.

Based on these considerations, this study aims to i) assess the XGBoost algorithm’s
ability to predict FF occurrence in urban areas; ii) identify and rank the input variables
in terms of their importance in predicting FF.

The water-quality variables considered for this study were total suspended solids
(TSS), total nitrogen (TN), and total phosphorus (TP) since they are the most detected
pollutants in urban runoff [19, 20].

2 Materials and Methods

2.1 Study Site

The study area selected for this study is an urban watershed located in Sannicandro
di Bari, Southern Italy. It is a catchment with the following characteristics: surface =
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31.24 ha, slope = 1.56%, average elevation = 169 m a.s.l., mean annual rainfall =
586 mm, mean annual temperature = 15.0 °C, impervious area = 70% of the total area.

The sewage network is 1.96 km long. It collects water into a rectangular concrete
channel (1.20 m × 1.70 m).

The watershed under study, along with its sewage network and the discharge point,
is represented in Fig. 1.

SANNICANDRO DI BARI

ITALY

Fig. 1. Study area located in Southern Italy [2].

2.2 Dataset Creation

A thorough description of the dataset creation process can be found in Gorgoglione et al.
[2].

It is essential to highlight that the dataset is constituted by 141 rainfall-runoff events
(data points) from three different data sources: observations, simulations, and gener-
ations. The observations are time series of discharge (Qobs), precipitation (Pobs), and
pollutant concentration (Cobs) observed during a monitoring campaign carried out at the
study site. The simulations are rainfall-runoff events characterized by recorded rainfall
(Pobs) and simulated discharge (Qsim), and pollutant concentration (Csim). The simu-
lations were obtained with the Stormwater Management Model (SWMM) [21] imple-
mented and calibrated for the study site [22]. Pobs along with watershed and drainage-
network characteristics were used as model input. The generations are rainfall-runoff
events constituted by synthetic precipitation (Pgen) obtained from the Iterated Random
Pulse (IRP) model [23], used as input of SWMM, and simulated discharge (Qsim) and
pollutant concentration (Csim). It is important to highlight that the dataset used for this
study is a subset of the one described in Gorgoglione et al. [2]. A summary of the dataset
creation is reported in Table 1.
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Table 1. Dataset creation.

Data type Composition Data source

Observations Pobs, Qobs, Cobs Monitoring campaign (obs)

Simulations Pobs, Qsim, Csim Monitoring campaign (obs), SWMM (sim)

Generations Pgen, Qsim, Csim IRP (gen), SWMM (sim)

The water-quality variables considered for this study are total suspended solids
(TSS), total phosphorus (TP), and total nitrogen (TN). This is justified by the fact that TP
and TN are among the primary nutrients detected in urban runoff, and their adsorption to
particles is the main form by which their offsite movement takes place; therefore, TSS
were also taken into account for this work.

The rainfall-runoff and water-quality variables (hereafter also called features or
attributes) calculated and used as input/output of the model are the following: antecedent
dry period (ADP), average rainfall intensity (Iave), rainfall duration (D), total rainfall
(TR), maximum rainfall intensity (Imax), runoff volume (RV ), and TSS, TN, and TP event
mean load (EMLTSS, EMLTN , EMLTP). It is noteworthy mentioning that prior data anal-
ysis was adequately carried out with the aim of choosing appropriate rainfall-runoff
features to avoid correlated variables from overshadowing meaningful relationships
between rainfall-runoff characteristics and the FF phenomenon.

2.3 First Flush Analysis: 30/80 First Flush Definition

A FF analysis was conducted to identify how many rainfall-runoff events among the 141
generate FF for the three pollutants under study. This was done on the basis of the 30/80
FF definition [24]: an event generates FF for a particular pollutant when at least 80% of
such pollutant load is washed off by the first 30% of the runoff volume. In Fig. 2, we
reported, as an example, the FF occurrence calculated for TN for the rainfall event of
June 19, 2008 (a data point of the 141 that constitute our dataset). In this plot, the blue
curve V(t) represents the cumulative runoff volume divided by the total volume; the red
curve M(t) represents the cumulative pollutant mass (TN in this case) divided by the
total TN mass. Since the 80% of TN load (red dotted line) “occurs” before the 30% of
runoff volume (blue dotted line), this event generates TN FF.

This FF definition was applied to the entire dataset. Such results are presented in
Table 2. Almost 70% of the events does not generate FF for TSS and TP (71% and 74%,
respectively). In contrast, almost 70% of the events generates FF for TN (68% precisely).

This information was used as ground truth to train the XGBoost model.
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Fig. 2. TN FF occurrence for the event of June 19, 2008. (Color figure online)

Table 2. Datapoint distribution in the two classes “No FF” and “Yes FF” based on the 30/80 FF
definition.

Pollutant No FF occurrence (No FF) FF occurrence (Yes FF)

TSS 71.0% 29.0%

TN 32.0% 68.0%

TP 74.0% 26.0%

2.4 eXtreme Gradient Boosting (XGBoost) Model

XGBoost model, proposed by Chen and Guestrin [25], belongs to decision tree-based
machine-learning models. Such models have the advantages of handling missing data
well and reaching fast high performance by just building the decision tree.

XGBoost is one of the most adopted supervised machine-learning models in the
environmental field since it has been showing good performance [13, 26, 27]. It is able
to couple several weak learners (decision trees) into one robust learning machine by gen-
erating and iterating multiple trees. This algorithm is characterized by the following fea-
tures: i) parallelization: it can automatically use the CPU multithreading for parallelism
while enhancing the algorithm to improve accuracy (this represents the most notable
feature of XGBoost). ii) Regularization: it includes different regularization penalties to
avoid overfitting and adequately generalize the model. iii) Non-linearity: it can detect and
learn from non-linear data patterns. iv) Big amounts of data can be handled at high speed
according to block technology. v) It is a learning algorithm based on the decision-tree
model and can automatically process scarce data [27].

2.5 Model Training and Testing

A 5-fold cross-validation was adopted to calibrate and test the XGBoost algorithm. In
particular, 75% of the rainfall-runoff events were used for training the model and the
remaining 25% for testing it.
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During cross-validation, a hyperparameter optimization process that aims at obtain-
ing an accurate and reliable model was carried out. For this purpose, we adopted the
open-source Python library Optuna [28].

Generally, the XGBoost hyperparameters are divided into four groups: general
parameters, boosting parameters, learning task parameters, and command-line parame-
ters. Before running an XGBoost model, the first three types of parameters must be set
up. In contrast, the command-line parameters are only used in the console version of
XGBoost and, therefore, they are not considered for optimization. The hyperparameters
considered in this work were n_estimators and reg_lambda. In Table 3, we described
such hyperparameters, highlighting their role in the model and their range of variation.
reg_lambda was used to handle the regularization part of XGBoost since increasing this
value will make the model more conservative.

Table 3. Selected hyperparameters for optimization.

Group Hyperparameter Description Range of variation

Boosting parameters reg_lambda It is responsible for L2
regularization on leaf
weights

0.00–1.00

Learning task parameters n_estimators It is the number of
decision trees

1000–2000

After identifying the best set of hyperparameters, the final scoring was computed by
using such a set on the training dataset (25% of the dataset).

2.6 Goodness-of-Fit Indicators

Model performance was evaluated by computing the F1 score and the Accuracy. The
latter represents the number of correctly classified samples (i.e., true positives (TP) and
true negatives (TN)) (CORRs) divided by the total number of samples (TOTs) (Eq. 1):

Accuracy = CORRs

TOTs
(1)

It represents the percentage of correctly classified samples related to the total amount
of samples. Therefore, it ranges between 0 and 1: the closer to 1, the higher the model
performance. Since the Accuracy is not particularly descriptive on its own in case of
class imbalance and, therefore, it does not take into account false positives (FP) and
false negatives (FN), it is often complemented with the F1 score (Eq. 2):

F1score = 2
P ∗ R

P + R
(2)

where the precision (P) and the recall (R) are respectively represented in Eqs. 3 and 4:

P = TP

TP + FP
(3)
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R = TP

TP + FN
(4)

F1 score varies between 0 and 1. Also in this case, the closer to 1, the better the
model performance.

2.7 Shapley Additive exPlanations (SHAP) Analysis

SHapley Addictive exPlanation (SHAP) was adopted to carry out the feature-importance
analysis [29].

It is based on the Shapley Values, the cooperative game-theory solution [30]. The
main objective of SHAP is to estimate the expected marginal contribution of a feature
among all possible contributions. In other words, it explains the prediction of an instance
by calculating the contribution of each variable to the prediction.

To run this analysis, the SHAP python package was adopted.

3 Results and Discussion

3.1 Hyperparameter Optimization

Optuna was set up to run T = 1000 trials, with a sliding window size t = 100. F1
score was used as the objective function during the training process. The search space
definition and the best hyperparameters found for the XGBoost models for the three
pollutants under study are provided in Table 4.

Table 4. Hyperparameters optimization.

Hyperparameter Range of variation Pollutant Value chosen

reg_lambda 0.00–1.00 TSS 0.65

TN 0.30

TP 1.00

n_estimators 1000–2000 TSS 2000

TN 2000

TP 1000

3.2 Model Performance

The XGBoost model was tested using the best hyperparameter configuration found.
To summarize its performance, the three confusion matrices (one per pollutant)

resulting from the model testing are reported in Fig. 3. Following Eq. 3, P is equal to
0.73, 0.90, and 0.72, respectively for TSS, TN, and TP. Following Eq. 4, R is equal to
0.86, 0.95, and 0.59, respectively for TSS, TN, and TP. In other words, this means that
the probability of predicting a FF- and non-FF event as they actually are for the three
pollutants is relatively high (low false positives and false negatives, respectively).
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Fig. 3. Confusion matrix for (a) TSS, (b) TN, and (c) TP.

Goodness-of-fit indicator values were calculated for the three pollutants under study
and are summarized in Table 5. Overall, the XGBoost model developed shows very
satisfactory results. In particular, slightly lower performance was found for TP. The
level of Accuracy reached in this study (always higher than 80%) is a good step forward,
considering that the current approach for predicting pollutant FF is based on a graphical
representation with 50% of Accuracy (FF occurrence or not). Furthermore, Perera et al.
[31] in their work found an Accuracy of 71% for predicting TSS FF occurrence in a two-
class scenario like the one under study. We were able to enhance such state-of-the-art,
reaching an Accuracy of 87%.

Table 5. XGBoost model performance.

Goodness-of-fit indicator Pollutant Results

Accuracy TSS 0.87

TN 0.89

TP 0.82

F1 score TSS 0.79

TN 0.92

TP 0.65

3.3 Feature-Importance Analysis

Based on the best XGBoost model, the SHAP values were calculated for the input fea-
tures, and the critical variables for predicting FF occurrence were ranked. The variables
are ranked in terms of their degree of influence in predicting FF occurrence. The feature
ranking for the three pollutants under study is reported in Fig. 4. Overall, high values of
all the input variables have a positive impact on the model outcomes (red dots); while
low values may not have an influence or have a negative impact on model results (blue
dots). In particular, it is possible to see that Iave is always among the most important
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variables for the three pollutants, as well as D. While, RV is always the least important
variable in the prediction of FF occurrence for sediment and nutrients. Furthermore, it is
interesting to highlight that TR is the most critical variable for sediment FF prediction;
while it is not that important for nutrient FF.

Based on such results, we can state that rainfall characteristics are more critical than
the runoff ones in FF occurrence prediction in urban areas. This represents an advantage
of machine-learning models compared to classical physically-based models. In fact,
the latter require rainfall-runoff data, watershed and drainage network characteristics.
While, machine learning models, XGBoost in this case, performs well only considering
rainfall-runoff input and, based on SHAP results, it may be possible that by reducing
the input variables to only rainfall characteristics, its performance would continue being
good even though a slight decrease may be detected.

4 Conclusions

This research study assessed the ability of the XGBoost algorithm in predicting the
occurrence of FF in urban watersheds of the three most detected pollutants in urban
runoff (TSS, TN, and TP), based on the 30/80 FF definition. ADP, Iave, D, TR, Imax,
and RV were rainfall-runoff variables considered as input. For the three pollutants, the
model performance were very satisfactory: AccuracyTSS = 0.87, AccuracyTN = 0.89
and AccuracyTP = 0.82. The robustness of the model is also confirmed by the resulting
confusion matrices that show a high probability of correctly predicting true positives
and false negatives.

Moreover, with the aid of a non-model biased method (SHAP) based on game theory,
the rainfall-runoff input variables were ranked on the basis of their level of importance
in predicting FF occurrence. It was found that Iave and D were always among the most
important variables for the three pollutants. While, RV was always the least significant
feature in the prediction of FF occurrence for sediment and nutrients. Furthermore, it
was found that TR was the most critical variable for sediment FF prediction; while it
was not a critical one for nutrient FF.

Since algorithms and computing resources have been progressing rapidly, machine-
learning techniques are expected to be more often exploited in water-quality studies,
mostly when quick analysis and solutions are needed with the limited observation avail-
ability. However, the use of such techniques should be handle with extra care taking into
account their limitations which could mislead results. For instance, XGBoost is sensi-
tive to outliers, constraining its application to some environmental fields, and it tends to
overfit the model if the latter is not early stopped (as it was done for this study).
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Abstract. Albedo quantifies the capacity of a certain surface to reflect incident
solar radiation. Therefore, this parameter is relevant in environmental and climate
studies as it drives both the land surface energy balance and the interaction between
surfaces and atmosphere. It can be estimated and monitored at different scales
using Remote Sensing technique. However, its assessment is pretty difficult as
factors, such as resultant map accuracy, processing time, and complexity of the
algorithm used to retrieve it, should be considered.

The goal of this paper is to develop a proper JavaScript code in Google Earth
Engine cloud environment in order to estimate surface albedo using two differ-
ent satellite data, Landsat 8 and Sentinel-2, over two different study areas: Bari
(Southern Italy), and Berlin (Northeastern Germany). To achieve this purpose,
Landsat 8 and Sentinel-2 images, acquired in close date, were processed in GEE
environment by implementing an appropriate JavaScript code. After obtaining
albedo maps over both investigated sites, the two algorithms’ performances, the
Silva for Landsat 8 data and the Bonafoni for Sentinel-2 images, were statisti-
cally analyzed and compared. Furthermore, to investigate the outcomes deeply,
statistics metrics were computed for different land cover classes also. UrbanAt-
las provided by Copernicus was used to classify the whole case studies. Both
approaches showed satisfying results albeit Landsat 8 algorithm provided higher
mean values than the other one.

Keywords: GEE · Geospatial big data · Climate change · Cloud computing ·
Copernicus program · UrbanAtlas

1 Introduction

Albedo, a bio-geophysical variable that quantifies the capacity of a surface to reflect
solar radiation, plays a fundamental role in environmental studies and climate change
investigations as it drives the land surface energy balance and the interaction between
surfaces and the atmosphere [1, 2]. Therefore, the Global Climate Observing System
(GCOS) considers Albedo as an Essential Climate Variable (ECV) [3].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. Gervasi et al. (Eds.): ICCSA 2022 Workshops, LNCS 13379, pp. 435–449, 2022.
https://doi.org/10.1007/978-3-031-10545-6_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10545-6_30&domain=pdf
http://orcid.org/0000-0003-4765-6819
http://orcid.org/0000-0002-4103-1992
http://orcid.org/0000-0002-2468-0771
https://doi.org/10.1007/978-3-031-10545-6_30


436 C. Barletta et al.

The urbanization process, resulting in land use/land cover (LU/LC) changes and,
consequently, the energy balance modification, triggers the Urban Heat Island (UHI)
phenomenon [2, 4–8]. Anthropogenic surfaces, in fact, are mainly composed of non-
reflective materials and, thus, absorbed incident solar radiation is released as heat [5].
Furthermore, in built-up areas, effective surface albedo values are influenced not only
by the presence of land cover features such as buildings, roads and vegetation (including
both parks and urban forests) but also by the topography of the so-called “urban canopy”
[9].

Albedo can be estimated and monitored both at regional and global scales using
Remote Sensing (RS) technique effectively. Indeed, RS is very suitable for studying
environmental phenomena [10–13]. However, the albedo estimation from the Top Of
the Atmosphere (TOA) corrected satellite images is not easy and the optimal strategy
to evaluate it should be based on the compromise among resulting map accuracy, pro-
cessing time and complexity of the implemented algorithm [14]. On the other hand, the
knowledge of the atmospheric conditions and land surface characteristics, obtained from
multispectral satellite data, are required for improving results accuracy [2, 15–19].

Various approaches have been proposed in literature to retrieve the surface albedo
from different satellite sensors. Among them, Liang’s simplified method (2000) [15] and
Silva et al. (2016) algorithm [20] are largely applied to process Landsat data, charac-
terized by a geometric resolution of 30 m [2]. Those methods require TOA reflectance
knowledge in visible (RGB), near infrared (NIR) and shortwave infrared (SWIR) bands.
In particular, the Silva et al. algorithm, specific for Landsat 8 data, provides accurate
albedo estimations albeit a high implementation and operational time are needed. Con-
versely, Liang’s method permits to produce albedo maps in a faster way but with a lower
accuracy, compared to Silva’s algorithm [2].

The launch of Sentinel-2A and Sentinel-2B satellites of the European Union (EU)
Copernicus Program (https://www.copernicus.eu/) in 2015 and in 2017, respectively,
brought relevant changes in the observation of land surface processes. Sentinel-2 sensors
have, indeed, higher resolution (10 m) than Landsat (30 m), and, thus, it is more suitable
for tackling many environmental applications, like land monitoring [21]. In addition, the
Multi Spectral Instrument (MSI) on board Sentinel-2 satellites acquires thirteen bands
of the Earth with a temporal resolution of five days at the equator [22].

An easy-to-use narrow-to-broadband algorithm, developed by Bonafoni et al. (2020)
[23] allows retrieving surface albedo from Sentinel-2 Level-2A surface reflectance in
RGB, NIR and SWIR spectral bands, assuming the hypothesis of Lambertian surfaces
and clear sky conditions [23].

However, analyzing and processing a large volume of geospatial data require consid-
erable time and using a traditional desktop software is not always a feasible solution [2,
24]. The advent of cloud services as Google Earth Engine (GEE) opens up new oppor-
tunities to use and integrate diverse Earth Observation (EO) datasets for mapping and
monitoring Earth’s surface processes [24]. GEE is a cloud-based platform developed
for geospatial analysis, that allows users to process geospatial big data using Google’s
massive computational capabilities. GEE consists of a multi-petabyte free-to-use and
continuously updated data catalog of remote sensing imagery, co-located with a high-
performance computation service. This last one is accessible through an Application

https://www.copernicus.eu/
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Programming Interface (API) with an associated web-based Interactive Development
Environment (IDE). JavaScript, Python and REST are the available API in GEE [25].

The aim of this paper is to develop a proper JavaScript code in GEE environment
to: i) extract surface albedo information from two different satellite data, Landsat 8
and Sentinel-2, and, ii) evaluate and compare their performances to detect the corre-
sponding pros and cons. To meet this purpose, two territories, Bari (Southern Italy)
and Berlin (Northeastern Germany), were selected as pilot sites. Such urban areas are
extremely different in terms of climatic and geo-morphological characteristics point of
view. This allows testing the two approaches in various environmental contexts. Silva
et al. algorithm (2016) [20] and Bonafoni et al. (2020) [23] narrow-to-broadband con-
version method were applied to estimate surface albedo from Landsat 8 and Sentinel-
2 images, respectively. The performances of those algorithms were statistically ana-
lyzed and compared. Lastly, they were also evaluated in accordance with the LU/LC
classification provided by the Copernicus program.

2 Materials and Methods

2.1 Study Areas and Data

Bari (Fig. 1), in Southern Italy, and Berlin (Fig. 2), in Northeastern Germany, cities were
picked up as pilot sites because of their great diversity in terms of morphological as well
as climatic features.

Fig. 1. Study area of Bari.
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Bari is a Mediterranean coastal city with hot summers and mild winters [26]. The
city has experienced an urban sprawl since the mid twentieth century which causes an
expansion of its inner core, built until then, along preferential directions or nuclei. Such
an area has a flat topography, and it is mainly characterized by the presence of erosive
karstic grooves called “lame”. Apart from these grooves, surface water bodies are absent
and green urban spaces are scarce [27–29]. Moreover, UHI phenomenon is more evident
in the zones close to the city center, even if it is mitigated, especially near the coast, by
the sea breeze [26].

Berlin is the capital city of Germany. It has a humid warm temperate climate with
cold winters and warm summers. The territory of Berlin, extended for almost 900 km2,
is essentially characterized by a flat topography and a great number of green spaces
and water bodies [30, 31]. Its growth started when, in 1871, it was named the capital of
Germany. Nevertheless, its sprawl continued during the twentieth century and, in 1920,
the “Greater Berlin” became one of the largest and most populated cities in the world
[32]. Nowadays, Berlin is characterized by about 35% of built-up areas that results in
an evident UHI phenomenon, especially during summer periods [33].

Fig. 2. Study area of Berlin.

Satellite images, collected in the summer period by the two above mentioned mis-
sions, were selected for each study area by setting specific criteria, as the acquisition
date/time and cloud cover threshold (less than 3%). This last option was fixed to minimize
clouds influence on the final thematic maps. More details about the gathered satellite
data are reported in Table 1. Concerning the area of Berlin, various Sentinel-2 scenes,
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with the same acquisition time but covering different territory portions, were collected
and, then, mosaicked by adopting a proper code in GEE.

Table 1. Features of the selected satellite images. OLI: Operational Land Imager; MSI:
MultiSpectral Instrument.

Study area ID Mission Sensor Acquisition date
(mm/dd/yyyy)

Acquisition time Cloud cover (%)

Bari 1 Landsat 8 OLI 07/28/2021 09:34 0.51

Bari 2 Sentinel-2 MSI 07/28/2021 09:40 2.11

Berlin 3 Landsat 8 OLI 07/26/2019 10:02 0.04

Berlin 4 Sentinel-2 MSI 07/26/2019 10:20 0

2.2 GEE Cloud Platform and Workflow

Figure 3 describes the operative workflow applied in this study to estimate surface albedo.
Once the collection phase was completed, the new dataset was built and processed in
GEE environment by applying Silva et al. and Bonafoni et al. algorithms on Landsat
8 and Sentinel-2 scenes, respectively. After retrieving surface albedo maps, algorithms
performances were statistically evaluated considering both the whole territory of the two
case studies, and each LU/LC class. To meet such a purpose the information provided
by Copernicus UrbanAtlas 2018 was used [34].

2.3 Surface Albedo Estimation

Two different algorithms were implemented to retrieve surface albedo: the Silva et al.
method (2016) [20], developed for Landsat 8 satellite images, and the Bonafoni et al.
algorithm (2020) [23] specific for Sentinel-2 images.

The Silva et al. algorithm is expressed as follows:

αTOA = p2 ∗ r2 + p3 ∗ r3 + p4 ∗ r4 + p5 ∗ r5 + p6 ∗ r6 + p7 ∗ r7 (1)

where αTOA is the TOA albedo, pi are the weighting coefficients, which represent the
ratio between the solar constant of each OLI band and the sum of all solar constant used
in the calculation of albedo, and ri are the TOA reflectances for Landsat 8 spectral bands.
The surface albedo α is retrieved by:

α = (αTOA − αATM )

τ 2
sw

(2)

where αATM is the atmospheric albedo, which value was set equal to 0.03, and τsw is
the atmospheric transmissivity for shortwave radiation, function of local atmospheric
pressure, water in the atmosphere, solar zenith angle and air turbidity coefficient [20,
35].
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L8: Silva et al. (2016)
S2: Bonafoni et al. (2020)
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Fig. 3. Operative workflow of satellite data processing. L8: Landsat 8; S2: Sentinel-2.

The easy-to-use Bonafoni et al. narrow-to-broadband conversion method is repre-
sented by the following equation:

α = ω2 ∗ ρ2 + ω3 ∗ ρ3 + ω4 ∗ ρ4 + ω8 ∗ ρ8 + ω11 ∗ ρ11 + ω12 ∗ ρ12 (3)

where ωi are the weighted coefficients, which represent the weight of the portion of the
at-surface solar radiation encompassing the range of each MSI spectral band, ρi are the
surface reflectance for Sentinel-2 bands [23].

A proper JavaScript code was created using GEE platform to retrieve the surface
albedo from the selected images with the above-mentioned methods.

2.4 Statistical Comparison of Algorithms’ Performances

After obtaining land surface albedo maps from Landsat 8 and Sentinel-2 scenes, a statisti-
cal analysis was performed to assess their accuracy and quality. In particular, scatterplots,
Mean (μ), Correlation Coefficient (ρ), Standard Deviations (SD) and Root Mean Square
Error (RMSE) were calculated.
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Moreover, to validate the results, the above-mentioned statistics were extracted for
each land cover class, taken from Copernicus Land Monitoring UrbanAtlas 2018, which
is a data provided by the Copernicus Program of the European Union, that includes
LU/LC categories for many European cities [34].

3 Results and Discussion

Figures 4 and 5 show the land surface albedo maps obtained through the application
of the aforementioned algorithms on the selected Landsat 8 and Sentinel-2 satellite
images. These maps represent the albedo variability within urban territories of the two
investigated sites.

Berlin maps (Fig. 5A and 5B) are darker than those of Bari. This is partly caused by
the abundant presence of water bodies in Berlin, which have albedo values close to 0,
as well as by other factors such as different LU/LC, climate and latitude. Furthermore,
for each study area, the Sentinel-2 map (Fig. 4B for Bari and Fig. 5B for Berlin) result
darker than the Landsat 8 map (Fig. 4A for Bari and Fig. 5A for Berlin). Lastly, the
albedo map of Bari obtained from Landsat 8 (Fig. 4A) has the highest values.

Figure 6 and Table 2 report the results of the statistical comparison of algorithms’
performances, both for Bari and Berlin study areas. In particular, Fig. 6 shows the scatter-
plots between land surface albedo retrieved by applying the two algorithms, while Table
2 reports the fundamental statistical metrics. The scatterplots show a good correlation
among the albedo computed on the same case study with different algorithms. This is
evident in Figs. 4 and 5, where it is possible to notice a certain correspondence of albedo
trend between Landsat 8 and Sentinel-2 outcomes. Nevertheless, several outliers, in par-
ticular in the site of Berlin (Fig. 6B), can be detected due to its greater heterogeneity in
LU/LC.

As already highlighted in Fig. 6, a strong correlation between the albedo estimated
through the application of the two different algorithms for both sites is outlined in Table 2.
Nevertheless, Bari shows the higher ρ, RMSE and μ. These results are also confirmed
by the visual inspection of the albedo maps in Figs. 4 and 5 (darker maps for Berlin)
and from the boxplots, reported in Fig. 7. This outcome is mainly due to the different
climate, that characterizes the two cities, and their diverse latitude. Boxplots highlight
outliers in both study areas, probably due to the diverse size and heterogeneity of the
investigated territories.

To investigate the results deeply, the main statistical metrics were explored for each
LU/LC class. The outcomes of such an analysis are reported in Fig. 8. Figure 9, on the
other hand, reports RMSE values, between Landsat 8 and Sentinel-2 albedo products,
calculated for each LU/LC class.
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Fig. 4. Land surface albedo maps obtained from L8 Bari (A) and S2 Bari (B) satellite images.
L8: Landsat 8; S2: Sentinel-2.

Figure 8 underlines that Silva et al. method [20] provides higher albedo values than
Bonafoni et al. algorithm [23] and that, as expected, Bari has higher values than Berlin
for most of the investigated LU/LC classes. Nevertheless, values detected by applying
both algorithms are comparable with that one obtained by previous research works. For
example, Taha (1997) [36] reported that albedo in urban areas is comprised between
0.10 and 0.20 (0.15 to 0.20 for many US and European cities as 0.20 in Los Angeles and
0.16 in Munich). These values, sometimes, can be exceeded as occurred in the North
African cities or Adelaide, in Australia, which values are between 0.30 and 0.45 and
equal to 0.27, respectively.
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Fig. 5. Land surface albedo maps obtained from L8 Berlin (A) and S2 Berlin (B) satellite images.
L8: Landsat 8; S2: Sentinel-2.

Furthermore, Waters et al. (2002) [37] reported typical albedo values for various
natural or agricultural LU/LC classes. For example, the albedo of coniferous forests is
in the range of 0.10–0.15, grass or pastures is between 0.15 and 0.25, agricultural areas,
such as corn fields and rice fields, is comprised between 0.14 and 0.22, while the water
between 0.025 and 0.348, respectively.

Except for some LU/LC classes, the RMSE trend of L8 and S2 surface albedo is
similar for the two study areas (Fig. 9). Just a difference of about 0.02 is, indeed, assessed
between Bari and Berlin.
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Fig. 6. Scatterplots between the surface albedo retrieved by implementing Silva et al. (2016)
algorithm for L8 images and Bonafoni et al. (2020) method for S2 scenes, for Bari (A) and Berlin
(B) study areas, respectively. L8: Landsat 8; S2: Sentinel-2.

Table 2. Main statistics metrics of albedo estimations. L8: Landsat 8; S2: Sentinel-2.

Study area Images Mean SD ρ RMSE

Bari L8 0.256 0.043 0.892 0.057

S2 0.202 0.037

Berlin L8 0.155 0.045 0.805 0.039

S2 0.127 0.039
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Fig. 7. Boxplots of albedo values in Bari (A) and Berlin (B), respectively. L8: Landsat 8; S2:
Sentinel-2.

Conversely, “port areas” show a difference of about 0.04. This outcome is mainly
due to the scattering problems of the sea and the different geometric resolution. Also,
the classes “construction sites” and “forests” show a higher difference, about 0.05 and
0.04, respectively. Perhaps, this is due to the scarce presence of such LU/LC categories
in Bari.
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Fig. 8. Mean albedo value for each LU/LC class taken from Copernicus UrbanAtlas 2018. M.D.:
medium density; L.D.: low density; V.D.: very low density; P.M.P.: public, military and private;
D.S.: dump sites; M.C.: mixed cultivations. L8: Landsat 8; S2: Sentinel-2.

Fig. 9. RMSE values between L8 and S2 albedo estimations for each LU/LC class. M.D.: medium
density; L.D.: low density; V.D.: very low density; P.M.P.: public, military and private; D.S.: dump
sites; M.C.: mixed cultivations. L8: Landsat 8; S2: Sentinel-2.

4 Conclusion

The objective of this paper is to estimate land surface albedo using two different satellite
datasets and to explore their potentialities over two study areas, the cities of Bari and
Berlin, respectively. Such sites were selected because of their great diversity in terms
of climatic and geo-morphological features. This gives the possibility to test algorithms
performances in a diverse urban context. Indeed, this research contributes also to inves-
tigating LU/LC impact on albedo changes. Because of natural areas replacement with
impervious material, the urbanization process influences urban climate, as well as land
surface energy balance [5, 26, 38–41]. Therefore, investigating the albedo trend in urban
areas may improve the knowledge of UHI phenomenon and identify the optimal strat-
egy to face it [6, 9]. To achieve such a goal, two algorithms, the Silva et al. (2016) [20],
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specific for Landsat 8 data, and the Bonafoni et al. (2020) [23] for Sentinel-2 images,
were implemented. Their outcomes were satisfying results in terms of correlation, SD
and RMSE albeit Landsat 8 algorithm provided higher mean values, for both study sites,
than Sentinel-2 algorithm.

To implement the processing procedure, a proper JavaScript code was developed in
GEE environment. It was preferred to desktop software because of its many advantages
in comparison to desktop software, such as the capability to i) customize codes to meet
users needs, ii) implement complex algorithms, and, lastly, iii) minimize acquisition and
operational times [42]. At the same time, it also has some disadvantages such as the need
to export maps, which have to be imported into another software like QGIS in order to
improve the visualization of the results. Nevertheless, GEE can be recognized as the
optimal tool for investigating satellite geospatial big data because of the benefits above
mentioned.

Lastly, this paper introduces additional innovative elements in comparison to
previous studies. Indeed:

1. potentialities of Landsat 8 and Sentinel-2 data were explored and compared;
2. algorithms performance was assessed by comparing their results both visually and

statistically considering the whole case study and each LU/LC class.
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Abstract. Historical aerial images provide valuable information for monitoring
and change detection in different areas such as glaciers. Using aerial images, 3D
models can be created and the geometry of the glaciers can be digitized manu-
ally to analyse their surface extent and evolution. Here, we use archive images to
reconstruct 3D models of Miage glacier in the Val Veny region, Mont Blanc, Italy.
First, the features of each dataset photos are inspected, and they are pre-processed
to be used in the 3D reconstruction phase. This pre-processing is conducted to not
only minimize the dataset’s problems, including shadows covering the glaciers and
insufficient image overlapping over crucial places, but also to generate the best
achievable dense 3D point clouds from each dataset. Point clouds of reconstructed
3D models may be used to detect variations in the Val Veny region and determine
the rate of retreat and height differences for each glacier in the area over time.
This could be done by computation of distances between points in cloud pairs in
consecutive years. In this phase, no manual shifting and translating of point clouds
are required as they were georeferenced in the 3D reconstruction phase and auto-
matically co-registered with Iterative Closest Point algorithm. Miage glacier in the
Val Veny area was chosen to be assessed considering the quality of generated point
cloud during the 3D reconstruction phase. The results of the comparisons indicate
how the Miage glacier volume has varied throughout time. While volume changes
of the evaluated glacier were almost negligible until the mid-1990s, investigations
demonstrate a significant rise in volume decrease at the beginning of 21st century.
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1 Introduction

People and economic infrastructure in mountain areas are at risk as a result of natu-
ral processes related to the melting of glacier ice. Glacier avalanches, landslides, and
slope instability produced by debuttressing, as well as catastrophic outburst floods from
moraine-dammed lakes and outburst floods from glacier-dammed lakes, are examples
of these phenomena [17]. The threat of cryospheric hazards as a consequence of climate
change necessitates the implementation of preventive techniques [25]. Remote sensing is
regarded as a valuable method for generating supporting data, such as Digital Elevation
Models (DEM) and multispectral images. DEMs are especially effective for detecting
glacier thickness and volume changes, as well as identifying steep places that are more
susceptible to geomorphodynamic changes, such as mass movements [12].

Archive aerial photos, in particular, are one of the oldest data sources for glacier
monitoring. Indeed, they are extremely useful for glacier observation in terms of exten-
sion, length, volume, and mass change [9]. In general, these archives consist of historical
aerial photos collected for local topographic mapping projects based on photogrammet-
ric techniques. In glaciological studies, they may be used to create geometrically precise
3D models of glaciers by using cutting-edge digital photogrammetric methods, such as
Structure-from-Motion (SfM) and Multi-View Stereo (MVS) dense matching [13].

The majority of historical photos in the archives were captured by using analogue
film cameras and then transferred onto digital images by photogrammetric scanners.
Only in the two last decades, Digital Airborne Cameras (DAC) started to take over
analogue cameras in order to directly record digital aerial imagery. Today the almost
complete production in the photogrammetric market relies on the use of DACs.

Historic aerial photos were already used in the past to calculate comprehensive
elevation and volume analyses. Sixteen Antarctic glaciers were analysed by using aerial
photos since 1950s [10]. Between 1959 and 1990, DEMs and orthophotos were created
for a glacier in Sweden based on consistent photogrammetric processing of aerial images
[20]. Also, a dataset including scans of 300 (analogue) aerial images that were obtained
between August and October of 1954 by the U.S. Air Force over the province of Trento
was used for 3D modelling of glaciers and change analysis. The comparison between
the 3D models of 1954 and 2015 showed changes up to 70–80 m in the height of glaciers
in the region [24].

This paper investigates how historical aerial photos may be used to derive 3D models
of Alpine glaciers, to be compared between different times in order to detect morpho-
logical and volumetric changes. The area of Val Veny in Aosta Valley (Northern Italy) is
assumed as case study (see Sect. 2). Here some important glaciers are located, with the
Miage Glacier being the largest one. Section 3 presents the adopted archive aerial photos
that derive from the online repository of the National Geographic and Forestry Institute of
France (IGNF). Sections 4 and 5 describe the methods applied for the photogrammetric
3D reconstruction and for comparing multi-temporal point clouds of glaciers, respec-
tively. Results are shown and discussed in Sect. 6, while Sect. 7 draws some conclusions
and addresses future work.



452 A. Malekian et al.

2 Study Area

This work is mainly focused on the evaluation of glacier changes in Val Veny area
(see Fig. 1), which is located the Aosta Valley, a high elevation and relatively small
administrative region in the Italian Western Alps (3,262 km2). The Aosta Valley has
the largest glacier coverage of any area in Italy, based on the latest Italian Glacier
Classification [28]. There are 192 glaciers in the Aosta Valley Region with a total area of
133.7 km2, accounting for 36 percent of the Italian glacier area (data from 2005–2011).
The glaciers range in altitude from roughly 1400 to 4800 m a.s.l. [29].

Val Veny is a lateral valley of the Mont Blanc massif located west of Courmayeur
town. This mountain valley is split into three sections: the section that runs parallel to
the Mont Blanc massif between the Seigne pass (2,512 m a.s.l.) and part of the Miage
Glacier, the middle part that is called Plan Vény, and the valley’s entrance (1,444 m a.s.l.),
which is surrounded by Mont Blanc and the lower Brenva Glacier [29]. The existence of
significant geological components and varied outcropping lithologies, which are molded
by glacial activity and result in a diverse geological environment, is an important aspect
of this small region [13].

Fig. 1. Location of Aosta Valley in Italy and of Miage glacier among other glaciers of the region.

Miage Glacier are one of the primary glaciers in this area. It is the longest glacier
in Italy and the largest debris-covered glacier in Europe, measuring roughly 10 km in
length [7]. Debris covers approximately 5 km2 out of its 11 km2 total area, mostly
from rockfall from neighbouring flanks and avalanching in deposition regions of its
four tributaries [21]. Due to the quick thinning of the glacier tongue, debris transported
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along within the glacier is also being exposed at an accelerated pace. The variety of
supraglacial debris sources, as well as the peculiar mica schist-dominated lithology of
the rock walls surrounding the glacier, results in a diverse debris lithology. The debris
cover becomes continuous below 2,400 m a.s.l. and continues intact until the terminus.
Crevasses or moulins, on the other hand, may cause inconsistent areas [26]. Although
the spatial distribution of thicknesses is uneven, especially on sections of the northern
terminal lobe, debris thickness usually increases between a few centimetres at 2,400 m
a.s.l. to over 1 m at the terminus at 1,775 m a.s.l. [27].

Because of several key features, the Miage Glacier is the best example of a
‘Himalayan Glacier of the Alps,’ including its accumulation zone, steep cliffs charac-
terised by avalanches, avalanches that indirectly feed the glacier, a notable difference in
altitude between the accumulation area and the terminus, and variations in ice thickness
in the frontal area [25].

3 Photogrammetric Data Description

The archive aerial photos used in this research over the Val Veny were obtained from
multiple aerial missions operated from1967 to 2006. Images are provided in digital form
through the WEB portal of the National Geographic and Forestry Institute of France
(IGNF - Institut National de l’Information Géographique et Forestière). All datasets
include a calibration certificate containing information on the camera and lens used
(see Kraus 2008). Image orientation parameters computed after aerial triangulation or
recorded by onboard GNSS/INS (Global Navigation Satellite System-Aided Inertial
Navigation System) sensors are not generally provided, while mission information is
generally limited to the average flight height, acquisition scale, and side overlap. Most
missions were flown using analogue film cameras of different types, but all equipped with
standard focal lens (150 mm) and film format (23 cm × 23 cm). Analogue panchromatic
or colour photos were then transformed into digital using photogrammetric scanners.
The selected pixel size was around 20 µm. Data sets collected in the last two decades
(such as the one in 2006) were directly captured using a frame digital airborne camera
(Table 1).

In all datasets, the variation of flying altitude is between 4.7 and 6.35 km, with photos
from the 2001 dataset featuring the lowest flying height and the ones from 1967 showing
the highest flying altitude, respectively. The coverage area of the photos from 1996 to
2001 is between 300 and 345 km2, whereas the data from 1967, 1979, and 2006 cover an
area of 132 to 173 km2. Coordinates of camera perspective centres recorded by onboard
GNSS are only provided for three datasets: 1996, 2000 and 2001. All of the photographs
were acquired during the warmer months, from June to September, with the exception
of the 1967 photos, which were taken in October.
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The image quality was evaluated by taking into consideration some factors. Firstly,
the aerial photographs completely encompass the Val Veny, particularly the glaciers. In
flat, hilly, and mountainous locations, the ground coverage is acceptable for aerial tri-
angulation and orthophoto generation. Secondly, the analogue photos were transformed
into digital data after scanning, which degraded the image quality even further. [1]. The
presence of steep terrain that characterize the mountains around Val Veny resulted in
dark shadows on the photos (Fig. 2). Shadows frequently look as uniform black surfaces
due to limited dynamic range [3]. Snow may also be a concern since it may smooth out
the original terrain topography and create problems for image matching algorithms used
for image orientation ad 3D surface reconstruction [31].

The information impressed on the lateral borders of each photograph is useful for
a variety of objectives. The date and time of each set of images helps to better under-
stand the dynamics of the glaciers by identifying the mean temperature in that region.
The GNSS camera location could be used as approximation to help automatic image
orientation [6], as described in the following section.

Table 1. Properties of dataset over Val Veny area from 1967 to 2006 downloaded from IGNF
online repository.

Year Date No.
images

Camera
coordinate

Camera
model

Flying
Altitude [km]

Coverage area
[km2]

2006 Aug 23rd to
Sep 5th

78 Not
available

Digital 5.54 173

2001 Aug 1st to
13th

73 Available RMKTOP15 4.78 345

2000 Jun 23rd to
Aug 1st

25 Available RMKTOP15 5.54 310

1996 Jul 3rd to
Aug 4th

35 Available RMKTOP15 5.02 301

1988 Jul 26th 23 Not
available

RC10 6.15 321

1979 Sep 5th 19 Not
available

RC10 5.7 144

1967 Oct 11th &
12th

24 Not
available

RC10 6.35 132
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Fig. 2. Example of dark shadows on glaciers near vertical surfaces in 1996 image.

4 3D Model Reconstruction

The purpose of this work is to apply the described methodologies to reconstruct a
3D model from aerial historical photos over a 40-year period covering the Val Veny
region. The photogrammetric procedure to reach this aim is presented in the following
paragraphs.

4.1 Image Pre-processing

For categorization and editing, the images were loaded into Adobe Photoshop Light-
room Classic 9.4 release®. Lightroom is a professional-grade program for managing
photography catalogues that is both affordable and user-friendly, in addition to having
efficient processing algorithms [24]. The radiometric image balancing and adjustment
was used in this investigation to mitigate differences in different photos due to different
lighting conditions and presence of shadows. In all datasets the clarity and contrast are
adjusted according to properties of the images. This procedure increases the capability of
Structure-from-Motion and Multi-View Stereo matching techniques adopted for image
orientation and dense point cloud generation [15].

4.2 Image Orientation

In this work 3D point cloud reconstruction has been performed by using a standard
SfM and MVS approach, as implemented in the popular software package Agisoft
Metashape® (www.agisoft.com). Agisoft Metashape® is a stand-alone software pack-
age that perform photogrammetric processing on digital photos and provides 3D spatial

http://www.agisoft.com


456 A. Malekian et al.

data for use in different applications. Here, “Professional” version 1.7.5 of the software
has been used.

The image orientation (“Alignment” in the software jargoon) is the initial phase in
the process. During this phase, Images are sought for corresponding keypoints that are
matched across images to create manifold tie points [11]. The availability of approximate
values for camera stations (e.g., from onboard GNSS observations) may help speed up
this process and limit the number of blunders. In the case these approximations are not
provided, the image orientation process is applied first on sub-sampled low-resolution
images, and then iteratively transferred to the ones at full resolution.

Tie points are then fed into a bundle block adjustment (BBA) internal module, which
at the same time computes camera calibration parameters (including Inner Orientation
and Additional Parameters for lens distortion compensation), Exterior Orientation (EO)
parameters, and 3D coordinates of tie points. The latest ones are used to generate the
“sparse point cloud” [8], that is then used to drive the successive dense matching phase
[17]. Due to multiple overlapping of images, this step additionally assessed camera
calibration and EO quality thanks to the data redundancy in the BBA. Prior to the more
computationally intensive generation of dense point clouds, the user can assess precision
and recognize problematic tie points using the sparse point cloud. The BBA solution
was referred to an arbitrary reference system, since so far no ground constraints were
included (e.g., ground control points).

4.3 Georeferencing

In order the define the coordinates of the output 3D point clouds in a mapping grid, some
ground control points (GCPs) were needed. Unfortunately, GCPs were not measured in
the archive photos from IGNF. To overcome the problem of georeferencing, natural
features have been selected to serve as GCPs in stable areas over time and across all
datasets, and their coordinates determined using accessible satellite data from Google
Earth®. Even though in some regions of the area of interest the location of GCPs has been
difficult if not impossible, GCPs have been selected to be well distributed in each pho-
togrammetric block, avoiding weak configurations such as GCPs concentrated around
the same line [25]. Typical stable objects within time are buildings and houses, that
unfortunately are available only in villages and in the bottom part of the valley. Much
more challenging has been to find stable parts in the upper parts of glaciers. The spots
chosen to be GCPs are the same in all datasets, and 12 GCPs are considered in each
dataset based on their availability.

Once a set of GCPs has been selected, a new BBA including their observations in the
images has been run. Due to the low quality of measured GCPs, corresponding ground
coordinated have been properly weighted not to result in deformation in the EO and,
consequently, on the output point clouds.

4.4 Assessment of Exterior Orientation and Georeferencing

The residuals of the GCPs are provided by BBA, which indicate the difference between
measured coordinates and newly calculated values. Errors in the photogrammetric net-
work of observations are indicated by relatively large residual values. Large residuals in



3D Surface Reconstruction and Change Detection of Miage Glacier 457

GCPs were modified or deleted until an optimal solution has been found. The nature of
these errors may be due to two different aspects: errors in the measurement of 3D coordi-
nates of GCPs from satellite observations, or in the measurement of their 2D coordinates
in the images.

Nevertheless, removing too many GCPs might reduce the photogrammetric model
validity, especially if numerous parameters were to be estimated.

4.5 Dense Cloud Generation

Agisoft Metashape® software can create a dense point cloud based on the computed
EOs and the photos themselves based on dense Multi-View Stereo (MVS) matching.
The first step in the MVS process is the computation of depth maps on the basis of image
disparities in normalized image pairs. In a second step, depth maps are used to generate
a dense point cloud [18]. Multiple pairwise depth maps created for every camera are
integrated into a combined depth map, with extra information in overlapping locations
used to filter out incorrect depth measurements [14]. The camera’s combined depth maps
are turned out into partial dense point clouds, which are then blended into a final dense
point cloud with further noise filtering done in overlapping locations. Subsequently, the
dense cloud was modified to eliminate points that were not on continuous surfaces, such
as supraglacial lakes, as well as visible outliers.

All procedures were carried out in a “high-quality” setting in Metashape®, which has
been retained as the best compromise between the obtainable quality and the processing
time.

5 Point-Cloud Analysis

Photogrammetric point clouds obtained from the archive aerial photos are utilized to
compute the variations in glacier thickness between different epochs. In this paper we
focus on the evolution of the Miage Glacier in the period from 1967 to 2006.

In order to compare point clouds, the open-source software package CloudCom-
pare (www.cloudcompare.org) has been used. Prior to analysing cloud pairs, some pre-
processing steps have been applied to improve data quality in different data sets. The first
step is to eliminate all outliers and noisy points from each point cloud. One approach to
generate a clean point cloud with a homogenous surface density, is to extract the related
components using a 3D grid which is called Label Connected Component [30]. Another
technique is S.O.R Filter/Noise Filter. These methods are fairly similar between them
since they both eliminate points that are over a specific distance from the plane fitting a
particular number of neighbours for each point (kNN) [12]. As a result, Label Connected
Component is applied to each point cloud to remove outliers that are separated from the
point cloud by a substantial distance, and S.O.R or Noise filter are applied if there are
more noises near the surface of the point clouds.

Because each point cloud has been independently georeferenced in the national
geodetic datum (RDN 2008.0/UTM32N), but this operation resulted in some residuals
due to non-homogenous errors, a refinement of the co- registration between each pair
of point clouds to compare has been applied in CloudCompare. Due to the vastness

http://www.cloudcompare.org
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of the area of interest, different approaches for co-registration have been examined.
Indeed, point clouds to compare feature some unstable areas where changes occurred:
these regions should not be considered to select control points for co-registration. Con-
sequently, some stable areas have been selected and point clouds segmented to extract
subsets there. The ICP (Iterative Closest Points – see Pomerleau et al. 2013 [25]) method
for point cloud co-registration as implemented in CloudCompare has been applied. After
a preliminary initial co-registration, that in this case was obtained from the use of GCPs
in photogrammetric processing, the ICP techniques computes the rigid-body transfor-
mation which minimizes the distances between points in both point clouds to co-register.
Here this process has been limited to the stable areas. Then the transformation parame-
ters computed in this way have been applied to the remaining parts of both point clouds.
Stationary regions in the model have been investigated to check out the quality of co-
registration. To this purpose, the ICP distance between both clouds has been calculated
in those regions.

After co-registration refinement, the M3C2 (Multi-scale Model to Model) technique
has been applied to detect changes. M3C2 is well-suited to assessing statistically sig-
nificant changes between point clouds where the geometry varies in three dimensions,
and it is resistant to changes in point density and point cloud noise [20]. For example,
in some studies where this method was used for estimating geomorphologic variations
in channel sedimentation, M3C2 emerged as the most reliable method for highlighting
erosion and deposition rates from point cloud comparisons, due to the fact that this pro-
cedure does not use interpolation, which might cause errors, particularly for complex
landforms [17]. Therefore, M3C2 is considered as main method for comparison of data
sets in this research.

5.1 Volume Computation

For the evaluation of volume change of glaciers between two epochs when photogram-
metric point clouds were derived, CloudCompare implements a specific function to this
purpose. This function derives the volume between two point clouds after selecting a ref-
erence plane, to be used for deriving 2.5D raster Digital Elevation Models (DEMs)[26].
The volume is derived from the computation of the DOD (DEM of Differences) between
both DEMs to compare. Then the DOD is used to derive the volume by using the area
of the grid step. The smaller the size of each elementary cell, the more accurate the
computed volume. On the other hand, the grid step should be coherent with the density
of the point cloud [4]. The percentage of average neighbours in each cell should be con-
sidered. It should be kept close to 8, or gaps would emerge between the cells, resulting
in an incorrect volume estimation.

The percentage of cells in a DEM that have a matching cell in the second DEM
shows how completely both point clouds overlap. Step size of generated grid should be
optimized to make “Average neighbours per cell” as close as possible to 8. In all the
comparison cases, the step value is optimized between 3 and 5 to obtain a value of 7.9
for the “Average neighbours per cell”. Due to importance of height difference in these
comparisons, the projection direction for the volume calculation is considered to be the
Z direction and the height of each cell is considered to be the average of the points inside
the cell.
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6 Result and Analysis

The approach described in Sect. 5 has been applied to process all datasets. For datasets
including images from multiple cameras, a pre-calibration procedure is used before
applying SfM/MVS algorithms in Agisoft Metashape®. With the exception of data
from 1967, all data sets downloaded from the IGNF geoportal were provided with pixel
size and focal length information. In addition, for image sets containing camera position
GNSS coordinates, the SfM has been computed by using these data as starting camera
locations. This resulted in reducing the time for computing the EO at the full image
resolution (options: “high-quality” alignment precision and exclusion of stationary tie
points). After the alignment process, the error of chosen GCPs is obtained for each
dataset (Table 2). GCPs are chosen in a way that they have at least two projections on
the images and are spread out as much as feasible throughout the whole region, avoiding
weak configurations (Fig. 3).

Table 2. The root mean square error of GCPs in X-easting, Y-northing and Z-altitude for each
dataset.

Year X error (m) Y error (m) Z error (m) XY error (m) Total (m)

2006 1.293 0.704 1.380 1.473 2.018

2001 0.570 3.156 0.331 3.208 3.225

2000 1.328 2.429 0.679 2.768 2.850

1996 1.465 3.239 2.453 3.556 4.320

1988 1.486 4.300 0.693 4.550 4.603

1979 2.480 1.789 0.197 3.058 3.064

1967 0.218 0.941 0.939 0.965 1.347

For all the datasets except 2006 and 1967 photogrammetric blocks, fiducial marks
have been used in the BBA. Then in this case the alignment procedure can be done
either using fiducial marks or masking them. In most cases, masking the fiducials results
in better alignment and denser point cloud. In 1996, 2000, and 2001 datasets camera
location coordinates are available. The dataset from 1996 contains 35 photos from two
separate cameras: 27 images taken with the RMK TOP 15 camera type, which has a
calibration certificate, and 8 images taken with another camera, for which a calibration
certificate was not available. The 8 photographs acquired by separate cameras will not
be aligned with the other 27 images if the conventional methodology is followed, i.e.,
by measuring fiducial marks in photos. To overcome this issue, two groups are aligned
independently in two chunks, and then the camera calibration properties exported from
each other. Pre-calibration parameters will indeed be based on the calibration data of
both groups of images. For the dataset from 1979, the calibration certificate allows the
use of fiducial marks, but the camera coordinates are missing. This is the only dataset in
which utilizing fiducial marks in the alignment operation results in an increased number
of aligned images and a denser 3D model. In addition, in images of the dataset from
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1967, because it is the oldest dataset in this study and because there is no corresponding
calibration certificate, using fiducial marks has not been feasible, and they were masked.

Fig. 3. An example of reconstructed 3D dense cloud from the 2001 dataset representing the
position and distribution of GCPs.

6.1 Assessing the Evolution of Miage Glacier

To compute the volume changes of glaciers over time, 3D surface models are compared.
Thanks to GCPs, different photogrammetric blocks have been georeferenced in the same
coordinate system, and then co-registration has been improved by exploiting overlap
between pairs of point clouds. To ensure the quality and reliability of co-registration,
points within five stable windows have been segmented and used for co-registration
refinement based on ICP. Residual distances in these windows after this process have
been adopted for the assessment of the co-registration accuracy (Table 3).

Table 3. Residual co-registration errors in five sample windows of stable parts around Miage
Glacier.

Time period Points in sample
widows

Mean of M3C2
distances [m]

Standard deviation
of M3C2 distances
[m]

RMSE (root mean
square error) of
M3C2 distances
[m]

2001–06 114k 1.31 1.61 2.82

2000–01 74k 0.90 2.60 2.70

1996–2000 158k 1.61 2.94 3.20

1988–96 218k 0.67 2.26 2.27

1979–88 230k 1.95 4.67 4.95

1967–79 128k 0.67 3.27 3.53
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The accuracy of the co-registration resulted in a mean difference from 0.5 to 1.5 m
(Table 2) and root means square error of distances varying between 2 and 5 m.

The evaluation of changes in glacier thickness has been done over an area of approx-
imately 5 km2 of the glacier tongue. The maximum average height reduction occurred
between 2001 and 2006 with 3.5 m of decrease, while the variation is minimum from
2000 to 2001. Similarly, the largest volume changes mostly occurred from 2001 to 2006.
In contrast, the only major increase of glacier thickness occurred in from 1979 to 1988.
After 1988, the glacier started losing mass. Distribution of height variation of point
clouds (Fig. 4) suggest mostly mass loss condition in Miage glacier through the decades
and the last 5 years showed the largest contribution. The comparison between 2001 and
2006 shows that glacial mass loss occurred largely in the lower regions of the Miage
tongue, whereas in 2000–01, the losses happened in the middle part, while the lower part
showed little change. From 1996 to 2000, the volume and height decreased primarily
in the lower half of the glacier tongue, with some gain was observed in the top half. In
contrast, in the lower section of Miage glacier mass increased from 1967 to 1988. Due
to huge shadows covering the middle sections of Miage in the photos of the dataset of

Fig. 4. Miage Glacier evolution and distribution of mass loss in glacier from year 1967 to 2006.
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1967, the 3D model of this dataset has numerous outliers and noise in the middle part of
Miage glacier tongue, and only the bottom half of Miage is considered for comparison
in the 1967 point-cloud. Overall, the Miage glacier experienced a slight mass gain until
1988, then a gradual decrease in thickness over time, although not abrupt. In addition, the
rate of mass loss tends to rise over time. Similarly, the thickness of the upper branches
of Miage has remained consistent, with the exception of 2000, when a high retreat rate
of −3 m per year was observed, resulting in a decrease in height.

Furthermore, the volume variation calculation throughout the years when cloud pairs
are compared may be used to calculate the Miage glacier mass loss rate, by subtracting
the volume of the glacier from two distinct point clouds and taking the surface area into
account. This method allows us to comprehend the fluctuation of the Miage across all
years until 2006, not only during the time that datasets are available (Fig. 5).
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Fig. 5. Mean height and thickness change rate variation of Miage glacier in Val Veny through the
years.

7 Conclusions

Archival photographs were utilized in this research to better understand the evolution
and dynamics of Miage glacier in Val Veny from 1967 to 2006. Photogrammetric meth-
ods can be used to interpret morphological change captured in a sequence of aerial
photographs. These data were acquired by IGNF (National Geographic and Forestry
Institute of France) and covered an area ranging from 132 to 345 km2. The data were
acquired with various airborne cameras during the warmer months of the year. To under-
stand the variation of Miage glacier through these years, 3D models obtained from these
data were compared. The 3D model of each series of photos was reconstructed using the
Structure-from-Motion technique followed by dense Multi-View Stereo matching. Some
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pre-processing was conducted before the main procedure to improve keypoint extraction
from photographs. According to availability of calibration certificates for some datasets,
it was possible to try the alignment procedure by using fiducial markers. However, in
most of the datasets, masking the fiducial markers leads to better or equivalent results.
Satellite data was used to identify stable points that were used as GCPs in all images,
resulting in improved initial alignment of the 3D models during the comparison phase.
The appearance of shadows on the glacier in some zones is due to the presence of high
cliffs and improper photography timing, and this fact leads to missing data in some
portions of the 3D model.

To use 3D models to investigate variations in Miage glacier, noise must be filtered and
model alignment must be accurate enough to provide an accurate result. The distances
between the stable zones may be used to measure the co-registration quality between two
point clouds. The error in the co-registration procedure may be evaluated in the mean
distances in stable areas after co-registration refinement based on ICP. The registration
error varies depending on the quality of the 3D model in different zones of Val Veny, but
it is usually between 1 and 2 m. Multi-scale Model to Model (M3C2) method for cloud
comparison was employed to determine distances, as recommended by prior studies,
especially for complex landforms.

In the Miage Glacier, height loss was determined to be 1 m/y between 2000 and 2006,
after being almost negligible until the 1990s. however there is a general increasing trend
in both height and volume loss from 1979 to 2006. Furthermore, the findings of this study
may be integrated with more contemporary models acquired by using more advanced
photogrammetry technology to assess whether the variations in Miage glacier follow
the same trend as before. The methodology applied in this research may be transferred
to various applications or locations if archival photographs are available. Unidentified
causes of natural disasters, including landslides, floods, and droughts, can be identified
by analysing archival photographs of the region and using the results for risk mitigation
and planning in the long term.
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Abstract. A deep energy transformation will be tried out across the globe in
the next decades in order to detect potential green and renewable sources able to
replace fossil fuels. Among the various alternatives, photovoltaic technology, rec-
ognized as sustainable, clean, and environmentally friendly essence, is considered
one of the most relevant solutions. To date, the Remotely Piloted Aircraft System
has been largely used to inspect solar parks albeit the treatment of very high-
resolution satellite images through object-based models may be a valid option. In
this work, the potentialities of two segmentation approaches (multi-resolution and
mean-shift algorithms, implemented in eCognition Developer and Orfeo Tool-
box software, respectively) in extracting photovoltaic panels from Sentinel-2 time
series were explored and compared. Such techniques were tested in Montalto di
Castro in Viterbo (Italy). Multi-resolution algorithm was applied by varying scale
and shape parameters between 20 and 100 and 0.1 and 0.5, respectively. Con-
versely, the mean-shift approach was used by considering the default values of
spatial radius and range radius. Their segmentation outcomes were compared on
the base of i) minimum Euclidean Distance 2 (ED2), calculated in AssesSeg envi-
ronment, ii) segmentation polygons statistics and areas value, and, lastly, iii) their
performance in terms of processing time, versatility, ability of handling heavy
data, and cost. ECognition Developer demonstrated a better performance in seg-
menting Sentinel 2-images for extracting PV systems in terms of segmentation
parameters management and outcomes interpretation ability.
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1 Introduction

The need to tackle climate change and the imminent depletion of oil, coal, and natural gas
reserves is leading the World to rely on renewable sources such as solar, wind, biomass,
and geothermal energy [1]. Currently, the actual green energy capacity is expected to
grow of about 50% by 2024 [2]. The strong, though now stable, construction and design
costs decline, mainly due to the higher energy productivity of PV modules, have pro-
moted PV deployment albeit PV solar installation implies a consistent soil loss [3]. As
shown in the statistical report edited by the Gestore Servizi Energetici (GSE) in 2019 [4],
880,090 PV systems, with a total capacity of 20.865 MW, were installed up to December
31, 2019, in Italy. 92% of them were small systems with a power less than or equal to
20 kW. and an average system size of 23.7 kW. Nevertheless, the land is considered a
commodity and, thus, specific studies have been carried out to investigate PV impact
on land use [5, 6]. For this reason, in recent years, agrovoltaic or agrophotovoltaic sys-
tems have been implemented to allow the simultaneous cultivation and production of
renewable energy, reducing high land consumption [7]. The choice of the adequate lands
where to install PV systems is affected by many factors, such as geographical position,
morphological characteristics of the territory and climatic conditions. As a result, their
distribution is very heterogeneous among the different regions [4]. An additional key
factor to be considered concerns the defects brought out by their permanent exposi-
tion to harsh environmental conditions [8]. Therefore, a constant inspection of their
health status performed with various methods, such as field-of-view diagnosis, infrared
thermal imaging, and electricity-based techniques, is required [1]. All these traditional
techniques have proven to be obsolete for monitoring large structures and, therefore,
valid alternatives based on digital image analysis have been introduced [9]. Remotely
Piloted Aircraft System (RPAS) image-based assessment systems are considered as the
optimal solution to meet such a purpose because of its competitive costs and the fastness
of monitoring the efficiency of systems made up of many photovoltaic modules [10].
Nevertheless, the development of many large-scale PV systems in recent years has made
RPAS an ineffective technique for monitoring them [11, 12]. The recent introduction
of free medium and high-resolution satellite images could go beyond those limitations.
Among the several techniques developed to process them, the object-based analyses are
mainly adapted to extract land use/land cover information [13–16]. Object-Based Image
Analysis (OBIA) principle is to group together spectrally and geomorphologically sim-
ilar pixels to form objects which will be then classify [13, 17, 18]. The step allowing
object identification is commonly called “Segmentation”. This step can be performed
by applying various software, such eCognition Developer (Trimble, Sunnyvale, Cali-
fornia, USA) and Orfeo Toolboxes (OTB). As demonstrated by previous works [19],
eCognition Developer is suitable for segmenting satellite images or mosaics at larger
scales because of its ability of producing a number of segments closer to the number
of objects defined as ground truth data and its processing speed. Nevertheless, it cannot
be applied in the projects with limited budgets because of its high license cost. On the
other hand, OTB is a free open-source software able to generate satisfying outcomes
albeit it needs a high processing time [20]. ECognition Developer and OTB were used
for extracting PV systems and roofs from satellite data by Xia et al. [21] and Khan
et al. [22], respectively. Both works showed satisfying results without any excessive
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computational costs. Nevertheless, Plakman et al. [23] demonstrated an improved of PV
systems extraction outcomes using Sentinel-2 (S2) satellite images thanks to the many
spectral bands provided by the sensor mounted on it. To the best of authors’ knowledge,
any researches based on the combination of the two above-mentioned software and S2
images have not been proposed in the literature for extracting PV systems. In this paper,
the performance of eCognition Developer environment, a leading commercial software,
and the open-source OTB for extracting PV solar panels from S2 time series were evalu-
ated and compared. To achieve such an objective, two different segmentation algorithms
(multi-resolution and mean-shift) were tested on the experimental site of Montalto di
Castro, located in Viterbo, Italy. Such a site was selected because of the presence of the
largest solar parks in Europe up to 2011. Software’ outcomes quality as well as its ability
and versality were evaluated by computing the modified version of Euclidean Distance
(ED2) index, statistical metrics of the generated segmented polygons and processing
time.

2 Study Area

The pilot site is located in Montalto di Castro, 42 km far from Viterbo city (northern
part of Lazio Region, Central Italy) (Fig. 1).

Fig. 1. Study site world geodetic system 84 Universal Transverse Mercator (UTM) zone 32N.

Such rectangular area covers a surface of about 6.2 km2, characterized by a predom-
inant flat morphology. It was selected as a test site due to the presence of the largest
photovoltaic plant system in Europe up to 2011[24, 25], subsequently blocked-in accor-
dance with the Italian Ministry for Cultural Heritage activities and tourism, worried
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about its impacts on cultural heritage landscapes, archaeological and historical areas,
located close by [26].

3 Datasets

3.1 Sentinel-2 Imagery

Ten cloud-free Sentinel-2 (S2) scenes were collected over the study area from the Euro-
pean Space Agency (ESA) Copernicus Scientific Data Hub instrument website [27]
(Table 1). Level 2A (L2A) was selected and all data were provided in World Geodetic
System 84 (WGS84) Universal Transverse Mercator (UTM) zone 32N. The S2 multi-
spectral (MS) sensor collects up to 10 bands with three different geometric resolutions
ranging from 60 up to 10 m. Among them, four bands (Blue (B): 458–523 nm, Green
(G): 543–578 nm, Red (R): 650–680 nm and Near Infrared (NIR8): 785–900 nm) have
a resolution of 10 m, while six bands (Red Edge 1 (RE1): 694–713 nm, Red Edge 2
(RE2): 731–749 nm, Red Edge 3 (RE3): 769–797 nm, Narrow Near InfraRed (NIR8a):
848–881 nm, Shortwave Infrared-1 (SWIR1): 1565–1655 nm and Shortwave Infrared-2
(SWIR2): 100–2280 nm) have a resolution of 20 m. In this study, both 10 m and 20 m
resolution bands were used because of the low reflectance of solar panels in VIS and NIR
spectrum [28]. Lastly, S2 images were clipped in Quantum GIS (QGIS) environment
(version 3.22) on the selected study area.

Table 1. Input Sentinel-2A and Sentinel-2B images.

Date of acquisition (D/M/Y) Sensor Orbit Level

24/02/2021 S2B R122 2A

31/03/2021 S2A R122 2A

25/04/2021 S2A R122 2A

28/05/2021 S2B R022 2A

29/07/2021 S2A R122 2A

21/08/2021 S2A R022 2A

30/09/2021 S2A R022 2A

30/10/2021 S2A R022 2A

24/11/2021 S2B R022 2A

31/12/2021 S2B R122 2A

4 Software

4.1 eCongnition Developer 9.5

eCognition is a powerful object-based environment for image analysis [29]. It classifies
and analyzes images, vectors, and point clouds using all the semantic information needed
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to interpret them correctly. It does not examine single pixels or points, but it investigates
the mutual relationships among neighboring pixel of the same layer and across vari-
ous input data [29]. Thus, similar pixels are generally grouped together in objects[29].
ECognition suite offers three different components that can be used individually or in
combination to solve the most challenging image analysis tasks: i) eCognition Devel-
oper; ii) eCognition Server and, lastly, iii) eCognition Architect. ECognition Developer
is a software created for object-based image analysis. It is widely used in the field of
remote sensing because of the simplicity of creating rule sets suitable for performing
automatic data analysis. It contains a large collection of algorithms that can be combined
to facilitate rapid development of geospatial analysis applications [29]. The eCognition
Server software is a processing environment for simultaneous multiple data development
and transferability testing, while eCognition Architect enables non-technical profession-
als to perform OBIA. Users can easily customize the ruleset created a proper rule-based
model in eCognition Developer [29].

4.2 Orfeo ToolBox

Orfeo ToolBox is an open-source project for satellite data investigation [30]. Based on
the backs of the open-source geospatial community, it can process optical, multispectral,
hyperspectral and radar resolution imageries up to the terabyte scale. Therefore, it can
be applied by a wide variety of applications, including orthorectification, pansharpen-
ing, supervised and unsupervised classification, feature extraction. All the implemented
algorithms are accessible from Monteverdi, QGIS [30], Python, command line, and C++.
Monteverdi is a visualization tool that allows users looking at high-resolution images
and accessing all toolbox commands [30]. It is available on Windows, Linux, and Mac
OS X.

4.3 AssesSeg

AssesSeg is a command line tool based on the computation of the modified version of
the Euclidean supervised Distance (ED2) aimed at assessing the segmentation quality by
calculating the Potential Segmentation Error (PSE) and the Number-of-Segments Ratio
(NSR). These two parameters measure the geometric and the arithmetic discrepancy
between the manually digitized ground truth and the corresponding segments, respec-
tively. A high ED2 value indicates a high geometric and/or arithmetic discrepancy, while
a low ED2 value implies a good level of segmentation [31]. AssesSeg’s goal is to evaluate
segmentation quality [31]. It was produced by the cooperation between the University
of Almeria (Almeria, Spain) and the Politecnico di Bari (Bari, Italy). AssesSeg outputs
allow detecting the best bands combination and showing a clear positive correlation
between segmentation accuracy and the amount of available reference data [31].

4.4 Quantum GIS (3.22)

QGIS is an open-source Geographic Information System (GIS). The project was born in
May 2002, and it was established by SourceForge in June of the same year. Currently, it
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runs on the most relevant platforms, such as, for instance, Unix, Windows, and macOS. It
is developed using the Qt toolkit [32] and C++ [33]. Its intuitive graphical user interface
(GUI) allows users conducting advanced GIS analysis easily [33]. QGIS supports a huge
number of raster and vector data formats, and many free plug-ins can be downloaded
for any geomatics applications. [33].

5 Methodology

The digitalization of PV panels located in the study area allows having the Ground Truth
for assessing segmentation quality. Thus, after digitalizing the solar park manually, the
operative workflow reported in Fig. 2 was applied. Once S2 images were collected,
they were segmented in eCognition Developer and OTB software separately. A multi-
parameter approach, based on scale, shape, and compactness parameters, was applied
in eCognition platform.

Fig. 2. Workflow of the applied methodology.

A mean-shift segmentation algorithm was, instead, used in OTB platform. Contrary
to the technique adopted in eCognition, fixed values were picked up in this case. Then,
for each segmented image, ED2 was calculated. The smallest ED2 value corresponds
to the best segmentation parameter set for each image. ED2 outcomes were compared.
Some output segmentations from the two software that showed abnormal ED2 values
were subjected to correction procedures, aimed at masking all pixels characterized by
an anomalous reflectance value. Lastly, software performances were also investigated
in terms of processing time, versatility, and costs.
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5.1 Multi-resolution Segmentation in eCognition

The Multiple Resolution Image Segmentation (MRS) algorithm, already implemented
in the eCognition Developer environment, was applied to gathered S2 images. MRS
performance depends on three main parameters: (i) Scale parameter (SP), responsible
for defining the maximum admissible heterogeneity. The larger the value, the larger
the resulting objects is [29]. SP ranged between 20 and 100 (with an increment step
of 1.0); (ii) the weight of color and shape criteria (Shape), which assigns a weight to
the shape and spectral color of the objects. When the shape weight is zero, only the
value assigned to col-or is considered, while when it is greater than zero, the shape of
the objects is taken into account along with the color [29]. It was between 0.1 and 0.5
(with an increment step of 0.1); lastly, (iii) the weight of compactness and smoothness
(Compactness) criteria useful for optimizing overall compactness [29]. It was set at
0.5 for all cases. As proposed by Novelli et al. [34], the optimal combination of MRS
parameters was selected by applying AssesSeg.

5.2 Mean-Shift Segmentation in OTB

The Mean-Shift algorithm is an iterative process consisting on the shift of each single
data point toward the average of the data points in its proximity [35]. Two parameters
control the segmentation process: i) the spatial radius, responsible for the pixels number
to be grouped into the segmented images, and ii) range radius, defining the objects
of interest size. [36]. For this reason, several tests are required to select the optimal
parameters. The range radius was set equal to the average number of pixels within the
Ground Truth segments. Instead, for the spatial radius, the default value was used in
OTB.

5.3 Comparative Assessment

Three methods were used to compare the segmentations: i) evaluation of the time trend of
ED2 index; ii) estimation of the descriptive statistics of polygon geometries and Ground
Truth; iii) assessment of the processing times to perform the segmentation procedures.
The total number of polygons provides information on the detail level that can be captured
as well as the time needed to run the segmentation procedure and basic analytic analysis,
such as raster conversion into vector and zonal statistics computation [19]. The area
was calculated for each polygon using the ‘field calculator’ tool implemented in QGIS
environment. A set of descriptive statistics (minimum, maximum, range, sum, mean,
median and standard deviation) was also evaluated through the “basic field statistics”
tool. The metrics extracted from Ground Truth and polygons were explored. Images
reporting an anomalous ED2 values were subsequently corrected by masking all pixels
with inconsistent reflectance values. Then, the whole procedure was applied again on
the corrected maps.
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6 Results

6.1 Multi-resolution Segmentation Outputs

Figure 3 reports the trends of the modified ED2 index for all the segmented images
produced by applying eCognition Developer. Most of the images reach the lowest ED2
value setting the shape equal to 0.5 and the scale ranges between 36 and 55.

The best ED2 value (0.454) was shown from the image acquired in August using
53 and 0.3 for the scale and the shape, respectively. On the other hand, instead, the
images belonging to October and November reported an anomalous trend and November
showed the highest value of ED2 and scale. Scale and shape values useful to obtain the
corresponding minimum ED2 value for each image is reported in Table 2.

6.2 Mean-Shift Segmentation Products

Table 3 describes the ED2 values computed on the images segmented using the Mean-
Shift Segmentation algorithm. Even in this case, the lowest ED2 value was generated
in August while November reported an anomalous trend. In this case, the ED2 value
registered for October is in line with that one obtained in the other months.

6.3 ED2 Trend Comparison Outcomes

Figure 4 describes the trend of the minimum value of ED2 obtained by processing
the images in eCognition Developer and OTB, respectively. A quite similar trend is
detected using both software from February till September. Such a Figure enhances the
anomalies already noted in November and October outcomes generated using eCognition
Developer. Also OTB shows an anomaly in November albeit it is less marked. On the
contrary, any anomalies are not detected in OTB for October.

6.4 Polygons Statistics Results

Tables 4 report the total amount of obtained polygons generated using eCognition
Developer and OTB, respectively. Furthermore, the number of polygons intersected
with Ground Truth is shown too. ECognition Developer produced more polygons than
OTB except in November. Polygons intersecting Ground Truth are greater in eCognition
Developer than in OTB.

Figure 5 shows the metrics calculated on the polygons intersected with the Ground
Truth samples. In particular, in Fig. 5a, it can be seen that the areas of the polygons inter-
sected with Ground Truth, produced by OTB, have a higher average value than those
obtained from the Ground Truth polygons for all months under analysis, while eCogni-
tion Developer produced results with a more fluctuating trend always below the average
value of Ground Truth, except in September. In Fig. 5f, the coefficient of variation (CV)
values show more heterogeneity in the polygons generated by eCongnition Developer.
The values of standard deviation, median, CV and minimum show more small segments
for eCognition Developer in November. Table 5 describes the processing time needed
in eCognition Developer and OTB, respectively. eCognition Developer time involves
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Fig. 3. ED2 value trend computed on the images collected in: (a) February; (b) March; (c) April;
(d) May; (e) July; (f) August; (g) September; (h) October; (i) November; (j) December.
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Fig. 3. continued
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Fig. 3. continued

Table 2. Best Shape and Scale values obtained using eCognition Developer.

Month Minimum ED2 Scale Shape

February 0.507 36 0.5

March 0.598 40 0.4

April 0.599 40 0.5

May 0.632 40 0.5

July 0.641 47 0.4

August 0.454 53 0.3

September 0.537 55 0.5

October 0.942 74 0.2

November 2.895 91 0.2

December 0.695 41 0.3

the whole time required to carry out the complete segmentation procedure including
the variation of the parameter, as specified in the previous paragraph. Conversely, OTB
time is referred just to a single segmentation since the default value are used. In both
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Table 3. Best shape and scale values obtained using OTB.

Month Minimum ED2 Spatial radius Range radius

February 0.651 5 203

March 0.573 5 203

April 0.627 5 203

May 0.660 5 203

July 0.712 5 203

August 0.559 5 203

September 0.707 5 203

October 0.716 5 203

November 1.023 5 203

December 0.743 5 203
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Fig. 4. Comparison of ED2 trends extracted using eCognition Developer (in blue) and OTB (in
orange). (Color figure online)

Table 4. Statistics of eCognition Developer and OTB polygons. GT: Ground Truth.

GT Feb. Mar. Apr. May Jul. Aug. Sept. Oct. Nov. Dec.

eCognition Pol 152 4428 5055 4271 4210 4242 3917 2943 2623 1979 4719

Inters. pol. & GT \ 409 477 417 416 381 369 333 425 498 474

OTB Pol 152 2586 2332 2640 2597 2556 2577 2501 2539 2586 2545

Inters. pol. & GT \ 326 319 332 320 329 331 306 314 322 317
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Fig. 5. Statistical comparison of intersecting polygon areas with GroundTruth: (a) max; (b)
minimum; (c) mean; (d) median; (e) standard deviation; (f) CV; (g) Sum.

cases, the HP Pavillion Gaming Laptop 16-a0xxx computer with Intel(R) Core (TM)
i7-10750H CPU @ 2.60 GHz and RAM was applied.

Table 5. Processing time required by eCognition Developer and OTB to segment the S2 time
series.

Software Feb.
(sec)

Mar.
(sec)

Apr.
(sec)

May
(sec)

Jul.
(sec)

Aug.
(sec)

Sep.
(sec)

Oct.
(sec)

Nov.
(sec)

Dec.
(sec)

eCo. Dev. 10:19.0 10:12.3 10:05.2 09:59.8 10:05.7 10:09.4 10:07.6 09:56.7 09:46.3 15:13.4

OTB 00:04.3 00:03.4 00:04.0 00:03.4 00:03.3 00:03.5 00:03.5 00:03.5 00:03.6 00:03.5
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6.5 Correction Procedure Outcomes

The results in showed anomalies in October and November. For this reason, as already
explained in the “Methodology” Section, the areas of the images characterized by unusual
reflectance values were masked and, both segmentation algorithms were reapplied on
the resultant maps. As showed in Table 6, in eCognition Developer, ED2 values were
lowered compared to the original images. In OTB, on the other hand, slightly higher

Table 6. Correction procedure outcomes.

ED2 0.9420 0.4270 0.7150 0.8780
Pol. 2623.0000 4860.0000 2539.0000 2243.0000

Inters. pol. & 
GT \ 425.0000 358.0000 314.0000 238.0000

Min (km2) 0.0001 0.0004 0.0103 0.0103
Max (km2) 0.1481 0.2346 0.1748 0.2346

Mean (km2) 0.0191 0.0150 0.0253 0.0274
Median (km2) 0.0105 0.0113 0.0216 0.0221

Dev. Sta. 
(km2) 0.0237 0.0182 0.0150 0.0225

CV (km2) 0.0124 1.2165 0.0059 0.8238
Sum (km2) 8.1153 5.3695 7.9320 6.5130

November
eCogntion OTB

Before After Before After
ED2 2.8950 0.9420 1.0220 1.1930
Pol. 1979.0000 4703.0000 2586.0000 2250.0000

Inters. pol. & 
GT \ 498.0000 358.0000 322.0000 240.0000

Min (km2) 0.0001 0.0001 0.0101 0.0101
Max (km2) 0.2063 0.2346 0.0982 0.2346

Mean (km2) 0.0188 0.0164 0.0249 0.0276
Median (km2) 0.0037 0.0107 0.0210 0.0211

Dev. Sta. 
(km2) 0.0318 0.0215 0.0135 0.0228

CV (km2) 0.0169 1.3100 0.0054 0.8264
Sum (km2) 9.3807 5.8703 8.0228 6.6251

October
eCogntion OTB

Before After Before After
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ED2 values were obtained in October and November than in the unmasked images.
Regarding polygon statistics, in eCognition Developer, the total number of polygons is
much bigger than that one reported in Table 4. This is due to scale value change (scale
= 40 in October; scale = 47 in November) (see Table 2. for unmasked value). In OTB,
the total polygons value did not change much. Polygons intersected with Ground Truth
decreased both in eCognition Developer and OTB. Areas statistics show an increment
of median value in eCognition Developer for November and a decrement of standard
deviation value. This suggests that a lower number of small segments can be detected.

7 Discussion and Conclusion

The aim of this work was to compare the performance of the commercial software eCog-
nition Developer with the open-source platform Orfeo ToolBox in segmenting S2 time-
series covering Montalto di Castro (Viterbo, Italy). Such a zone was selected because of
the presence of the largest solar park in Europe until 2011. Furthermore, to the best of
the authors’ knowledge, any researches have been proposed in the literature to detect PV
systems from S2 images by applying OBIA. After segmented the images, the modified
ED2 index was evaluated using AssesSeg software. The corresponding temporal trends of
ED2 extracted using eCognition Developer and OTB were similar, except for the months
of October and November where anomalies were detected and subsequently corrected.
Then, polygons statistics, shown in Table 4, were computed. eCognition produced more
polygons than OTB and, consequently, their intersection with Ground Truth samples was
higher albeit the area sum was higher in OTB case (Table 6) This is confirmed also by the
relatively high median value and relatively low standard deviation value that enhance
the tendency of the mean-shift algortim to create larger polygons than Ground Truth
samples. Additionally, OTB produces a narrow range of polygon sizes. Thus, polygons
generated by eCognition Developer were more adapted to the selected Ground Truth
samples. Although the same laptop was used to process the data, eCognition Developer
showed a better performance considering that a range of parameters were tested, and
non-self-intersected polygons were generated. Indeed, in the case of OTB, just single
default values were evaluated and all the segmented polygons produced by OTB were
characterized by self-intersected polygons, subsequently fixed. This made the process
slower and complex. In addition, eCognition Developer demonstrated greater versatility
and completeness in managing segmentation parameters than OTB as well as better han-
dling heavy geospatial data. In conclusion, both software showed promising results since
they generated acceptable segmentation outcomes. However, some differences have to
be considered: i) eCognition Developer allowed extracting fewer large segments than
those ones obtained using the other software; ii) considering the whole time needed
to remove self-intersected polygons, eCognition Developer environment was faster in
meeting the goal; iii) eCognition Developer amplified the anomalies detected in October
and November, and, therefore, the images used in the multiresolution algorithm may be
preprocessed adequately. Thus, eCognition Developer can be recognized as the optimal
option for segmenting large input images. Nevertheless, its higher cost is a strong limi-
tation in those projects characterized by a limited budget. In this case, OTB is preferable
although much more time is required to produce satisfying polygons adapted for fur-
ther classification purpose. In the future, other segmentation algorithms will be tested
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and compared to segment Sentinel-2 images to identify the optimal strategy to adopt to
improve PV parks classification accuracy.
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Abstract. Nowadays, physical development is essential in any integrated urban
development program. The rapid expansion in the physical form of cities in an
unplanned and uneven growth in line with the various causes of irregular migration
is considered one of the significant problems in Iran’s cities, resulting in urban
sprawl. With its numerous economic and environmental impacts, sprawling urban
areas forced urban experts to explore strategies to deal with this phenomenon. The
primary purpose of this research is to evaluate the effectiveness of urban growth
boundaries in the Iranian metropolis of Karaj. This paper prepared the required
data to explain the studied problem. The study was conducted using survey tech-
niques, field operations, and GIS software to evaluate the measure of success and
effectiveness of the urban growth boundary. Moreover, analyses and quantification
of the spatial dimension of the urban expansion have been extracted using multi-
classification techniques by Envi, ArcMap, and Snap software. On the other hand,
the study collects multi-temporal and multi-sensor satellite data, Landsat ETM
with L8. The quantification and mapping of urban growth enabled us to quantify
and spatially characterize urban growth and create a model to make sustainable
cities. As a whole, outputs from our investigations highlight that the currently avail-
able free of charge long-term satellite time series provides an excellent low-cost
tool for several applications, including urban growth analysis.

Keywords: Urban growth boundary · Urban containment policies · Change
detection · Karaj (Iran)

1 Introduction

The issue of urban growth, along with management policies and control as a causal
issue, affects many metropolitan and regional programs and plans (Khalili et al. 2018).
The physical growth and expansion of the city is a process that, despite being affected
by existing structures, has directly or indirectly involved all urban systems and struc-
tures. For this reason, if this process does not follow the spatial approach, it will have
many adverse effects on various parts of the city, resulting in poverty and imbalance,
economic problems and unemployment, psychological problems of city dwellers, large-
scale migration to cities, the main result of which is marginalization. And the creation
of slums.
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The change in the proportion of the urban population is the physical expansion outside
the city plan and has involved cities with many problems. The dimensions and generality
of this issue have further affected the cities of developing countries. However, if we think
about the physical expansion of cities, we will see that cities are living organisms whose
growth is an inevitable phenomenon. The city’s physical development considered in
this study is unplanned and scattered. In this regard, Nelson and Dawkins argue that
“the uncontrolled expansion of urban growth and the dispersal of urbanization is due to
many individual behaviors, especially the tendency for more space and the migration
of minorities, as a result of some policies.” Since invisible market groups cannot locate
and allocate land use efficiently, public policies are needed to prevent the dispersal and
control the rampant growth of cities. Cities are policies that inhibit urban growth, and
their use by local governments is increasing (Nelson and Dawkins 2004). To this end,
in the middle of the twentieth century, comprehensive plans were prepared for cities
with the development of knowledge of planning and urban planning based on empirical-
rational approaches. These plans proposed tools and strategies to deal with acute urban
issues and problems, especially urban sprawl. One of these tools and strategies was the
“boundary or urban growth boundary,” whose mission was to prevent the uncontrolled
physical growth of cities.

Previous studies have evaluated the effectiveness of urban growth boundaries in
the studied areas (Ding 1996; Jun 2004; Bhatta 2009; Tayyebi et al. 2011; Guoen and
Yuanyuan, 2012; Cho et al. 2006; Zheng et al., 2017; Chakraborti et al. 2018; Samat et al.
2021, Amer et al. 2021; Yi et al. 2022; Niu et al. 2022). Aware that developed countries
imitate the majority of the planning system of developing countries, comprehensive plans
were transferred to these countries within a short time interval and prepared for the cities
and capitals of these countries. In comprehensive plans, policies range from the green belt
to defining the physical urban growth boundaries (the urban growth boundary). Karaj was
also one of the cities for which a comprehensive plan was prepared. In the comprehensive
plans designed in Iran, the “urban growth boundary” policy has been used more or less
from the beginning until now, and almost no such content change has occurred in them.
The primary purpose of this study is to evaluate the success of the policy of urban
growth control measures included in the Karaj metropolis’s comprehensive plans and,
in particular, the “urban growth boundary.” In summary, this study tries to determine
the degree of compliance of the planned urban growth boundary with actual conditions,
determine the planning process and its implementation, and analyze the effectiveness
and success of this policy.

2 Study Area

Karaj is the capital of Alborz Province in Iran, spanning between latitudes 35°67′–
36°14′N and longitudes 50°56′– 51°42′E and covers a total area of about 141 km2. (Ira-
nian Statistics Center 2016). Over the last three decades, Karaj has been experiencing a
significantly growing, primarily due to its socioeconomic attractions. Past developments
and challenges have led to environmental, socio-cultural, political-security, economic,
and spatial (Sakieh et al. 2014) (Fig. 1).

Karaj, in 1956, had a population of fifteen thousand people. However, in 2016, the
population of Karaj city reached 1592492 people. The area of the city has increased from
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about 3900 ha in 1956 to about 17000 ha now. Karaj is a city whose main structure and
texture is the product of developments in Iran from 1340 onwards and the achievement
of the Renaissance in the country.

Fig. 1. The study area of Karaj City, Iran

3 Material and Methodology

Multi-temporal data sets of Landsat ETM 2008 and L8 (OLI) 2014 images were col-
lected from the USGS and GLCF websites for the study area. Image processing was done
using Arc GIS 10.8 and Envi 5.3 software tools. The analyses were addressed to detect
the changes in the urban areas based on comparing the outputs obtained from the clas-
sification and geospatial analysis of the past and present data (Santarsiero et al. 2022).
Table 1 summarizes the data used for remote sensing analysis and overlay analysis.
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Table 1. Data collection properties of the study area of Karaj

Satellite Sensor Resolution (M) Acquisition date

Landsat ETM 30 m Aug 2008

Landsat L8 30 m Jul 2014

Quantitative methods such as distance measurement analysis using GIS and ENVI
software have been used to examine the degree of compliance between planned urban
growth and constructed boundaries. Overlay analysis has also been used to compare land
cover images of the Karaj metropolis in different years. To highlight the process of rapid
urban development in Karaj, images of land use status in 2008, when the comprehensive
plan was approved, were extracted until 2014. It was then examined through remote
sensing analysis. The trend of urban development from 2008 to 2014 was determined
through the overlay analysis of land use coverage in 2008 and 2014.

4 Results

This study used overlay analysis to examine the compliance between the planned bound-
ary and the actual boundary in both quantitative and morphological terms. Before land
cover and land use analysis, the remote sensing method was used to complete the exist-
ing Karaj land boundary extraction. Remote sensing analysis is a technique that is often
used for geographic processing. Thus, the latest land cover information was processed
from the Karaj metropolis so that the actual boundary built on the land of Karaj was
identified.

To evaluate the efficiency of the urban growth boundary in the Karaj metropolis, by
identifying the level of compliance between the projected boundary in the plan and the
actual boundary, the researcher can conclude to what extent the policies have successfully
controlled urban growth and dispersion. This section presents empirical evidence on
the success of the 2008 plan’s urban growth boundary, as evaluated by compliance.
Three general parts of this part: (1) urban development in 2008–2014, (2) the level of
compliance between the actual boundary built in 2014 and the urban growth boundary
planned in the 2008 plan; (3) Details of developments that occurred outside the urban
growth boundary (Azizi et al. 2019).

After analyzing the distance and classifying land use information, the lands con-
structed in the metropolis of Karaj at the time of preparation of the comprehensive plan
(2008) have been estimated at 9620 ha. After six years and in 2014, the area of land built
in Karaj has changed to 12033. The cultivated land has increased by about 2400 ha in
6 years, which shows a growth rate of 25.08% (Fig. 2).
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Fig. 2. Evolution of built-up areas in Karaj from 2008 to 2014

When we compare the urban morphology of 2008 with 2014, we find that most lands
built-in 2014 have expanded in the vicinity of the lands built-in 2008. As can be seen
in the picture, during the comprehensive plan period of 2008, most of these increases
occurred in the western and southern parts of Karaj. The majority of these developments
have resulted from the conversion of barren and agricultural lands into urban lands so
that 24 km2 of agricultural lands, barren lands, and orchards have undergone land use
changes and gone under construction. The details of these changes and developments of
the user class are detailed in Table 2.

Since the purpose of the urban growth boundary is to control urban development until
all the new developments have taken place in the form of the urban growth boundary,
it can be said that the result of planning and design is by the plan. Analysis of satellite
images and Google Earth software shows that in 2008 when the urban growth boundary
was prepared in the comprehensive plan, many changes were taking place in the physical
outskirts of Karaj (especially in the west and south). Also, it seems that these added spots
and settlements, although delayed, have been gradually integrated within the legal limits
of the municipality, and no plan has been made to manage (or remove) them. In the lack of
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Table 2. Amount and area of land use and change the share of each of them (square kilometer)

Initial State

Unclassified Agricultural
land

Built
land

Barren
land

Green
land

Row
total

Class
total

Final
State

Unclassified 223.94 0 0 0 0 223.94 223.94

Agricultural
land

0 5.51 0.04 1.48 3.21 10.25 11.59

Green land 0 1.71 0 0.03 3.66 5.4 5.98

Barren land 0 0.78 3.2 29.39 0.3 33.67 42.21

Built land 0 2.01 34.16 13.2 0.25 49.62 82.09

Class total 223.94 19.66 39.56 52.88 10.34 0 0

Class
Changes

0 14.15 5.39 23.49 6.69 0 0

Image
Difference

0 −8.07 42.54 −10.67 −4.37 0 0

laws and regulations, the system for dealing with the city’s actual situation has frequently
disregarded (beyond the legal boundaries) contexts, resulting in the over-expansion of
these contexts.

A morphological comparison was made through land use analysis between the urban
growth boundary and the actual boundary made up to 2014 (Fig. 3). As can be seen,
many developments have taken place in the western part of the Karaj metropolis outside
the urban growth boundaries and connected to its physical fabric. These developments
outside the urban growth boundary are 3.17 km2, equal to 13.20% of the total increase
in the area built in 2008–2014 (2400 ha). This statistic shows that the urban growth
boundary has not effectively controlled the urban growth of Karaj, at least in the west.
In addition, most illegal extensions in 2008 and the start of the comprehensive plan have
not been eliminated, and the expansion around them has continued.

However, despite the expansion outside the urban growth boundary, there is still a
large amount of land within the city and the urban growth boundary, which is included
in the classification of satellite images in the form of barren lands (Fig. 4). At the end of
the comprehensive plan period, the area of these lands is about 5279 ha. With an increase
of approximately 2400 ha of urban land between 2008 and 2014, approximately 41 km2

of barren land remains within the legal urban growth boundaries, demonstrating that,
despite the possibility of development within the urban growth boundaries, much of the
activity construction has occurred outside the urban growth boundaries.
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Fig. 3. Built-up areas outside the urban growth boundary

The boundary containment ratio (BCR) is one of the indicators presented by Han
et al. (2009) that deals with the degree of containment in urban growth boundaries. This
index is measured by calculating the ratio between areas built outside the urban growth
boundary (3.17 km2) and areas built within the urban growth boundary (52.79 km2). The
higher the ratio, the lower the degree of success and effectiveness of the urban growth
boundary. The ratio of this index for the Karaj metropolis is calculated to be 0.13. In
this paper, due to the lack of necessary information and resources, only the extensions
outside the boundary and connected to the west of Karaj have been calculated and taken
into account; naturally, the value of this index has a low number. Although this index
is low at first glance and shows the success of the urban growth boundary in curbing
urban development, as mentioned, because only the developments west of Karaj were
considered, this index indicates the failure of the urban growth boundary in the siege of
urban development in Karaj.

According to the above analysis, it can be seen that the urban growth boundary has
not effectively restrained and besieged the new developments of the Karaj metropolis. So
that 13.20% of the increase in land built-in 2008–2014 has spread beyond urban growth
limits. However, from a quantitative point of view, the total amount of land increase made
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Fig. 4. Barren lands inside the urban growth boundary

in 2008–2014, both inside and outside the urban growth boundary, is 27.3 km2 (including
lands developed outside the urban growth boundary) smaller. One of the available lands
for development inside the boundary is the comprehensive plan of 2008 (approximately
41.02 m2). That indicates that until 2014, the urban growth boundary had somewhat
limited urban development. In other words, there is a quantitative (numerical) adaptation
in the period 2008–2014. Of course, it is necessary to mention that this adaptation is
partly due to the large area of the Karaj metropolitan boundary in the comprehensive
plan. Table 3 provides an overview of the above analysis (Figs. 5 and 6).
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Table. 3 A summary of the UGB’s effectiveness analysis

Indicators Values

Area of increased built-up land during 2008–2014 (A1 + A2) 27.3 Km2

Area of increased built-up areas inside the UGB during 2008–2014 (A1) 24.13 Km2

Area of increased built-up areas the outside UGB during 2008–2014 (A2) 3.17 Km2

Area of urban land allowed by UGB in 2008 (A3) 52.79 Km2

Area of barren land inside the UGB in 2014 (A4) 41.02 Km2

The boundary containment ratio (BCR) (A2/A1) 0.13

(Zheng 2014)

Fig. 5. Illustration of the areas and boundaries of analysis. (a) The start of the planning period;
(b) The end of the planning period (Han et al. 2009; Zheng 2014).

In general, it can be inferred that until 2014, the level of morphological compliance
between the urban growth boundary predicted in the comprehensive plan and the con-
structed boundary was low. A significant part of the new developments has occurred
outside the urban growth boundary (in the western part of the Karaj metropolis), and the
value of the urban growth inhibition index is 0.13. In contrast, the level of compliance
is somewhat high as calculated by the size and breadth of uses.

By examining the lands built outside the urban growth boundary and the aerial images
of the Karaj metropolis, it can be found that most of these lands have residential use
and, in some cases, industrial use. In order to confirm the accuracy of the judgment, field
research was conducted at four sites, which can be seen in Figs. 7, 8, 9 and 10.

Research has shown that site (a) is the residential town of Golha in the northwest of
Karaj, and site (b) in the northwest is dedicated to the Baharestan industrial town and
is located outside the legal growth zone of the city. Site (c) also has a residential use
(Abrisham Town). Site (d), as shown in the picture, has a military use and is manifested
outside the urban growth boundaries.
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 (A1+A2)  (A1) (A2)  (A3)  (A4)
Square kilometer 27.3 24.13 3.17 52.79 41.02
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Index of BCR

Fig. 6. Changes in boundary containment ratio (BCR)

Fig. 7. Site (a) Fig. 8. Site (b)
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Fig. 9. Site (c) (Google earth, 2020) Fig. 10. Site (d) (Google earth, 2020)

By imposing restrictions on the growth of the city of Karaj based on their approved
physical development plans and the relative increase in land prices in them, the low-
income migrant population turned to villages near the two city centers to have both
shelter and the opportunity to use the facilities of these cities. And have Tehran. In this
way, agricultural lands and gardens were separated and made available to the people in
small plots in charters. In the 1990s, the government approved converting these rural
areas into cities.

The concentration of urban centers in the east of the constituency is more than in the
west due to the strong attractiveness of the labor market, Tehran services, and the com-
parative advantage of communication facilities in this sector. Being located in a standard
communication network, daily use of services and employment and training facilities,
and attracting the overflow of Tehran population are signs of functional connection with
Tehran metropolis. Except for Karaj, most of these cities have become small, densely
populated villages with very limited development capacity, as they are among the finest
agricultural lands, and their growth has destroyed much of the region’s environmental
potential.

5 Conclusion

The Industrial Revolution and the subsequent developments that led to the urbanization
revolution in the second half of the nineteenth century made the settlement of human
beings in cities different and led to the unprecedented expansion of cities. Rapid urban-
ization disrupts land use patterns and poses severe threats to natural resources, so it is
necessary to delineate urban growth boundaries (UGB) to encompass large-scale urban
development (Ma 2020).

In the present century, scattered urban development is a common phenomenon in
many metropolises and cities of Iran. Fundamental changes in social, economic, and
political institutions have led to an increase in Iran’s urban population of about 60% over
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four decades. This excessive increase in population has led to the growth and expansion
of cities, which manifested that the growth of cities in Iran has also led mainly to suburban
expansion. One of the cities facing the problem of horizontal irregular growth is the city
of Karaj. This city had the appearance of a garden city until 1345. However, with the
growth of migration, destruction of gardens and green lands on the other hand and the
transfer of agricultural water to Karaj, drying of gardens and the emergence of new
urban neighborhoods, unprincipled construction along roads and connecting multiple
systems around the outskirts of Karaj, it has become modern Karaj. One of the main
challenges of this city is its physical development, which has led to the destruction
of gardens and agricultural lands and increased the cost of urban services (Bozorgmehr
et al. 2013) because the city of Karaj has gone through the process of urban development
and evolution much faster than the natural pace and in a short time and has experienced
uneven horizontal growth.

In order to counter the urban sprawl and distribution in Iran from the middle of the
present century, comprehensive urban plans that had policies at the heart of controlling
and limiting urban growth were used. In the framework of these comprehensive plans,
urban growth control policies include the green belt, the boundary of urban services,
And the city growth boundary (the city’s physical growth zone). More than four decades
after preparing the first comprehensive plans for Iranian cities and the definition of
growth boundaries for cities, a comprehensive and accurate assessment of the success
and effectiveness of these urban growth control tools has not yet been done. This factor
caused this research to do this essential and selected its study sample in the metropolis
of Karaj and by examining it to evaluate the success rate and effectiveness of the urban
growth boundary.

The topic selected for this study is to evaluate and evaluate the success of urban
growth control policies in the comprehensive plans of the Karaj metropolis. This macro
goal assessed the compliance of the “urban growth boundary” policy planned in the
comprehensive plans and its actual situation. Research findings show that the urban
growth boundary has not effectively controlled urban development. Among the reasons
that have contributed to the failure of the urban growth boundary are the plan’s low
quality, poor quality of implementation, and lack of political support from governments;
Cited. From 2008 to 2014, some of the new developments have been located outside
the urban growth boundary. When the ability to control the urban growth boundary was
measured using the “boundary containment ratio” index, it was shown that the value
of this index was 0.13, which indicates the inability of the urban plan to limit urban
development in the Karaj metropolis.

Developments outside the growth of the Karaj metropolis mainly include residential
and military settlements and industrial projects. Of course, their construction time is
different, and as mentioned, some existed before the comprehensive plan was prepared,
and some are still being developed and under construction. In short, all the reasons
that have led to the failure and effectiveness of comprehensive plans and consequently
the urban growth boundary can ultimately be summed up by policymakers’ insufficient
understanding of urban growth boundary and the resulting problematic urban manage-
ment. To create a deeper understanding of the failure of the urban growth boundary in the
comprehensive plans of the Karaj metropolis, the weaknesses of this research must be
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filled. Therefore, further research on assessing the urban growth boundary of the Karaj
metropolis can refine the above aspects and achieve better results.
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Abstract. Effective geovisualisation is characterised by the fact that the applica-
tion context, the output medium and the visual-cognitive abilities of the targeted
audience are carefully considered when it comes to an informed (carto)graphic rep-
resentation of a spatial data set. In this way, an optimal visual communication and
analysis of the spatial facts is made possible. An essential key to this is the absence
of graphic conflicts that tend to impede proper visual perception. At the level of
(carto)graphic modelling, this is achieved by application-specific generalisation
measures that are bundled in a toolbox. In the automated generation of effective
map graphics, these generalisation measures are used in a rule-based manner.
To avoid specific graphical conflicts, interactive components are integrated into
the processing chain that support expert generalisation solutions. To date, such
tools, some of which work automatically, exist for specific visualisation systems
and GIS only. A professional generalisation solution that is automated and can
be implemented across systems and platforms is currently missing. Against this
background this paper discusses a modular, web-based concept for the rule-based
generalisation service of quantitative business data.

Keywords: Geovisualisation · Cartographic modelling of spatial data ·
Graphical conflicts · Cartographic generalisation · Automated generalisation

1 Introduction

The aim of visualisation is the transformation of (spatial) alphanumeric data into a
graphical form of representation. Every alphanumeric representation is scale-free. Every
graphic representation of spatial data is subject to scaling and it causes abstraction
or generalisation. Geovisualisation enables “visualisation” of semantic relationships in
their spatial reference [1]. The lack of generalisation, e.g., when zooming in and out,
destroys or hinders the transmission of information. That is why it is not an expert
requirement, but a shere communication necessity. Experts make generalisation possible.
The spatial reference of alphanumeric data is established by assigning characters to
data objects (theme) in connection with their mapping onto a data-related base map. A

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
O. Gervasi et al. (Eds.): ICCSA 2022 Workshops, LNCS 13379, pp. 499–513, 2022.
https://doi.org/10.1007/978-3-031-10545-6_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10545-6_34&domain=pdf
https://doi.org/10.1007/978-3-031-10545-6_34


500 M. Simon and H. Asche

characteristic of the thematic map is the variety of cartographic design modalities. These
are directly dependent on the data basis, and indirectly on the scale. This results in the
problem of ineffective information transfer. The basic spatial method basis of object-
sign referencing finds its application in applied cartography in the form of cartographic
representation methods.

A generalisation of spatial visualisation without expertise leads to ineffective map
graphics. Effectiveness requires intuitive interpretability from a visual representation
[2]. Generalisation is thus considered a decisive influencing factor in the practical appli-
cation of representation methods. Here the problem arises that generalisation is scale-
dependent, but semantically based. This results in the imperative need for expertise.
With regard to a largely automated generalisation service, the system should be able to
mirror this expertise. Richardson and Müller [3] comment that “automated solutions to
generalization should emulate the cartographer’s decision making.” “However, it is not
clear that algorithms and procedures can suffice by themselves” Buttenfield [4] points
out.

The solution must be a professional web service that constructs the necessary pro-
duction steps of a high-quality graphical representation into a process as automatically
as possible. One of these essential construction steps is generalisation. While the car-
tographic generalisation of topographic representations is confronted with graphical
conflicts that arise due to the derivation of a subsequent map, i.e., the transfer of map
contents of a smaller scale map, the generalisation in thematic cartography is indepen-
dent of scale. Digital generalisation is defined by McMaster and Shea [5] “as the process
of deriving, from a data source, a sybolically or digitally-encoded cartographic data set
through the application of spatial and attribute transformations.” Regnauld and McMas-
ter [6] see in McMaster and Shea’s remarks “the maintenance of graphical clarity at
the target scale” as one of the goals of digital generalisation. For the technical imple-
mentation of a professional web service for semi-automated generalisation, theoretical
cartographic knowledge has to be formalised. This comprises solutions for map con-
struction including the generalisation of thematic maps as well as modalities of further
conflict types. Standardised map construcxtion including the required generalisation
procedures. Starting from a map image as an intermediate result after running through a
map construction pipeline [7], the generalisation is run through in the further processing
to create the final visualisation model (Fig. 1).

Fig. 1. Simplification of shape throught generalisation service
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2 Solution Approach

The mapping of spatial business data is often done by means of choropleth or area dia-
gram maps (Fig. 2). These represent the results of the cartographic representation meth-
ods used. The latter are characterised, among other things, by certain requirements for the
data to be depicted (e.g., scaling level). The unique signatures for different map types
and cartograms to convey the information content (e.g., area signatures or diagrams)
also require special properties of the data to be displayed [8]. For the visualisation of
statistical business data in area diagram maps and choropleth maps, mostly diagrams
(circles, columns, bars) or area colours are used. Kishimoto [9] describes choropleth
maps, which are also used under other names, as “undoubtedly one of the largest groups
of maps for the representation of statistical data”. Unfortunately, they are often used
improperly. Therefore, the focus of this paper is on area diagram maps, which are an
adequate professional alternative.

Fig. 2. Mapping principle of (a) area diagram maps and (b) choropleth maps

The above-mentioned diagrams and area fillings are embedded in the respective
administrative unit, regardless of their form and colour, and represent an information
layer. The administrative reference units themselves form a separate information layer.
The filling of these administrative units occurs in the cartographic representation method
of area cartograms and could be combined with the layer of area diagram maps if certain
conditions are met. Thus, a statistical map representation entails several information
layers that require generalisation measures coordinated with the layers.

A base map serves to locate the topic in order to ensure regional comparability. The
content of a base map depends on the topic to be depicted. In addition to the core element
for embedding the topic, representation of water bodies, depiction of administrative or
other territorial units support orientation. There is disagreement on the question of relief
representation and forest areas. Various sources show different opinions on the necessity
of base map content.

The thematic information to be conveyed by the map will generate different gener-
alisation needs depending on the cartographic means of expression used. In some cases,
data generalisation has been done in advance for map image production. A recursion to
this already completed data generalisation module may be useful in the course of the
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generalisation. When these circumstances occur is to be investigated in the course of
processing identified conflicts within the generalisation process.

One aim of the generalisation is to harmonise the base map elements in order to
achieve the map objective of an optimal graphical representation of the thematic spa-
tial content. The need for generalisation of the base map used as the map basis for
establishing the spatial reference and of the thematic representation layer can be deter-
mined at the level of model generalisation and map generalisation [11]. Furthermore,
an emerging need for generalisation after the merging of both layers has to be iden-
tified. Generalisation measures to be introduced must be found to solve the problem
graphically.

Automation requires a form of standardisation. This can be implemented through
rules. Therefore, in addition to special map type-dependent generalisation modalities,
the complexity of a map representation should be described in a rule-based manner by
defining the degree of generalisation. Since the contents of the base map depend on
the topic, as mentioned above, the strict scale independence of generalisation measures
recedes in favour of thematic reference. When generalising map images, it is important
not to proceed completely independently, but to keep the scale in mind. For example,
national borders must be depicted jaggedly because these borders are artificial (not visible
in the real world). A natural border, formed by a river whose oscillating centre line is
real and has to be generalised according to the roundness of the water body. Objects and
their regional distribution play a greater role in the special theme because they represent
the theme. AI (artificial intelligence) can take a look at regional context of the topic after
appropriate learning effect.

Certain generalisation operators, which are usually used in the generalisation of
topographic maps to resolve rule conflicts, cannot generically be applied in the general-
isation of tematic maps because they are strictly scale-bound. An example of this is the
mathematically based Töpfer’s root law [12], which can positively influence a reduction
of quantities and thus the graphic map load. However, scale-boundness must also be kept
in mind when generalising thematic map representations in connection with the desired
output parameters. A screen presentation, for example, has different requirements for
the presentation than a print edition.

Both forms of presentation (see Fig. 2) require a two-dimensional irregular surface
representation of the reference unit. Other contents of the base map are used as needed
for each application. This requires a regulation in the form of a catalogue, which can be
expanded in each application depending on the map topic. Other contents besides the
representation of delimited, irregular area units to which the data to be mapped directly
or indirectly refer depend on further factors. The density of the map content (also map
load) describes the map complexity. When assessing map load, thematic elements must
be prioritised.

The need for generalisation results from the conflicts that a first map image brings
with it after object-character referencing has taken place. In order to identify conflicts
a catalogue of rules is necessary. For this purpose, generally valid visualisation rules
are taken into account as far as possible in the application of cartographic representa-
tion methods. The aim of these rules is to ensure the readability of the representation.
Occasionally they reach their limits due to subject matter and scale, and leave behind
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graphic conflicts. At the latest, however, when several information views interact or
when localities are referred to purely semantically.

Generalisation operations must be specified in a standardised way for grouping use
cases. Even if regional diversity requires individual case solutions, a rule set must first
be set up to start generalisation, on which potential machine learning systems can base
the use case group extension. When it comes to thematic generalisation, the user enjoys
greater freedom. This implies more responsibility and consequently requires subject
matter expertise. Solutions for the generalisation of visualisation models, consisting of
map theme as well as base map, are first converted into process diagrams. The repre-
sentation of the conceptual processes is module-based using SysML activity diagrams.
The resulting process diagrams are algorithmised in a modular way and related in a
rule-based way by connectors.

This generalisation service is not necessarily to be called up in its entirety. Rather,
a specific process is requested for each use case, which determines the necessity of
individual generalisation operators based on rules, connects to them and initiates their
execution. This approach ensures maximum effectiveness in the computational effort
and minimisation of the time required to perform the service. An implementation takes
place within the development of the “expertly” web-based map construction service,
which provides high-quality, semi-automatic map construction. A qualitative advance-
ment through AI focuses on the regional context, which cannot be considered in the full
automation due to the diversity for a generic solution. In any case the final decision on
the success of a generalisation solution is left to the expert user.

The following work packages result from the explanations:

1. compilation of a generalisation rule catalogue,
2. identification of the resulting conflicts and further conflicts to justify the need for

generalisation,
3. highlighting and describing solution options,
4. description of the way from map image to generalised visualisation model via process

modelling for the development of the modularised generalisation service.

3 Implementation Strategy

Generalisation “is a selection of the most important, essential and its purposeful gen-
eralisation, in which it is important to depict reality on the map in its most important,
typical features and characteristic peculiarities according to the purpose, the subject and
the scale of the map” [13].

While going through a visualisation process [7] or after applying a system to create
a map image, the user receives at one break point a map image that is aligned with
the desired spatial section for the output parameters selected by the user (e.g., size for
printing, or screenwidth). Such a graphic is mapped on the interface within the framework
of the user-system interaction as a graphical draft of a map representation (presented as
an example in Sect. 4). This map image requires generalisation.

WHY generalisation is necessary can have various reasons. Not all conflicts can
be avoided by pre-selected parameter and signature decisions. If conflicts can be com-
pletely excluded, this also means a restriction of freedom in design. The process step of
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generalisation should not be dissolved even in such a case, because this would exclude
a subsequent change of output parameters, such as the size of the map display on the
screen.

In principle, generalisation should be carried out when ineffective map images are
presented. In order to be able to assess the intended effectiveness, a comparison of the
actual state with a defined target state is necessary. Such a comparison can be carried out
semi-automatically on the basis of a rule catalogue. Generalisation is used in the case
of control deviation. The need for generalisation can also arise when the user makes
subsequent changes to decisions made in the map production process, for example:

• Changes to the data to be mapped,
• Extension/reduction of the room section,
• Modification of the output parameters (reproduction via beamer instead of laptop)
• Change of the design medium for the reproduction of the map theme (e.g. bar sectors

instead of circle sectors for diagrams)

A representation of map objects is scale-bound, but there is also a need for gener-
alisation that is detached from this. On the one hand, graphic conflicts are taken into
account during generalisation, which are of pictorial origin on the raster level. They
are considered to be the result of object sign referencing (OSR). On the other hand,
within the framework of the generalisation of content-related or thematic object fea-
tures, model generalisation (e.g., classification of objects) can bring about a changed
graphic representation.

Generalisation measures answer the question HOW generalisation takes place.
Slocum et al. [14] list ten “Fundamental Operations of Generalization”:

• “Simplification: Selectively reducing the number of points required to represent an
object;

• Smoothing: Reducing angularity of angles between lines,
• Aggregation: Grouping point locations and representing them as areal objects,
• Amalgamation: Grouping of individual areal features into a larger element,
• Collapse: Replacing an objekt’s physical details with a symbol representing the object,
• Merging: Grouping of line features,
• Refinement: Selection specific portions of an object to represent the entire object,
• Exaggeration: To amplify a specific portion of an object,
• Enhancement: To elevate the message imparted by the object,
• Displacement: Separating objects.”

These generalisation measures are used in topographic cartography. Simplification
and displacement, for example, can also be used in thematic cartography. Effects on other
map objects are far less significant than those produced during generalisation within
topographic maps. In this work, the generalisation of thematic map representations for
mapping statistical data is considered. Partial automation is aimed at and embedded in
a generalisation service. “The aim, like that of all generalising, is to simplify a complex
process to manageable proportions” [15]. These sub-processes must be broken down to
the operator level so that they can be implemented in an algorithmised way.
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3.1 Rule Base

The automation of generalisation processes first requires the definition of generic gen-
eralisation rules and editorial guidelines. The automation of individual generalisation
processes requires a definition of the generalisation sequence, because the results of the
individual measures have an impact on the other measures, or are the first to trigger
them. This means that conflict identification must be carried out iteratively after each
generalisation process. “There is no natural order for the execution of each generalisation
operation.” [16]. When setting up a rule catalogue, such an order must be determined.

The following rule catalogue (excerpt) (Table 1) applies to an intermediate map
image that aims to be an area diagram map after completion of all process steps required
for map creation:

Table 1. Excerpt of a rule catalogue for generalisation of an area diagram map (see Sect. 4)

Object Rule

Administrative unit Data basis: Polygons 1:3,000,000 from Eurostat simplificated by
Mapshaper.org (Visvalignam Weighted Area, degree of generalisation
90%)

Administrative unit Contour: line width 0.0706 mm, colour RGB 99, 99, 99

Administrative unit Filling thematic polygons: RGB 230, 230, 230

Labelling Country names: placement under diagram

Labelling Diagram labeling: at the upper right corner of the diagram or diagram
section

Diagram Typ: rectangle, vertical, subdivided

Diagram Filling: greater value RGB 240, 240, 240 and hatching pattern (ancle
45°, line width 0.0706 mm, hatch width 1 mm, structured: prarallel,
coloured in grey tone of smaller value), smaller value RGB 99, 99, 99

Diagram Area proportionality: none

Diagram Width: maximum until smaller value subdivision of diagram reaches
line width of 1.7 mm

Diagram Height: minimum 3.4 mm

3.2 Conflict Identification

According to McMaster and Shea [17], the specific case in which generalisation is nec-
essary is determined by a cartometric evaluation of Geometric Conditions, Spatial and
Holistic Measures. The authors differentiate the generalisation measures according to
spatial transformations (simplification, smoothing, aggregation and so on) and attribute
transformations (classification and symbolisation). In this work, however, the symboli-
sation of attributes is considered as OSR, which must precede the generalisation service
within process design of map production, since only then do graphical conflicts arise.
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Generally, classification is prior to graphic generalisation. In case of graphic conflict, it
may be useful to reclassify the data.

In order to identify existing conflicts and to specify solution models, a comparison
with a rule base is necessary. Töpfer [12] is convinced that “the use of numerical criteria
[.] ensures the correct evaluation of the details and thus the correct generalisation”. Ruas
and Duchene [18] take these specifications into account by terming it a “required value”
of the object when establishing the principles of their “Generalisation Model”. To ensure
a future full automation of the generalisation procedures, we apply this approach.

3.3 Solution Options

Solutions exist for various conflicts. Some are implemented as tools, others as a math-
ematical approach, others again on a conceptual level. Some conflicts do not yet have
generic solutions, which are solved individually by hand by experts. For example, freeing
map characters (e.g., bridges or lettering) solves a graphical conflict that does not clas-
sically belong to generalisation measures. Also, not every solution is suitable for every
application. Slocum et al. [14] show the problem that a line generalisation solution is
not generally applicable due to semantics. Not even within an information category like
borderline generalisation of administrative reference units.

For individual generalisation measures, tools exist, which were mostly designed and
developed to meet the requirements of topographic maps. For thematic map display, for
example, MapShaper and ColorBrewer can be used. MapShaper is a web-based solution
software running in the browser to simplify the geometry of lines (e.g., administrative
boundary lines and other contours). The user determines which of three available algo-
rithms is to be used for the simplification (Douglas-Peucker, Visvalingam, modified
Visvalingam-Whyatt [14], and the degree of generalisation can also be set individu-
ally. ColorBrewer is used for the selection of colour scales. Conditions such as colour
blindness, printability or even colour selection using relief shading can be set.

3.4 Process Modelling

For the processing of a generalisation service, the rules relevant for the applied repre-
sentation method and the map elements required with it must be specified in the rule
catalogue, as exemplified in Sect. 3.1. Furthermore, generalisation measures on the algo-
rithmic level of operators must be assigned to the conflict cases. For this purpose, a gen-
eralisation catalogue is used according to the scheme developed by Ruas and Duchene

Table 2. Generalisation catalogue principle [18]

Agent Constraint Conflict Operator

A geographical object Required value of
characteristic of an
object/two objects/a
set of objects

Fact that one object
does not satisfy a
specific constraint

A generalisation
action
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[18] (Table 2). The values to be determined per conflict type and object element or group
per use case are also entered in this. The order of the cases listed in the generalisation
catalogue determines the prioritisation during processing, starting at the top.

The conflict column is variable for each process iteration, as values are currently
recalculated. The generalisation service is to be regarded as a box in which, according
to the SysML model concept, there are various roles that manage subordinate roles on
their part (Fig. 3). Each role can contain an activity that can be executed independently
as a process section. This hierarchical modularised concept should make it easier for the
developer to set up and later maintain the components. Since each generalisation operator
can be controlled individually as a role, they can be edited or deleted individually.
Apart from the GenToolConnector, which must be adapted for each change, all other
modules of the service remain untouched and unaffected. It is also possible to add further
operators, which are integrated via the GenToolConnector. A new creation of solution
operators is possible both comando-based and via a GUI (graphical user interface), or as
an implementation in an outsourced web application. An application-specific adaptation
of the generalisation tool to be used is also guaranteed. The changes are saved separately
after execution for the purpose of reusability and the GenOperator resets itself to its
original state if it is an on-board operator. GenOperator roles can also integrate APIs
(interfaces) of external services such as Mapshaper, Colorbrewer or similar. In order to
determine whether one of the mentioned roles is used at all, the generalisation service
begins with the generalisation identification (GenIdentifier).

When this comes into action (act GenIdentifier), the underlying geometry data is
first checked by the TopologyChecker. This looks for line intersections, non-closed
polygons, voids in adjacent surfaces and other conflicts in the database. In order not
to influence the determination of generalisation conflicts of quality deficiencies of the
data set, this role must be upstream of all other process sections. Once any corrections
have been made within the TopologyChecker action using TopoRepair, the search for
generalisation conflicts in the map image (act GenCartoEvaluator) begins.

This connects each agent with the current feature class and reads out the associ-
ated constraints. An agent stands for an object or an object class in the map display
and behaves in a 1:n relationship to the instance constraint. All target values of dif-
ferent object features are loaded. Then, for each potential conflict area, current values
for occurring map elements are determined iteratively (act GenCalculator). The target-
actual comparison is carried out by the action act GenController, which outputs boolean
values (conflict present: yes, no) and saves the sizes of the deviations in a file. This can
be queried by the user. In this way, e.g. minimal deviations can be judged as tolerable
by the business user and thus removed from the generalisation catalogue. If no deviation
from the target value is determined for the loaded agent, the loop is executed iteratively
for the subsequent agent listed in the generalisation catalogue. However, if a need for
generalisation has been determined, whether as a default decision after calculation by
the service or corresponding assessment by the business user, the operators assigned to
the individual conflicts in the generalisation catalogue are called one after the other. A
generalisation operator stands for exactly one stored solution algorithm. For each line in
the stored conflict value file, the respective generalisation operator is integrated succes-
sively via act GenToolConnector. After all generalisation cases have been processed, the
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Fig. 3. Conceptual model of the generalisation service based on SysML

generalised visualisation model is mapped for evaluation and is available for any further
editors that may be required or directly for further processing within the framework of
map composition.

After the shape generalisation as the first measure, the action of TopologyChecker
must be repeated before further processing in the generalisation catalogue. In this way,
conflicts such as intersections or undercutting of minimum distances resulting from
changes in the shape of the base map or its base point reduction can be eliminated.
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4 Use Case

For the map image in this use case, following map purpose was defined:
Representation of a company’s own exports of a product type (in tons) to Scandinavia

(defined here: Denmark, Sweden, Norway, Finland). In comparison, import quantities
from the entire EU are to be indicated for the same product category and year. This
pursues the map objective of market analysis. The informative gain should consist of 1)
highlighting one’s own market position in the target region for this particular product
category and furthermore making it easy to read how much market potential can be
exploited in the short term, possibly without major operational investments. The interim
result of the visualisation process (Fig. 4) was based on the following data:

Fictitious export quantities of a product category of a producing and exporting
company were used, which has a near monopoly position in production in a certain
country and knows the European competitors. Furthermore, import quantities for the
product category in question were taken from Destatis for Scandinavia. Base map data
(administrative units) available at Eurostat was downloaded for the selected spatial
section.

Output parameters are now set for this example:

– given is a maximum image area of 12 * 19 cm, portrait format,
– black and white output, on screen, printable,
– insular map presentation,
– spatial section Scandinavian countries as described above,
– coordinate system used ETRS1989_LAEA (Lamberts Azimuthal Equal Area),
– spatial section and available mapping area define an output scale of 1:20,000,000.

This map image shows various visualisation problems. The boundary lines, espe-
cially the outer boundary lines, are displayed in a too differentiated manner. In doing
so, the minimum dimensions for the representation of the islands are undershot and
the minimum distances are not observed. Recesses are not always clearly recognisable
as such. The map theme is implemented with a vertically positioned rectangle. How-
ever, these do not dominate, so that the map background seems to have a higher visual
weight. Perceptionwise, it needs the other way around. To achieve this, colouring has
to be changed, the optimal location of the diagrams needs to be checked, too. When
placed within the reference area, the limiting factor is the smallest available space. The
diagram for Denmark fits in exactly, but it influences the size of the other diagrams and
thus limits the visual weighting. A solution to this could be: Balance out Norway and
Finland as far as possible, taking up space, and place the Denmark diagram, which has
now become too large for embedding in, outside the reference area and connect it with a
line to the reference area. This measure is also possible if the underlying statistical data
entail an enlarged diagram representation for Denmark and smaller ones for the other
countries. Placing the represented values next to the diagrams increase the effectiveness
of the visualisation model.

The generalisation service has traversed the presented rule catalogue for the described
map target with the desired spatial section, specified data basis, taking into account the
required output parameters (e.g., mapping area size, black/white representation) (Fig. 5).
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Fig. 4. Map image prior to generalisation: business export volumes in comparison to EU-import
volumes to Scandinavian countries for a certain year and product category

The base map areas are no longer dominant, but rather appropriate for the pur-
pose: the theme. The portion of imports which is not served by companie’s exports are
now expressed as potential volumes. Former map image ignores the potential due to
whitening related diagram section. Applicated colouring based on the classification of
colorbrewer2.org. Three grey tones have been used for the visualisation model with one
minimally intensification in favour of an optimised figure-ground distiction.
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Fig. 5. Generalised visualisation model at map scale 1:20,000,000

5 Conclusion and Outlook

Graphical transformation of spatial data forces generalisation. This results in the res-
olution of graphical conflicts: effective information transfer via the visual channel is
ensured. A rule catalogue for generalisation has been created, a comparison with the
actual state of a map image carried out and solution options used. A process section has
been presented and the work steps have been run through using an example. The result
presentation of the generalised visualisation model is included in the previous chapter.

A use of the generalisation service with mass data enables a grouping of the use
cases. These serve to develop a form of standardisation of the generalisation process.
Generalisation service has interfaces for various web-based generalisation services, as
well as an embedded editor, for subsequent editing by the user.

To support this, self-learning systems can be used at break points where a expert
user still have to make decisions. This can, after a suitable number of training sessions,
enable automatic case-specific generalisation. AI (artificial intelligence) can analyse and
cluster use cases by means of machine learning, so that adapted standard solutions with
a view to regional context can be developed through an increasing number of cases of
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resolved conflicts by the specialist user. This requires the definition of scale areas in
order to be able to standardise the respective generalisation requirements.

For businesses the generalisation service helps to increase or even enable information
value for represented data. It optimises the effectiveness of visualisation models produced
by map functions of data discovery systems (DDS) or business intelligence software
(BIS).
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Abstract. To assess the rockfall risk of a road infrastructure system, it is very
important to obtain detailed information about the territory and the road.

This paper aims to create a model for analyzing the vulnerability of a road
infrastructure system.

The new proposed approach consists in different phases linked to the different
parameters contributing to the assessment of the final risk: the rockfall intensity,
the susceptibility assessment (by using an Artificial Neural Network approach),
the exposure to the risk and the value of the exposed elements (road and human
life).

Definitely, this paper deals with the development of an integrated numerical
model allowing to obtain the vulnerability level of a road infrastructure system
due to rockfall phenomenon. This approach can be used to obtain more useful
information on a territory prone to mass movements allowing planners to manage
emergencies in the best possible way.

Keywords: Element at risk · Magnitude · Province of Potenza · Rockfalls ·
Vulnerability

1 Introduction

The most conspicuous natural processes that occur along the slopes and can involve road
communication lines are the landslides and the mass movement.

This last general term indicates all the phenomena of rockfalls, toppling or sliding
that may involve rocky masses, surface soils or both, due to the gravity.

This phenomenon represents one of the most frequent geological risks in the national
territory, especially in mountain environments, with serious consequences on the via-
bility of the road sections, on infrastructures, and consequent serious inconvenience to
inhabited areas.

The detachment of the blocks from one side of a slope is strongly influenced by the
structural conditions of the rocky mass (discontinuity families, persistence, spacing), by
the geometry (position and orientation of the discontinuities with respect to the slope), by
the mechanical characteristics (shear strength of the discontinuities, traction resistance
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of some rock bridges) and possible external stresses (presence of pressurized water in
the discontinuities, earthquakes, etc.) (Losasso et al. 2017a).

The risk on the transportation infrastructures and on roads due to such particularly
dangerous phenomena, can be assessed in successive phases by estimating the hazard,
the exposure and the vulnerability and then overlapping the above information (Losasso
et al. 2017b). The first step for the assessing of the risk level on the road infrastructures,
therefore, consists in the assessing of the hazard. It regards, in principle, the prediction
of the event and its possible effects. The hazard is a measure to assess the level of
expectation with respect to the occurrence of a given event and tries to establish its
magnitude, as well as its spatial and temporal definition. In other words, a depth study
of the hazard should be able to establish where, how and with what consequences a
particular event can occur. The second step that needs to be done for the risk assessment,
after the hazard analysis, is the exposure assessment. The study of exposure allows to
identify areas particularly sensitive to the presence of people, artifacts, goods, etc. The
distribution of these elements at risk is clearly not uniform on the territory, it is large
where the density of the population is greater, or where there is a higher concentration
of products (for example in the industrial areas). As it is clear, population, artefacts and
goods do not have the same degree of priority, in fact the safeguarding of human life
always has a greatest importance.

The analysis of the population exposure is the main step to assess the final vulner-
ability level but it is also the most difficult. The population can’t be considered only
as a static entity, but it has its own dynamism, given the possibility that it has to move
in the territory (Budetta and Nappi 2013). For this reason, there will be several areas,
especially in the urban ones, particularly exposed to the risk; moreover, this exposure
varies in time in a cyclical way, so that the exposure will also have a temporal dimension,
as well as a spatial one. In the Table 1 there some of the typologies and definitions of
vulnerability proposed by several authors.

The vulnerability study of a transportation infrastructure is an important topic of
growing interest in terms of road infrastructure. The concept of vulnerability does not
have a univocal and commonly accepted definition, but it has been defined according to
the context. There are, therefore, different definitions of the vulnerability in the literature,
as there are different ways to evaluate it.

Vulnerability (V), in general, expresses the degree of loss of an element or group
of elements exposed to the risk and therefore depends on both the type of element at
risk and the intensity of the mass movement phenomenon. Ultimately, it is a particularly
relevant parameter in the risk assessment (Leone et al. 1996) which links the intensity
of the phenomenon to its possible consequences.

The vulnerability assessment can be based on statistical criteria and on particularly
more subjective criteria. As regards the statistical methods, it is possible to adopt them
in the case of repeatable and frequent phenomena.

For example, in the case of rockfalls, it is possible to estimate, on a statistical basis,
the probability that the detachment of a boulder produces a certain damage on a structural
and infrastructural element (Canuti and Casagli 1996).

However, as previously mentioned, in general the estimation of vulnerability is based
on particularly subjective criteria; moreover, there are different currents of opinion: some
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include in the estimation of vulnerability an evaluation of the unpredictability of the
phenomenon, while the other ones include simply considerations on the elements at risk.
This is a fundamental step in the analysis of landslide risk along the road transportation
corridors. It is expressed in a scale from 0 (no loss) to 1 (total loss) (Fell 1994; Wong
1998) and is therefore a function of the intensity of the phenomenon and the type of
involved element at risk. In general, when the element at risk is represented by human life,
the vulnerability may express the probability that the occurrence of a mass movement
may cause death, injuries and/or homelessness.

For this reason, it can be considered directly proportional to the population density
of an area exposed to the risk. On the other hand, if an infrastructure is considered as
an element at risk, many authors usually express the vulnerability as a percentage of the
economic value (by considering structure or homogeneous areas) that can be impaired
following the occurrence of a landslide phenomenon (Canuti and Casagli 1994).

In the following table, different definitions of Vulnerability proposed by several
authors are briefly described.

As presented for the general concept of vulnerability, there is not a univocal defi-
nition of vulnerability of a road network in the literature. Husdal (2004) identifies the
vulnerability as the composition of three types of vulnerability of a road network, the
composition of which determines the global vulnerability:

– Structural Vulnerability, referring to the construction characteristics of the road, such
as the geometry of the road and the works connected to it;

– Natural Vulnerability, referring to the characteristics of the territory crossed by the
road;

– Relative/generated by traffic Vulnerability; referring to the traffic flow affecting the
infrastructure and its variations in particular situations (peak times, maintenance
operations, special days, etc.).

The difference between vulnerability and reliability of the network is very important:
the first one is linked to the malfunction and collapse of an element, while the second one
is linked only to its work. Not everyone, however, considers a clear distinction between
the two concepts; in fact, according to Berdica (2002), reliability is a concept that allows
to assess the vulnerability of the network.

Vulnerability is defined as the susceptibility of a network to accidents, where an
accident means a reduction in serviceability, ie the possibility of using a transportation
network during a given period. In other words, the vulnerability does not concern the
safety of a road network, but the reduction of accessibility due to the event, where
accessibility means the possibility for people to take part in the activities that take place
in the territory thanks to the transportation systems.

Reliability becomes a measure of vulnerability because it is linked to the probability
that an event can occur (Husdal 2004). Other authors (Bleukx et al. 2005), link the concept
of vulnerability to the configuration of the network, identifying the most vulnerable
scheme in particular traffic conditions or network interruptions.
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Table 1. Some of typologies and definitions of Vulnerability

Type of vulnerability Definition

Sistemic Vulnerability (Sdao et al. 2013) It measures the relationship between extreme
event’s magnitude and direct and indirect
consequences of this event on the territory
system

Direct Vulnerability (Cafiso et al. 2011,
D’Andrea and Condorelli 2006)

Propensity of a single element, simple or
complex, to be damaged by a natural event

Induced Vulnerability (Cafiso et al. 2011,
D’Andrea and Condorelli 2006)

It refers to the effects on the organization of the
territory due to the collapse of one or more
elements that make it up

Deferred Vulnerability (D’Andrea and
Condorelli, 2006)

It refers to all the effects that occur in the
phases following the event such as the
modification of the habits and behavior of the
populations located in those areas

Functional Vulnerability (Cafiso et al. 2011;
D’Andrea and Condorelli 2006)

It refers to the lack of functionality of some
elements that could cause significant damage
after the occurrence of a calamitous event

Socio-economic Vulnerability or Social
Vulnerability (Cutter et al. 2003)

It refers to the social, economic, politic
conditions that characterize the territory
affected by an event

Structural Vulnerability (Cafiso et al. 2011;
Husdal 2004)

It refers to the infrastructure and to its
constructive characteristics

Natural or Biophysical Vulnerability (Cutter
et al. 2003; Husdal 2004)

It refers to the characteristics of the territory
and to the natural risk of the territory

Vulnerability of the traffic (Husdal 2004) It refers to the characteristics that describe the
traffic flow and the conditions deriving from
the variation of the traffic flow

2 Materials and Methods: A New Approach to Assess the Road
Infrastructure System Vulnerability in the Rockfall Prone Areas

In this paper a new approach to assess the vulnerability of Road Infrastructure System
in areas prone to landslides and in particular characterized by intensive rockfall events
has been presented.

According to the authors, the road infrastructure system is a network system that
connects various spatial areas guaranteeing a multitude of essential and indispensable
services for the survival of the population, not less important the possibility of providing
aid in places affected by natural disasters. Because of the importance of the transportation
network, ensuring its functionality is of central interest both for the system users and for
the managers. For these latter, it is also essential to have the tools available to effectively
manage the limited financial resources available to reduce their vulnerability as far as
possible.
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In the proposed methodology, the vulnerability is expressed, in general terms, as
the susceptibility of an element to be damaged by a natural event of a given intensity.
According to the authors, in the proposed approach the vulnerability concept considers
three characteristics: the type of risk the network is vulnerable to, the most vulnerable
elements and the ways in which the vulnerability occurs.

The final level of vulnerability can be assessed by following several consecutive
steps as shown in the following flowchart and description (Fig. 1).

Fig. 1. Different phases to assess the vulnerability

2.1 Intensity Assessment of the Rockfall Phenomenon

Intensity assessment (or severity) of a phenomenon is a topic of the increasing interest
for local technicians, administrators and local programmers.

The concepts of intensity and localization in the space generally is linked to the
definition of the hazard expressed as the probability that a given phenomenon of a given
intensity will occur in a given area (Varnes et al. 1978).

The first step for the assessment of the mass movement risk along the transportation
corridors consists, therefore, in analyzing the geometric severity of the phenomenon by
considering the parameters enumerated in the Table 2.

The intensity of the phenomenon is expressed in a relative scale describing the
parameters related both to the physical characteristics of the phenomenon (volume,
energy, etc.) (Canuti and Casagli 1996) and to the speed, as proposed by Hungr (1990),
since it is not possible to precisely define a functional relationship between them.

In this case the definition of the intensity is linked to hypotheses on the possible
consequences of the phenomenon; moreover, different speed thresholds are provided
delimiting seven well-defined classes (Cruden and Varnes 1996).

Rockfalls are phenomena from rapid to extremely rapid (Cruden and Varnes 1996);
in particular, the estimation of speeds in general can be obtained from the type of
phenomenon and its state of activity.

The zoning of the territory in intensity classes occurs through the critical interpreta-
tion of the data collected in the inventory map, integrated with the information derived
from the other basic documents.
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The mass movement phenomena recorded in the inventory maps must be classified
according to the area extension and the presumed speed.

The phenomena characterized by low intensity, in principle, do not compromise the
structural integrity of the road infrastructure, nor the integrity of human life.

The medium intensity processes, on the other hand, can cause, depending on the
circumstances, serious damages, without compromising, however, the structural stability
of the infrastructure.

High intensity processes cause significant structural damages. In fact, the stability
of the roads can be severely compromised and this could therefore imply large costs for
repairs. Total restoration is often unavoidable (Table 3).

Another problem related to high-intensity rockfall phenomena is certainly linked
to the deposit of collapsed material in the riverbed, that can compromise the normal
flow of water, forming natural barriers (Landslide dams) (Dal Sasso et al. 2014) causing
landslide lakes, debris flows, poor stability, overflowing of rivers and soil erosion.

The intensity mass movement scale proposed with the present assessment method,
therefore, takes into account the speed of the movement and is associated with a scale of
damages similar to the Mercalli scale of earthquakes (Canuti and Casagli 2004), divided
into 10 classes.

The parameters to be analyzed in order to obtain the corresponding intensity class
are listed in the table and described below.

The definition of the intensity is linked to hypotheses on the possible consequences
of the phenomenon; moreover, different speed thresholds are provided delimiting seven
well-defined classes (Cruden and Varnes 1996).

The landslides and particularly the rockfalls are phenomena from rapid to extremely
rapid (Cruden and Varnes 1996); in particular the estimation of speeds in general can be
obtained from the type of phenomenon and its state of activity. The zoning of the territory
in intensity classes occurs through the critical interpretation of the data collected in the
inventory map, integrated with the information derived from the other basic documents.
The mass movement phenomena recorded in the inventory maps must be classified
according to the area extension and the presumed speed.

The phenomena characterized by low intensity, in principle, do not compromise the
structural integrity of the road infrastructure, nor the integrity of human life. The medium
intensity processes, on the other hand, can cause, depending on the circumstances, serious
damages, without compromising, however, the structural stability of the infrastructure.
High intensity processes cause significant structural damages. In fact, the stability of
the roads can be severely compromised and this could therefore imply large costs for
repairs. Total restoration is often unavoidable.

The parameters to be analyzed in order to obtain the corresponding intensity class
are listed in the Table 2.
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Table 2. Rockfall intensity assessment matrix.

ROCKFALL INTENSITY ASSESSMENT

PARAMETERS RATING CRITERIA BY SCORE

Volume of rockfall 

per event (m³) - y = 

3^x

Y = 

Block size (cm) Y = 

Speed (m/s)-

(Hungr, 1981; Cruden 

& Varnes, 1994)

5*10^-4 -

5*10^-2 RAPID 

(for neoformed 

and reactivated 

rock slides)

5-10^-2 - 5

VERY RAPID 

(for rockfalls 

and neoformed 

rockslides)

>= 5 -

EXTREMELY 

RAPID (for 

Rockfalls and 

avalanches)

SCORE 9 27 81

Run out (Km) < 10^-3 10^-3 - 10^-2 10^-2 - 10^-1 10^-1 - 10^-0

SCORE 3 9 27 81

Affected area (Km²) < 0,01 0,01 - 0,5 0,5 - 0,75 > 0,75

SCORE 3 9 27 81

2.2 Block Diameter and Rockfall Volume Per Event

The rockfall intensity assessment involves, first of all, the evaluation of the dimensions
of the collapsing rock. In the RHRS method (Pierson et al. 1990) and in many subsequent
modifications it is not specified if the block diameter is considered before or after the
detachment; this aspect is very important to proceed to the intensity assessment of the
phenomenon since, during the fall, substantial changes may occur with regard to the
shape, size, conditions of motion, the variation of instantaneous kinetic energy that the
boulder can undergo during the course and before the impact on the carriageway (Budetta
2004). Therefore, the roads that can be traveled in this direction can be mainly 2 to obtain
the level of intensity or geometric severity with which a rockfall phenomenon can occur
along a road:
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1) Potential intensity assessment by considering mainly outcrops that, due to their size,
homogeneity in the distribution of families of discontinuity, lack of vegetation and
persistence of situations of potential risk, allow to better define the characteristics
of the rock mass and, subsequently, the level of the potential risk of the underlying
road;

2) Evaluation of the Rockfall Intensity Assessment (RIA) that has already occurred
in the past by parameterizing all the predisposing factors and by determining the
phenomenon through a back-analysis identifying the reach angle (see Losasso et al.
2016) and consequently the hazard levels of the slope, the vulnerability and the value
of elements at risk.

In the first case the size of the phenomenon can be assessed considering the volume
of the block (Vb) possessed at the time of the estimated rockfall, evaluating the spacing
data for each system of joints and the angles that they form. Once this value has been
obtained, the diameter can be assessed indirectly as:

Db = 3
√

Vb

In the second case, to obtain the size of the phenomenon, it is possible to consider
the total volume of the “swarm” of already collapsed blocks in order to parameterize the
original volume of the cluster by means of a back analysis.

Table 3. Magnitude class and Intensity level for the Rockfall phenomenon.

TOTAL 
SCORE 15 16-

58
59-
101

102-
144

145-
187

188-
230

231-
273

274-
316

317-
359

360-
405

MAGNITUDE I II III IV V VI VII VIII IX X

INTENSITY VERY 
LOW

VERY 
HIGH

VERY 
LOW

2.3 The Hazard Assessment

The parameter linked to the intensity, in addition to the vulnerability, is the hazard
(Losasso and Sdao 2018). The maps of spatial hazard can be realized by using different
modeling approaches with different complexity degrees. In particular, it is possible to
use qualitative or quantitative methods. Quantitative approaches can be traced back to
statistical models (Ayalew and Yamagishi 2005), probabilistic (Chung and Fabbri 1999)
and may also refer to Soft Computing methods such as Artificial Neuronal Networks
(ANNs). The ANNs are the reference evaluation models for many approaches and are
used in the implementation of the hazard map for the study area, considering as input
parameters the rockfall potential source areas, the detachment niches of already collapsed
rock masses, the values of kinetic energy of propagation, lithology, slope and land use
(Losasso and Sdao 2018).
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2.4 The Element at Risk: Two Exposure Scenarios

Table 4. Typology of element at risk: two scenarios

TIPOLOGY OF ELEMENT AT RISK: TWO SCENARIOS

RATING CRITERIA BY SCORE

STRUCTURAL 
CARACTERISTI

CS OF THE 
ROAD

POINTS
3

POINTS
9

POINTS
27

POINTS
81

Ditch
Effectiveness

Good catch-
ment: properly 

designed accord-
ing to updates of 

Ritchie’s 
ditch+passive 
defense works

Moderate 
catchment:  

properly designed 
according to  

updates of Ritch-
ie’s ditch design 

chart without 
passive defense 

works

Limited 
catchment:

wrongly 
designed

No catch-
ment

Roadway width
(Pierson, 1990)

Y = 3 ^(21.5-Lc)/6

21.5 15.5 9.5 3.5

Number of lines 
per each direction 3 2 2 1

HUMAN LIFE POINTS
3

POINTS
9

POINTS
27

POINTS
81

% of decision
sight distance

Y = 3^(120-%Da)/20

100% 80% 60% 40%

Average Veihcle 
Risk

Y = 3 ^AVR/25

25% 50% 75% 100%

To assess the final risk level, it is necessary, after the hazard assessment, to evaluate
the element at risk, represented by population, goods, economic activities, public service
and environmental goods present in a given area exposed at risk, that is to say more prone
to the danger after a calamitous event. In the presented approach, an index that takes into
account two categories for the assessment of the exposure degree of a road traveled by
a vehicle has been considered. The element exposed at risk is, first of all, the road; for
this reason, the expected damage is strictly connected to the design characteristics of the
road. That’s why 2 categories have been considered: in the category 1, represented by
the road, the design characteristics of the road (such as the presence of rockfalls valley,
the road width, the number of lines in each direction, …) has been assessed by using a
scoring method. To assess the direct exposure of a road infrastructure and, consequently,
of the vehicles passing through it (Category 2), it is possible to assess the Average Vehicle
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Risk, a parameter directly proportional to the Average Daily Traffic, that is a parameter
capable of representing the ordinary conditions of circulation (Table 4).

The sum of the scores relating to category 1 and category 2 provides three expo-
sure classes (Table 5) that is to say 3 scenarios to be used later in the assessment of
Vulnerability.

Table 5. Exposure classes

E1 LOW EXPOSURE 15-101

E2 MEDIUM EXPOSURE 102-273

E3 HIGH EXPOSURE 274-405

2.5 The Vulnerability Assessment of the Road Infrastructure System

The curves representing the vulnerability values according to the intensity of the phe-
nomenon have been realized by considering different approaches proposed in the lit-
erature: for example the probability of human consequences for the different types of
intensity (DRM 1990), or the vulnerability evaluation (possibility of death or injury)
considering the intensity of the phenomenon based on the speed of movement (for speed
> 1 m/s human life can be directly vulnerable as proposed by Hungr 1981; for Cruden
and Varnes (1994), on the other hand, this limit is reduced to 0.05 m/s or about 3 m/min).

In general, vulnerability curves are represented by an expression such as:

1 + eαt (1)

represented by a Gaussian curve known as the Gauss function corresponding to an
exponential mathematical function.

There are numerous studies in the literature about the curves of the elements vulner-
able to disasters, such as mass movement and floods (Pascale et al. 2009) considering as
elements exposed at the risk constructions and communication lines (ie elements with
different physical, social and economic characteristics).

For this reason, the elements at risk, to assess their vulnerability, are categorized in
general into three groups with different physical, social and economic characteristics:
A, B and C (Fig. 2), each of which has a different response to the stress to which it is.

The vulnerability of the elements exposed to the risk ranging from 0 to 1 (Fig. 2),
therefore, it is described by the following Eq. (2010; Sdao et al. 2013, Pascale et al.
2010; Papathoma et al. 2015):

y = 1 − ae−αξ2.2

(
1 + e−αξ2.2

) (2)
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Fig. 2. Vulnerability curves for different types of risk elements

where: y represents the vulnerability on the occasion of the specific considered natural
disaster;

ξ stands for a deterministic variable calculated from a scenario analysis (speed,
dimension, energy,… of the analyzed process) that identifies the intensity of the
phenomenon expressed as a scalar quantity;

a is a constant obtained by setting boundary conditions while α represents a variable
introduced to model the curves.

The above-described approaches have therefore been further modified to be adapted
to the assessment of the vulnerability of the road infrastructure system (Eq. 3) in order
to obtain three curves for each scenario (for a total of 9 curves) that allow to assess the
degree of vulnerability based on the importance of the artery in terms of practicability.

y = 1 − a
e−αξγ

(
1 + e−αξγ

) (3)

In Eq. 3, ξ indicates the magnitude (intensity) and is expressed by a scalar quantity
(previously evaluated and divided into 10 classes according to the obtained score), the
constant has been calculated by setting specific boundary conditions, that is to say by
imposing y = 0 representing zero vulnerability (no loss) for ξ = o.

The parameter α is also assessed by imposing boundary conditions: for example, for
the curve belonging to the E3 category when the phenomenon falls in the 6, 7, 8, 9 and
10 intensity classes, the vulnerability varies from 0.9 to 1, for intensity equal to 3, 4,
5, and 6, the vulnerability falls in the middle class in a vulnerability range of 0.3–0.9,
finally low vulnerability for disastrous phenomena characterized by a stress or intensity
level of 1, 2 and 3, obtaining three different values for the three different curves (Sdao
et al. 2013).
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In the considered approach, vulnerability is expressed as a function of the elements
at risk, represented by the road (structural characteristics) and by the vehicles that can
cause damage to human life.

Since the elements at risk are closely correlated (and for this reason expressed through
three scenarios), the vulnerability has been considered with reference to three curves
showing the three different exposure scenarios (Scenario E1, Scenario E2 and Scenario
E3).

Therefore, the scenarios E1, E2, and E3 (Fig. 3) represent the elements exposed to
the risk in the infrastructure system (ie vehicles and roads).

The relevance of these scenarios increases passing from class E1 (lower exposure)
to class E3 (high exposure).

Fig. 3. Vulnerability curves for the different risk exposure scenarios

In this specific case, the values necessary for the implementation of the vulnerability
curves relating to the road infrastructure system are summarized in the following table
(Table 6):

In the light of the above, it is possible to represent the final graph (Fig. 4) which
shows the 9 vulnerability curves with the different risk exposure scenarios representing
the values of magnitudes in abscissa and the levels of relative vulnerabilities in the
ordinate. The different exposure scenarios are reported with three different colors: the
green curves represent the elements most exposed to landslide risk i.e. corresponding to
E3 scenario, the red curves represent the E2 scenario and finally the blue curves the E1
scenario. Each curve in turn contains three different curves: a, b and c which correspond
to a different degree of vulnerability and take into account the “exposure density” of the
elements at risk, i.e. they represent the number of accesses to the road;
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Table 6. Assessment of the parameters related to the vulnerability curves

PARAMETERS VALUES ASSESSMENT

γ 2.2 travel alternative>2

γ 2.4 travel alternative =2

γ 2.6 travel alternative =1

0.02 E1 scenario

0.04 E2 scenario
0.06 E3 scenario

• the curve “a” represents the streets with a single access point, this means greater traffic
flow, therefore a greater possibility that a vehicle can transit along the road during the
occurrence of a calamitous event;

• the curve “b” indicates a number of accesses equal to 2: this means that the traffic
can be “reduced”, therefore if a rockfall phenomenon involves the closure of the road,
this problem does not imply any isolation of the inhabited centers as easily accessible
from other accesses.

• Finally, the curve c, which corresponds to a lower degree of vulnerability with the
same intensity, indicates the possibility to access to a given inhabited area through
different accesses.

In this way, based on the intensity degree of a given rockfall phenomenon, it is
possible to assess the corresponding degree of vulnerability (Table 7).

2.6 Conclusion

In this study, some existing methods for vulnerability assessment related to landslides
has been reviewed. From the analysis of the different approaches, a lot of difficulties in
their implementation has been detected (for example data availability).

The new proposed approach allows to assess the rockfall vulnerability of each ele-
ment at risk by considering a process of a given magnitude as a function of rockfall
hazard.

The proposed curves for the evaluation of the road infrastructure system vulnerability
are objective and the reproduction is possible and applicable for other studies and regions.
In particular, the effects of changing the vulnerability of elements at risk can be analyzed,
so scenarios of potential future developments can be calculated.

The most important advantage of the new proposed methodology is its versatility
and the its user friendliness.
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Fig. 4. Vulnerability curves of the road infrastructure system
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Abstract. We present a framework for the evaluation of “territorial capital”,
specifically devised as support for policy design on fragile territories, the so called
“inner areas”. The evaluation procedure leverages open data sources in a multi-
criteria spatial evaluation procedure, yielding a dashboard with geographical dis-
tribution of indicators of territorial capital, subdivided into its eight constituent
dimensions (human, social, cognitive, infrastructural, productive, relational, envi-
ronmental, and settlement capital). To showcase the working, outputs, and pos-
sible uses of the evaluation framework for territorial analysis and policy design,
we present the results of a case study application on the Island of Sardinia. The
interest and novelty of this research is possibly threefold: the conceptualisation
of the notion of “territorial capital” in terms of capabilities for development; its
operationalisation in a spatial evaluation model which accounts also for potential
spatial interactions; and finally, the application in the case study, illustrating pos-
sible employment and usefulness of such results for territorial analysis and policy
design.

Keywords: Territorial capital · Multi-criteria spatial evaluation · Fragile
territories · Internal areas · Sardinia

1 Introduction

In Europe, many non-coastal territories with historical settlements distant from, or poorly
connected with major urban centres, especially in mountainous or agricultural areas,
experience demographic stagnation or decline accompanied by general impoverishment.
In Italy, this phenomenon is often identified as the “crisis of inner areas” (crisi delle aree
interne).

In Sardinia, given it being an island with a peculiar morphology, the geographical
traits of this phenomenon have been synthesised as a “donut with a hole” [1].

The history of human settlements has frequently seen phenomena of dislocation of
populations and activities from the coast to the interior and vice versa, from high-density
areas to more sparse areas and vice versa, and the disappearance of prosperous commu-
nities for climatic, economic, and social factors, or due to conflicts of various kinds [2,
3]. But perhaps we live in an epoch in which it is possible not to passively surrender
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to this happening, also because the consequences of the abandonment of many such
territories can trigger calamitous environmental effects as well as lead to the destruction
of histories and cultures.

Yet not all inner areas are created equal. Perhaps not all can and should be “rescued”:
for some it may be unavoidable to accept the demographic decline and only to ensure
their environmental integrity and preservation of ecosystem services; for others it could
be apt to put in place suitable safeguard measures, perhaps providing for forms of
temporary human uses; other inner areas can perhaps be “defended” as stable settlements,
protecting their fragility, and subsidising housing and not-fully competitive economic
activities; yet others, with appropriate policies and investments, may become innovative
production centres in the fields of agriculture, tourism, services, and research, attracting
new populations [4, 5].

But to identify which is which, it is necessary to measure, evaluate and compare
the territories. Assessing different dimensions of their fragility and capabilities for
development is relevant both for such strategic choices, and for designing appropriate
policies.

In this paper we propose one such evaluation framework specifically devised as
support for policy design on the “inner areas”. The evaluation framework is based on the
concept of “territorial capital” and leverages open data sources in a multi-criteria spatial
evaluation procedure, yielding a dashboard with geographical distribution of indicators
of territorial capital, subdivided into its eight constituent dimensions (human, social,
cognitive, infrastructural, productive, relational, environmental, and settlement capital).
To showcase the working, outputs, and possible uses of the evaluation framework for
territorial analysis and policy design, we present the results of a case study application
on the Island of Sardinia. The interest and novelty of this research is possibly threefold:
the conceptualisation of the notion of “territorial capital” in terms of capabilities for
development; its operationalisation in a spatial evaluation model which accounts also
for potential spatial interactions; and finally, the application in the case study, illustrating
possible employment and usefulness of such results for territorial analysis and policy
design.

In the next section we present the background, main sources, and relevant previous
research. In Sect. 3 we describe the evaluation methodology, the structure of the evalua-
tion model, its articulation in eight dimensions of territorial capital, and the data sources
used for calculating the respective indicators. Section 4 is dedicated to presenting and
discussing the results of the case study we conducted on the island of Sardinia. The
article ends with concluding remarks on employment and usefulness of such results for
territorial analysis and policy design, indicating possible future developments of the
presented framework.

2 Background and Previous Research

The National Strategy for Inner Areas adopted in Italy in 2013 points at the so called
“territorial capital” among the factors for contrasting the decline of inner areas (the
expression “territorial capital” is used 18 times in the text of the National Strategy): «For
the construction of an economic development strategy for inner areas, this relationship
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starts from the unused “territorial capital” present in these territories: the natural, cultural
capital and cognitive, the social energy of the local population and potential residents,
production systems (agricultural, tourism, manufacturing)».

An expression used in conjunction with territorial capital is “economic development
potential” (8 times in the text).

Hence, our starting point for the assessment of fragility and development potential
of inner areas was to refer, with all due cautions, to the concept of territorial capital.

Following ([6], p.1387), territorial capital can be defined as «the set of localised
assets – natural, human, artificial, organizational, relational and cognitive – that consti-
tute the competitive potential of a given territory». The concept of territorial capital is
dynamic and changes according to the social, political, economic, and cultural condi-
tions of a specific time and place. Following the report by Farrell, Thirion and Soto ([7],
p. 19), within the European LEADER program aimed at supporting integrated devel-
opment of rural areas, the territorial capital includes «all of the elements available to
the area, both tangible and intangible, which in some respects constitute assets and in
others constraints» and underlies the development of a territorial project (or vision of the
future) conceived as «a multi-faceted living entity (with economic, social, institutional,
cultural and other facets) that evolves over time». This characteristic is also corroborated
by the Organisation for Economic Co-operation and Development (OECD) ([8], p. 15)
that highlight the factors that determine the region’s territorial capital:

“[G]eographical location, size, factor of production endowment, climate, tradi-
tions, natural resources, quality of life or the agglomeration economies provided by
its cities... Other factors may be ‘untraded interdependencies’ such as understand-
ings, customs and informal rules that enable economic actors to work together
under conditions of uncertainty, or the solidarity, mutual assistance and co-opting
of ideas that often develop in small and medium-size enterprises working in the
same sector (social capital). Lastly there is an intangible factor, ‘something in
the air’, called ‘the environment’ and which is the outcome of a combination of
institutions, rules, practices, producers, researchers and policy-makers, that make
a certain creativity and innovation possible. This territorial capital generates a
higher return for certain kinds of investments than for others since they are better
suited to the area and use its assets and potential more effectively…”.

The concept of territorial capital has become significant in the context of the place-
based approach, the guiding principle of European Union Cohesion Policy (Barca 2009).
Many studies suggest a positive relationship between territorial capital and economic
growth [9]. Territorial capital can significantly affect the impact of policies on regional
growth [10] and of specific expenditure axes [11, 12]. In this context Barca et al. [13]
pay attention on the “unused” territorial capital of inner areas, considered as a measure
of the economic development potential.

More recently, this concept is taken up in the Territorial Agenda of the Euro-
pean Union for 2020 “Towards an Inclusive, Smart and Sustainable Europe of Diverse
Regions” [14] and for 2030 “A future for all places” [15] which point out the central
role of a place-based approach based on the territorial capital to long-term development
and competitiveness for places.
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While we are aware of the limits and risks of referring to the concept of “capital”,
we can interpret it by purifying the term of its many connotations and from its purely
productive orientation (i.e., the set of goods intended for productive uses to obtain new
production) and relate it instead to the concept of “endowments”, of stock of resources
in the broad sense. In this sense, we hold, the of concept of territorial capital can be
fruitful as an operational framework for evaluating of the fragilities, opportunities, and
development potential of inner areas as fragile territories.

3 Methodology

Based on the above premises, we have developed a spatial evaluation model assessing ter-
ritorial capital on the spatial scale of municipalities. Despite the importance of this local
geographical scale to calibrate and ensure effectiveness to territorial policies, municipal
dimension is still little studied in economic and territorial studies on territorial capital
that are usually focused on a major spatial scale (e.g. provincial) [16]. Therefore, in the
proposed evaluation model, the territorial capital is expressed at this spatial scale as an
aggregate measure combining eight constituent dimensions (capitals): human, social,
cognitive, infrastructural, productive, relational, environmental, and settlement capital,
each assessed as aggregating a set of indicators. Our choices to articulate territorial
capital in these eight dimensions is in many respects provisional since the concept is
not consolidated in the literature. However, we settle with this structuring to make our
results somewhat comparable with a 2012 study at the national level [17], which pro-
poses similar framework, and in accordance with several studies which have suggested
conceptual and analytical frameworks to capture a range of issues encompassed by the
concept of territorial capital [17–24].

Our choice of indicators was also guided by the need to have data available, and
possibly updatable in a quasi-automatic way.

The proposed methodology allows to evaluate and map the capital of a given territory
at municipal level, providing a platform to investigate the performance of eight different
categories of capital (see Table 1). For each, we identify a set of relevant indicators –
some already used in the literature and others developed by us – that highlight existing
or potential assets and their accessibility that can increase the capital base of a given
territorial context.

The 33 indicators included in the eight categories of the proposed territorial capi-
tal framework encompass a range of different physical (e.g. infrastructure and building
structures, natural resources) and immaterial dimensions (e.g. wellbeing, knowledge,
productivity, entrepreneurial dynamism and innovation) that integrate multiple perspec-
tives and levels of analysis from different disciplines and sectors of government respon-
sible for health and social care, education, environmental protection, transport devel-
opment and other critical services. These indicators simplify the complex reality of a
territory into easily communicable data and for this reason are applicable to a large spec-
trum of contexts, then allowing to achieve uniformity of reporting and easily compare
different territories.

The definition and indicators used to assess each capital is shown in Table 1 and
briefly described in the following text.
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Table 1. The eight categories of capitals that compose the proposed “Territorial Capital Index”
and related indicators.

Territorial sub-capitals Indicators Territorial sub-capitals Indicators

HUMAN 1.1) Old-age index;
1.2) Specific
employment rate;
1.3) Education index;
1.4) Migratory
balance

PRODUCTIVE 5.1)
Entrepreneurship
index;
5.2) Tourism
accomodation
capacity;
5.3) Start-up
companies;
5.4) Average
income

SOCIAL 2.1) Voting
population;
2.2) Voluntary
associations;
2.3) Expenditure for
social services;
2.4)
Socio-educational
users

RELATIONAL 6.1) Public
funding;
6.2) University
students;
6.3) Bank
branches;
6.4) Business
networks

COGNITIVE 3.1) Cultural and
recreational services;
3.2) Expenditure for
culture;
3.3) Broadband
accessibility;
3.4) Social promotion
associations

ENVIRONMENTAL 7.1) Parks and
protected areas;
7.2) Utilized
agricultural area;
7.3) Areas at risk;
7.4) Waste
sorting;
7.5) Sustainable
energy

INFRASTRUCTURAL 4.1) Health services;
4.2) Suburban public
transport;
4.3) Postal offices;
4.4) Police stations

SETTLEMENT 8.1) Uninhabited
housing;
8.2) Housing
quality;
8.3) Average age
of buildings;
8.4) Average
income from
buildings
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1. Human Capital (HC) is considered central by many studies [25–27]. We refer to
[28] that conceives the human capital as a qualitative attribute of a territory, directly
related to the level of education, training and skills of its inhabitants that are positively
related to their ability to perform labour and individual’s productivity. Thus, investments
in human resource can be viewed as strategic investments for increasing territorial wealth.
We evaluate the HC through four indicators related to “Educational level”, “Employment
rate”, but also “Population ageing” and “Migratory balance” that provide information
about territorial attractiveness and the risk of population decline.

2. Social Capital (SC) emphasises the importance of shared norms, values and under-
standings that balances societal and individual interests and facilitate co-operation within
or among groups [8] and endogenous bottom-up development processes [29–35]. In this
context the social capital includes the territorial “relational capital” as the solidarity and
active citizenship, associated with a higher propensity to work together toward shared
goals [19, 20, 36–41]). According to this notion, we evaluate SC using four indicators
that measure “Voluntary associations”, “Voting population”, “Socio-Educational Users”
and “Expenditure for social services”.

3. Cognitive Capital (CC) incorporates information about knowledge and individ-
ual’s ability to learn new skills [42, 43] that are enhanced by new technologies and rein-
forced by cultural experiences [44–46]. Thus, the CC can be defined as «the result of the
application of accumulated knowledge and intangible fundamental human intellectual
activity, manifested in the generation of innovations, ideas, invention or improvement
of techniques and technologies, including endo-resources technologies» ((Kirshin and
Titov 2012) cit in [47]). Proposed indicators are: one the one hand, “Broadband Acces-
sibility” and, one the other hand, “Cultural and recreational services” and “Expenditure
for culture” both for heritage and cultural activities and “Social promotion associations”.

4. Infrastructural Capital (IC) is the fixed capital of territories, including infrastruc-
tural assets, railways, pipelines, communications towers and lines, dams and plants [18,
48] as resources that guarantee local connections and significant interactions with non-
local actors [24], attract people and investments and promote local economic growth
and the competitiveness of the territory [49, 50]. Thus, the IC is a public good «char-
acterized by long duration, technical indivisibility and a high capital-output ratio» [51],
complementary to the productive capital [52]. Proposed indicators are “Suburban Public
Transport”, “Postal Offices”, “Police Stations” and “Health services”.

5. Productive Capital (PC) refers to the classical “capital” theory, and it can be dis-
tinguishing between variable and constant capital. The first adds value in production and
consist in labour services, the second is the system of physical systems necessary for
the production. We consider the business networks, incubators, production of sophisti-
cated or intermediate goods which provide information about the productive potential
of a given territory [8, 20]. Thus, suitable indicators are: “Entrepreneurship Index”,
“Start-up companies”, “Tourism Accommodation Capacity” and “Average Income” of
inhabitants.

6. Relational Capital (RC) is related to the category of “relational goods” introduced
by researchers from different disciplines: the philosopher Martha Nussbaum [53], the
sociologist Pierpaolo Donati [54], the economists Benedetto Gui [55] and Carole Uhlaner
[56]. Accordingly, a relational good refers to that good that are linked with interpersonal
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experiences, where it is the relationship itself that matters: this kind of goods are both
co-produced and co-consumed by the subjects involved [57]. Thus, the RC is the ability
of a territory to activate physical and immaterial exchanges between firms, institutions
and people [58]. A high level of relational capital can improve production and efficiency
of public service delivery [59]. We propose as indicators for RC: “Public Funding”,
“University Students”, “Bank Branches” and “Business Networks”.

7. Environmental Capital (EC) is an essential prerequisite for human survival and
economic activity, which includes goods and services provided by natural environments
[60–63]. EC comprises the endowment of renewable and non-renewable stocks of natural
resources that can create a competitive advantage both in terms of cost and differentiation
[64]. Among these, agriculture is increasing in importance as a provider of opportunities
for income generation and environmental protection. According to this concept, we
propose these four indicators: “Parks and Protected Areas” and “Utilized Agricultural
Area” but also those factors that have an impact on their quality, such as the potential
exposure to “Environmental Risk” and the management of environmental resources to
prevent pollution such as “Waste sorting” and “Sustainable Energy”.

8. Settlement Capital (SC) in our study refers to the housing supply and quality which
is an important part of the infrastructural capital of cities that significatively affects the
people’s lives [17, 22]. Human settlements, in fact, as a part of the physical infrastruc-
ture essential for development [65], must ensure the right to adequate housing for all,
according to the 2030 Agenda Sustainable Development Goal (SDG) 11 “Sustainable
Cities and communities” [66]. Thus, the SC measures those factors that allow identify
inadequate housing such as the structural quality of the building “Housing Quality” and
the “Average age of buildings” that can be directly related to energy consumption and,
consequently, to the housing costs. Furthermore, we consider the “Uninhabited Hous-
ing” as a consistent risk factor of degradation and the “Average income from buildings”
that in general is associated with their quality.

Aggregation Procedure. The eight categories of capital are calculated at municipal
level. For each municipality, the aggregate index of each capital is calculated as a mean
value of scaled min-max (in [0, 1]) sub-indicators respective to that category capital
(see Table 1). This scale is constructed by considering the value of the indicator for the
municipality from which the minimum regional value is subtracted; it is then divided by
the difference between the maximum regional value and the minimum value. In some
cases, the complement to one of the result must be considered. The calculation (in this
first processing) is done by giving equal weight to each indicator in the calculation of
each of the capitals and to each capital in the calculation of the territorial capital. Finally,
the aggregate Territorial Capital Index (TCI) for each municipality is calculated and the
average of indices of each capital.

The user frontend of the software tool, deployed through web mapping platform
Mango, further allows to manipulate the evaluation structure by modifying or adding
indicators, weighing them, spatially aggregate the municipalities by proximity or by
administrative division, and producing historical series and customisable maps.
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4 Case Study: Sardinia

We have applied the proposed methodology to evaluate the territorial capital of munici-
palities of Sardinian Region in Italy. The Sardinian territory is made up of 377 municipal-
ities, that are very different from each other in population size, infrastructural and struc-
tural facilities, environment characteristics, demographic and socio-economic attributes.
The scale of analysis highlighted these differences which are difficult to observe in
aggregate data at the provincial or regional level.

We calculated the value of each indicator of the eight TCI categories and for each
administrative boundary using a wide range of local data available from National and

Fig. 1. The “Territorial Capital Index” (TCI) of the 377 Sardinian municipalities: values range
from: 0–0.25 (low), 0.25–0.5 (middle), 0.5–0.75 (middle-high), 0.75–1 (high).
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Regional authorities and statistical institutions (e.g. the Italian National Institute of Statis-
tics - ISTAT, the Italian Ministry of the Environment, the Institute for Environmental
Protection and Research – ISPRA, Regional Information System) and open data sources
that include information about mobility and transport (see Table 1).

As Fig. 1 shows, only the Metropolitan City of Cagliari and Sant’Andrea Frius have
a high TCI value, with the majority of municipalities having an intermediate TCI middle
value.

The analysis of the eight TCI categories shows different scenarios (see Figs. 2 and
3).

Small municipalities generally have greater values of Social, Cognitive, Relational
and Infrastructural capital.

Only 7 of 377 municipalities have a high level of Social Capital – Sant’Antonio di
Gallura, Padria, Romana, Sarule, Turri, Vallermosa and Tratalias – all with a population
of less than 2,000 inhabitants and four of these with less than 600 inhabitants.

Only five municipalities have a high level of Cognitive Capital – Semestene, Vil-
lanova Tulo, Turri, Elini – all with a population of less than 1,000 inhabitants and one
of these (Semestene) with about 150 inhabitants.

The highest level of the Relational Capital is reached by seven municipalities –
Ardara (784 ab.), Monteleone Rocca Doria (102 ab.), Semestene (156 ab.), Sagama (201
ab.), Fonni (3,942 ab.), Osini (790 ab.) and Sant’Andrea Frius (1,786 ab.) – one of these
with about 100 inhabitants.

Surprisingly the Infrastructural Capital reaches higher values only in five little munic-
ipalities – Romana, Osidda, Sorradile and Boroneddu - all with a population of less than
600 inhabitants.

Instead, the Human and Settlement Capital are higher in larger cities: the Metropoli-
tan City of Cagliari (MC-Cagliari), Sassari, Olbia, Nuoro and Oristano. Only Quartu
Sant’Elena, the third largest cities of Sardinia, have a middle-high level of HC.

The Settlement Capital is greater in Nuoro, Arborea, Sant’Andrea Frius, the MC-
Cagliari, Capoterra, Elmas, Sestu and Selargius, most of them with a population over
1,000 inhabitants.

Furthermore, the comparison between the seven largest cities of Sardinia – MC-
Cagliari, Sassari, Quartu Sant’Elena, Olbia, Alghero Nuoro and Oristano – shows the
differences in the global TCI values and specific TC categories.

The MC-Cagliari have a high level of Human, Productive and Settlement Capital but
a very low value of Environmental and Infrastructural Capital.

Sassari have a middle value of TCI, that hides a high level of Human Capital and a
very low level of Infrastructural Capital.

Quartu Sant’Elena, Olbia and Alghero have a middle value of TCI coherent with
the middle-high value of the Settlement Capital and a low value of Cognitive and
Infrastructural Capital.

Nuoro and Oristano have a middle-high value of TCI and a low value of Cognitive
Capital.
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Fig. 2. Four of the eight TCI categories: human, social, productive and environmental.
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Fig. 3. Four of eight TCI categories: cognitive, infrastructural, relational and settlement.
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5 Conclusions

The usefulness of a tool like the one we are proposing is to suggest possible policies.
In this sense, it is important to observe similar TCI values on aggregate can result from
different values of different capitals, offering clues for decision both in terms of possible
objectives and strategies, and for the temporal articulation of the actions.

As we said, not all internal areas may have the same desired destiny. The proposed
evaluation system makes it possible to identify possible destinies and also to “measure”
the distance between the two.

Moreover, if we consider that some indicators must be evaluated (also) in wider ter-
ritorial areas than municipal administrative borders, and that there are (also) phenomena
with neighbourhood effects with nearby municipalities, the system helps to identify the
appropriate areas for policies and to plan for diffusive impacts of actions within these
areas.

In a context in which the choices related to the Italian PNNR (which is the articu-
lation of the European Recovery Plan) often appear to be episodic and not conceived
systemically, having tools such as this to help decision-making which operate from a
system perspective can represent a way to avoid inconsistent or ineffective actions.

In this sense, we envision further development of our evaluation tool to allow to clas-
sify territorial entities both in one of the categories proposed by the National Strategy
for Inner Areas (“poles”, “belt municipality”, “intermediate”, “peripheral” and “ultra-
peripheral”) combining it with out TCI. From this combination and from other informa-
tion on territorial endowments of higher rank, classes can emerge that group territories
by fragility and potential.

In this sense, our proposal – which is based on a set of indicators that can be expanded
and whose weights can be different, and on “units” that can be chosen according to the
type of actions undertaken – allows for the construction of a systemic approach to
policies. In fact, it does not replace the choice of decision-makers or the initiatives of
local communities whose responsibility is to define visions and objectives, but it provides
a tool that serves to evaluate the set of actions most useful for achieving them.
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Abstract. Urban managers are faced with complex decisions, including the deci-
sion to select a suitable location for service centers, based on several conflicting
criteria noted. The purpose of this research is a comparative study on site selec-
tion methods for modeling hospital locating. According to the present article, new
locations were found to manage better and complete Amol city coverage with eight
specified criteria. The research area in terms of proximity to major roads, green
spaces, fire stations and distance from the river, industrial land uses, education
land uses, hospitals and sport land uses has been studied. As well as for weighing
the criteria, the model of AHP was implemented. Then, using the TOPSIS model
in ArcGIS software, the valuation of standards was analyzed, and suitable maps
were created that show the best place for the hospital building. In the next step,
using the Fuzzy Logic model in ArcGIS, another appropriate map is prepared, and
the results of the two models have been compared together. The results revealed
that the Multi-Criteria Decision Making (MCDM) system with GIS could be an
effective hospital site selection tool. Anyway, there are some differences between
the results of the models. Fuzzy Logic is better suited to the hospital locating. The
location of hospitals away from existing spaces in the Fuzzy Logic model shows
this model’s ability in comparison with the TOPSIS model.

Keywords: Hospital planning · Site selection · TOPSIS · Fuzzy logic · Amol city

1 Introduction

Health is the product of a dynamic relationship between socioeconomic conditions, the
natural environment, and the built environment as emerging on individual and social
levels (Rydin et al. 2012; Rydin 2012; Sarkar et al. 2014). Despite the considerable
advancements in today’s healthcare, studies show a massive gap in healthcare access and
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health outcomes. One of the essential public services is the hospital that provides the
citizens’ health. The selection of a hospital site is essential to hospital management (Zhou
and Wu 2012). Several researchers have used geographical information systems (GIS)
to help with hospital site selection. To overcome the MCDA problems of hospital site
placement, Vahidnia et al. (2009) implemented the model of FAHP. Their observations
demonstrate the best way to figure out how much each alternative is worth. Zhou and Wu
(2012) applied the GIS-based MCA method with AHP and ROM for the weighting factor
criteria. Senvar et al. (2016) used a TFHFWA operator. They claim that it is possible
to propose their methodology for other multi-criteria site selection issues. Şahin et al.
(2017) used the AHP method for hospital site selection. They believe that the best hospital
site selection must consider both macro and micro parameters to work effectively for
several years. Choosing the best hospital location would also help to improve public
health in the region.

This paper focused on the choice of proper hospital sites in Amol city, Iran. Therefore,
the GIS program is used to assess hospital building positions in a comparative analysis of
two techniques (TOPSIS and Fuzzy Logic). To this goal, multiple factors were included
in the screening process based on literature and related study experiences.

Table 1. Recent researches about hospital site selection

Researchers Year Applied method

Wu et al. 2007 AHP

Behzadi & Alesheikh 2013 Belief-Desire-Intention (BDI)

Chiu & Tsai 2013 AHP

Abdullahi et al. 2014 OLS technique

Kumar et al. 2016 ELECTRE

2 Study Area

Amol is in Iran’s province of Mazandaran. It is situated on the southern side of the
Caspian Sea, spanning between latitudes 26°25′N and longitudes 52°2′E and covers a
total area of about 31 km2. (Iranian Statistics Centre 2016). (Fig. 1).
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Fig. 1. Study area of Amol City, Iran

3 Methodology

Generally, scientific research needs to apply proper methods and tools while doing any
investigation. Regarding the research identity, the method is analytical and descriptive.
“Hospital site selection is one of the multi-criteria decision-making problems” (Şahin
et al. 2019). In this research, GIS techniques were used within field data to select the
hospitals sites. Furthermore, the method of TOPSIS and Fuzzy Logic were implemented.
At first, in this paper, for assessing hospitals’ spatial distribution patterns, the “Near-
est Neighborhood” method is used. Then effective criteria in identifying appropriate
locations for hospitals are listed. According to literature and the views of the experts,
we determined the following criteria: distances from industrial land use, education land
uses, river, hospitals, sport land uses and proximity to fire stations, areas of green space,
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and major roads. The use of multi-attribute decision-making methods and spatial anal-
ysis capability by the ArcGIS assess the data and the location of hospitals in Amol city
(Fig. 2).

Fig. 2. Research methodology

4 Results

One of the most crucial approaches for analyzing urban land usage is the Nearest Neigh-
borhood technique. According to this formula, when the criterion is between 0 and
0.5 the distribution form is clustered; it is random when between 0.5 and 1.5. When it
is between 1.5 and 2.15 the distribution form is regular and ordered (Ali Akbari and
Emadodin 2012).

According to numeric results, the observed nearest neighborhood among hospitals
is 1461 m, and the expected average distance is 369 m. Thus, the nearest neighbor ratio
is 3.95 that presents a dispersed distribution of hospitals in Amol. Z-Score is applied to
explain the disparity in the number found with a random distribution. This value amounts
to 9.80. On the basis of this quantity and the presumption that the trend of distribution
was dispersed, the assumption is accepted with a significance level of 95%, and there was
no significant difference between the distribution observed and the random distribution.
The P-value of 0.00 demonstrates the credibility of the findings (Fig. 3).
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Fig. 3. Graphical display of hospital distribution in Amol city

The Nearest Neighborhood analysis results show that the hospital distribution is not
acceptable and does not have a rational foundation in the case study. This issue provides
rise to the notion that these hospitals must be organized. Table 2 shows the results of the
ANN (Tables 1 and 3).

Table 2. The results of Nearest Neighborhood for analysis of the hospitals

The observed average distance 1461.4711 m

The expected average distance 369.1520 m

Nearest Neighbor Ratio (R) 3.958995

z-score 9.804732

p-value 0.000000
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Table 3. Weights of criteria

Criteria Proximity to major
roads

Proximity to areas
of green space

Proximity to fire
stations

Distance from sport
land uses

Weight 0.210 0.124 0.164 0.078

Criteria Distance from
hospitals

Distance from
education land uses

Distance from
industrial land
uses

Distance from river

Weight 0.136 0.136 0.080 0.072

TOPSIS technique has been presented in Chen and Hwang (1992), concerning
Hwang and Yoon (1981) that alternatives should have the shortest distance from a pos-
itive ideal solution and the most distant from a negative ideal solution (Jahanshahloo
et al. 2009). After defining effective criteria in locating urban hospitals, data layers of
criteria were entered in GIS. In the first step, raster layers were created based on the
number of criteria used in this study using spatial analyst and the distance tool. Raster
layers of used criteria are shown within the following figures (Figs. 4, 5, 6, 7, 8, 9, 10,
11).

Fig. 4. Sports centers Fig. 5. Industrial centers
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Fig. 6. Hospitals Fig. 7. River

Fig. 8. Education land uses Fig. 9. Roads
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Fig. 10. Green spaces Fig. 11. Sport land uses

(Raster output of hospital locating criteria in the study area)
In hospital locating, the next step of TOPSIS is normalizing criteria that each of the

criterion based on their effect (positive or negative) normalized by using the following
formula, and a linear method is used for this purpose:

Nij = rij

Max rij

After normalization, each layer is assigned a weight depending on its relative value
in locating hospitals. For this purpose, the AHP model is used in Expert Choice software.
AHP is one of the weighting methods that formulate the problem hierarchically. AHP
is based on (1) hierarchy construction, (2) pairwise comparison, (3) relative-weight
computation, (4) consistency ratio, and finally (5) aggregation of relative weights. In
this research, we used the Expert Choice software that computes each criterion’s weight
according to the AHP model (Fig. 12). The consistency ratio of pairwise comparison is
0.01. That is acceptable because it is less than 0.1. In Fig. 12, see weights obtained from
the AHP model.
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Weights obtained from the AHP model in Expert Choice software, through Raster
Calculator’s command, were multiplied in normalized layers, and each of the criteria
was weighted normalized. The map of weighted normalized criteria in this analysis is
shown in Figs. 13, 14, 15, 16, 17, 18, 19 and 20.

Fig. 12. The weights produced by AHP

Fig. 13. Sports centers Fig. 14. Industrial centers
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Fig. 15. Hospitals Fig. 16. River

Fig. 17. Education land uses Fig. 18. Roads
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Fig. 19. Green spaces Fig. 20. Sport land uses

(The maps of weighted normalized for each option).
The distance between each alternative and the ideal solution will be calculated in

the following step. For positive parameters, the highest pixels are the best values. For
negative parameters, the lowest pixels and the worst values for positive parameters are the
lowest pixels, and negative parameters are the highest pixels. Brown pixels are closest to
the ideal positive and vice versa; whatever we are close to, the yellow hue represents the
ideal is negative. The Separation measures from the positive and negative ideal solution
are estimated (Figs. 21 and 22). The formulae used for this step are:

d+
i =

√
√
√
√

n
∑

j=1

(vij − v+
j )2, i = 1, 2, . . . , m,

and

d−
i =

√
√
√
√

n
∑

j=1

(vij − v−
j )2, i = 1, 2, . . . , m.
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Fig. 21. Separation measure from positive ideal solution

For the positive ideal, the value of the pixels is between 0.29 and 0.13 which means
that pixels closer to 0.29 have a good capability, and pixels with the value of 0.13 have
the minimum ability for locating the hospitals. On the other hand, for the negative ideal
layer, the location’s value is also between 0.31 and 0.12, which means that pixels closer
to 0.31 have the minor capability, and pixels with a value of 0.12 have a better ability
for locating the hospitals.

Following the TOPSIS model for the spatial classification, for finding suitable places
to locate hospitals in the case study, Ri factor is anticipated in a spectrum between 0.31
and 0.69. Ri factor is predicted by the following formula (Soufi et al. 2015):

Ri = d−
i

d−
i + d+

i
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Fig. 22. Separation measure from the negative ideal solution

Spatial multifactor decision-making analysis reveals that if the location value is high,
that place will be a good choice for locating a hospital. With this worth decreasing, this
location loses its suitability for hospital building.
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Fig. 23. Hospital site selection using TOPSIS model

The Fuzzy Logic theory was first suggested by Zadeh (1965), who believes that a
descriptive variable of linguistics would more adequately represent a complex system
(Cox et al. 1998); Dixon (2005). Due to the Fuzzy membership functions having more
excellent compatibility with urban issues, using this system to analyze urban systems
in decision making would be more effective. In Fuzzy Logic, an element’s membership
in a set was determined with a value ranging from 0 (non-membership) to 1 (entire
membership) (Bonham-Carter 1994). It can prepare the map of a factor so that each
pixel’s amount includes the relative value of parameters compared with other hospi-
tal site selection parameters (Beheshtifar et al. 2010). For overlying the factors, some
Fuzzy operators, like AND, OR, Product, Sum, and Gamma operator can be imple-
mented (Kamran 2008; Esri (2011). The Overlay type for hospital locating was Gamma.
Figure 24 is the final map and presents the best spaces for locating hospitals in the study
area.
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Fig. 24. Map of Fuzzy overlay for eight parameters

The TOPSIS method results show that the existing hospitals in the city are under
the appropriate spaces. Still, in the Fuzzy Logic method, the existing hospitals are in
concordance with the new hospitals’ appropriate areas.
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Fig. 25. Hospital locating map extracted by TOPSIS

Fig. 26. Hospital locating map extracted by Fuzzy Logic



562 F. Fang-yu et al.

5 Conclusion

The shortage of land in urban areas moved cities toward adopting excessive density
policies to respond to the growing demand for services, especially in big urban areas
(Ranjbarnia et al. 2017). An important issue in health geography and health policy is the
analysis of the accessibility to hospitals (Paez et al. 2010).

This research examined the application of two site selection methods for modeling
hospital locating in urban land use. This study provides an application of the GIS for
modeling hospital locating in cities. Studying the parameters and storing them in GIS
software calculates each criterion’s weight using the AHP technique (by Expert Choice
software) and makes combined maps.

For analyzing the distribution pattern of hospitals, the Nearest Neighborhood method
was used to understand spatial patterns of urban phenomena before assessment. The
results of the Nearest Neighborhood demonstrate the inappropriate distribution of hos-
pitals in the area of study. The distribution hypothesis’s dispersed pattern with a 95%
level of significance is confirmed concerning standardized scores. So, for reorganizing
the inappropriate distribution of these hospitals the following eight criteria were used
from the AHP technique: distances from the river, industrial land uses, education land
uses, hospitals, sport land uses, and proximity to fire stations, areas of green space and
major roads.

Results show that the efficiency of considered models is not the same in hospital
site selection. The case study indicated the Fuzzy Logic model’s desirable function in
hospitals’ location in Amol city. The TOPSIS method results show that the existing
hospitals in the city are under the appropriate spaces. Still, in the Fuzzy Logic method,
the existing hospitals are in concordance with the new hospitals’ appropriate areas.
Therefore, the ability of the Fuzzy Logic method is close to reality. In general, GIS is a
powerful tool for locating urban facilities and demonstrates its capabilities by employing
diverse and robust methods at the same time.
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Abstract. The evolution of the concept of sustainability and the availability of
new statistical information requires constant checks on the set of indicators so that
they accurately carry out the task of representing well-being in our society. The
Sustainable Development Goals refer to several domains of development related
to environmental, social, economic, and institutional issues. For the environmental
sustainability is particularly interesting territorial protection and the water resource
issues and how statistical indicators can be helpful for urban planning and decisions
support systems. The numerous data available have been analysed at regional
level through multivariate statistical methodologies (Totally Fuzzy and Relative
method) capable of synthesizing the multiple information to assess the current
situation in the different Italian regions. The presence of multiple data updated
to 2019 allows researchers to develop a holistic approach to the evaluation of the
policies of government of the territory in place and to monitor the progress of
subsequent policies of intervention of the Italian government.

Keywords: Water discomfort · Ecological development · Sustainable
development goals

1 Introduction

At the heart of the United Nations 2030 Agenda of great importance is the theme of
sustainable development in the economic, social and environmental dimensions. Among
the many objectives are those concerning urgent ecological measures to combat climate
change, to protect the oceans, seas and marine resources and to manage forests by
combating desertification.

Clean water is an essential resource for human health, agriculture, energy production,
transport and nature. Also, if it is under multiple pressures. Currently, only 40% of
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Europe’s surface water bodies achieve good ecological status. In addition, even though
EU countries have managed to reduce selected pressures, the status of our freshwater
bodies remains unsatisfactory [1].

In Europe, in 2000, with the adoption of the Water Framework Directive, an integrated
ecosystem-based approach to managing water was introduced. Public safety and health
objectives were persued by the Drinking Water, Bathing Water and Floods Directives
[2]. While the directives tend to be very specific, the importance of water in relation to
biodiversity and marine policies is pursued through the EU biodiversity strategy to 2020
[3] and the priority objectives of the Seventh Environment Action Europe’s waters are
affected by pressures from pollution, overabstraction and physical changes.

Hydromorphology is considered a key parameter, because interaction between water,
morphology, sediments and vegetation creates habitats that determine the river’s eco-
logical status. Hydromorphological pressures are one of the main reasons that surface
water bodies fail to achieve good ecological status.

What is Italian evaluation of protection, and the water resource issues? How is it
possible to evaluate it?

The Sustainable Development Goals refer to various development domains relating
to environmental, social, economic and institutional issues [4]. This paper deals with
analyzing the relationships between the domains of the Sustainable Development Goals
(SDGs) and the statistical indicators relating to the protection of the territory and of the
water resource.

The numerous data available were analyzed at regional level using multivariate sta-
tistical methodologies (Totally Fuzzy and Relative method) capable of synthesizing the
various information to evaluate the current situation in the various Italian regions. The
presence of multiple data updated to 2019 allows for the development of a holistic app-
roach to the evaluation of the local government policies in place and the ability to monitor
the progress of the subsequent intervention policies of the Italian government.

2 The Statistical Indicators of the Sustainable Development Goals
Report (SDGs)

2.1 SDGs Project

The “Sustainable Development Goals” indicate what changes the nations and peoples of
the world are committed to achieving, by virtue of a global consensus, obtained through
a long, complex and difficult process of international and interdisciplinary dialogue and
collaboration.

The 2030 Agenda consists of 17 objectives that refer to different development
domains relating to environmental, social, economic and institutional issues, outlining
a global action plan for the next 15 years. The 17 objectives are divided into 169 Targets
(sub-objectives) that refer to different domains of economic, social and environmental
development; the United Nations Inter Agency Expert Group on SDGs (UN-IAEG-
SDGs) in 2017 proposed a system of over 230 indicators necessary for their monitoring,
which constitute the reference framework worldwide [5].

It is a highly complex system of indicators that includes both consolidated indicators
available for most countries, and indicators that are not currently produced or that have
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not yet been precisely defined at an interactional level. Starting from 2018, Istat makes
available, every six months, many indicators for Italy and publishes the “SDGs Report.
Statistical information for the 2030 Agenda in Italy”.

We briefly describe the 17 Sustainable Development Goals (SDGs): No Poverty; Zero
Hunger; Good Health and Well-Being; Quality Education; Gender Equality; Clean Water
and Sanitation; Affordable and Clean Energy; Decent Work and Economic Growth;
Industry, Innovation and Infrastructure; Reduce inequalities; Sustainable Cities; Respon-
sible Consuption and Production; Climate Action; Life Below Water; Life on Land;
Peace, Justice, and Strong Institution; Partnership for the Goals.

3 Statistical Indicators for the Protection of the Territory
and Water Resources

3.1 SDGs Indicators

The Italian National Recovery and Resilience Plan (NRRP) is part of the Next Generation
EU (NGEU) program, the 750-billion-euro package, about half of which is made up of
grants, agreed by the European Union in response to the crisis pandemic. The main
component of the NGEU program is the Recovery and Resilience Facility (RRF), which
has a duration of six years, from 2021 to 2026, and a total size of 672.5 billion euros
(312, 5 grants, the remaining 360 billion loans at subsidized rates).

The Plan is developed around three strategic axes shared at European level (digiti-
zation and innovation, ecological transition and social inclusion) and 6 missions. The
subject of territorial safety also finds space in the Mission, with prevention and restora-
tion interventions in the face of significant hydrogeological risks, the protection of green
areas and biodiversity, and those relating to the elimination of water and soil pollution,
and the availability of water resources.

The Sustainable Development Goals [5] refer to various development domains relat-
ing to environmental, social, economic and institutional issues. In particular, the Goals
considered for the purposes of the analysis for the protection of the territory and of the
water resource are shown in Table 1.
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Table 1. Goals, indicators, measures and data source.

Goal Indicators Measures Data source

Goal 6.1.1: Percentage of population
benefiting from safely
managed drinking water
services

Irregularities in water
distribution

(Istat, 2020,
percentage values)

Goal 6.1.1: Percentage of population
benefiting from safely
managed drinking water
services

Water supplied per capita (Istat, 2018, litres per
capita per day)

Goal 6.3.1: Percentage of civil and
industrial wastewater
treated safely

Urban wastewater with
secondary or advanced
treatment

(Istat, 2018, No. of
plants)

Goal 6.3.1: Percentage of civil and
industrial wastewater
treated safely

Coverage of the public
sewerage service

(Istat, 2018,
percentage values)

Goal 6.4.1: Change in efficiency in
the use of water resources

Efficiency of drinking
water distribution
networks

(Istat, 2018,
percentage values)

Goal 11.3.1: Ratio of land use rate to
population growth rate

Sealing and land use per
capita

(Ispra, 2019, m2 per
inhabitant)

Goal 11.7.1: Average percentage of the
urbanized area of cities
that is used as public
space, by sex, age and
people with disabilities

Incidence of urban green
areas on the urbanized
surface of cities

(Istat, 2019, m2 per
100 m2 of urbanized
surface)

Goal 15.3.1: Share of degraded land
out of the total land
surface

Soil waterproofing by
artificial cover

(ISPRA, 2019,
percentage values)

Goal 15.3.1: Share of degraded land
out of the total land
surface

Fragmentation of natural
and agricultural land

(ISPRA, 2019,
percentage values)

3.2 SDGs Index and Their Italian Distribution

Let’s carry out a first analysis by territorial division for the different sets:

• Set 1: Protection of water resources

– Water supplied per capita
– Efficiency of drinking water distribution networks
– Irregularities in the distribution of water
– Coverage of the public sewerage service
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• Set 2: Protection of the territory

– Waterproofing and land use per capita
– Soil waterproofing by artificial cover
– Fragmentation of the natural and agricultural territory
– Incidence of urban green areas on the urbanized surface of cities

From an initial analysis of the indicators for the protection of water resources, Italy is
among the European countries in the Mediterranean area that use the most groundwater,
springs, and wells; these represent the most important freshwater resource for drinking
water use on the Italian territory (84.8% of the total withdrawn). The infrastructural
situation remains critical in some areas of the country, mainly due to the presence of
physical losses (deterioration of the systems, breakages in the pipes, defective joints,
etc.) and to a minimum part of physiological and administrative losses (unauthorized
connections, measurement errors of the counters).

The volume supplied per capita increases with the growth of the resident population
and in the territories where there is a greater concentration of non-residential uses. In
the municipal drinking water distribution networks, 215 L per inhabitant are supplied
daily in 2018 (Table 2), about 5 L less than in 2015.

The efficiency of municipal drinking water distribution networks has been steadily
worsening since 2008: the share of injected water reaching end users was 58.0% in 2018
(0.6 percentage points less than in 2015). Efficiency is declining for more than half of
the regions. The most critical situations are concentrated above all in the regions of the
Centre (51.3%) and the South (52.1%).

In 2018, 10.4% of families complained of irregularities in the water supply service
in their home. In the North, the percentage of families reporting inefficiencies reaches
minimum values (3%); in the Centre, almost one in ten families (10.6%) complains of
irregularities, while in the South this percentage rises to 21.2%.

About nine out of ten inhabitants (87.8% of residents) in 2018 are connected to the
public sewerage system, regardless of the subsequent purification treatment. There are
7.3 million residents not connected to the public sewerage system. The area with the
greatest coverage of the sewerage service is the North (90%).

Table 2. Indicators for the protection of water resources by territorial division (year 2018)

Territorial
distribution

Water supplied
per capita

Efficiency of
drinking water
distribution
networks

Irregularities in
the distribution of
water

Coverage of the
public sewerage
service

North 238 65.7 3.0 90.0

Centre 190 51.3 10.6 85.5

South 199 52.1 21.2 86.3

Italy 215 58.0 10.4 87.8

Fonte: our elaboration on SDGs.
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The degradation of the territory, understood as the loss of ecological functionality,
is monitored through the dynamics of land consumption, which Italy has committed to
eliminating by 2030 with the National Strategy for Sustainable Development (2017).
The “consumed” soil is that occupied by urbanization and made waterproof by arti-
ficial coverings (soil sealing). However, an excessive fragmentation of open spaces is
also a degradation factor, since the barriers constituted by buildings and infrastructures
interrupt the continuity of ecosystems, making even unoccupied but not large enough
spaces ecologically inert and unproductive. Furthermore, in a fragile territory like the
Italian one, soil consumption is also a significant factor of hydrogeological risk and
deterioration of the landscape.

The per capita waterproofing and land use index in 2018 increased for the fifth
consecutive year, resulting in 357 m2 per inhabitant (Table 3). The soil sealed by artificial
coverings is equal to 7.1% of the national territory (8.5% in the North, 6.5% in the Centre,
5.9% in the South). However, the goal of zero land use is not yet within reach.

According to Ispra estimates, 44.3% of the Italian natural and agricultural territory
has a high or very high degree of fragmentation. A joint representation of the variations
in fragmentation and soil sealing over the last two years summarizes the recent trends
in soil consumption and their impact on the environment and landscape.

Another goal for 2030 is to provide universal access to safe, inclusive and accessible
public green spaces, especially for women and children, the elderly and people with
disabilities. In 2018, the incidence of urban green areas on the urbanized surface of
cities was 8.5% in Italy with slightly higher values in the North and lower in the South.

Table 3. Indicators for the protection of the territory by territorial division (year 2018)

Territorial
distribution

Waterproofing
and land
consumption per
capita

Waterproofing of
the soil from
artificial cover

Fragmentation of
the natural and
agricultural
territory

Incidence of urban
green areas on the
urbanized surface
of cities

North 409 8.5 43.8 11

Centre 389 6.7 47.5 7.8

South 426 5.9 43.3 5.5

Italy 357 7.1 44.3 8.5

Fonte: our elaboration on SDGs.

4 A Multidimensional Approach for the Identification of the Areas

4.1 The Fuzzy Approach

The development of fuzzy theory initially stems from the work of Zadeh [6] and sub-
sequently was conducted by Dubois and Prade [7]. The fuzzy theory develops starting
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from the assumption that each unit is not univocally associated with only one but simul-
taneously with all the categories identified on the basis of links of different intensity
(degrees of association).

The first measurement based on the fuzzy set theory, named TF (Totally Fuzzy),
was suggested by Cerioli and Zani [8]. This logic can be applied to both continuous and
ordinal variable cases. However, in the latter case, the maximum and minimum values
can be determined by assuming the value of the lowest category as minimum and the
highest as maximum.

Cheli and Lemmi [9] have proposed a generalization of this approach, called Totally
Fuzzy and Relative (TFR). This method is also called “totally relative” because the value
of the membership function is entirely determined by the relative position of the individ-
ual in the distribution of the population. The fuzzy TFR approach consists in defining
the measurement of an individual’s degree of belonging to the totality fuzzy, included in
the interval between 0 (with an individual who does not demonstrate a clear belonging)
and 1 (with an individual who demonstrates a clear belonging). Mathematically, such a
method consists of the construction of a function of membership to “the fuzzy totality
of the poor” which is continuous in nature, and “able to provide a measurement of the
degree of poverty present within each unit”. Supposing the observation of k indicators of
poverty for every family, the function of membership of i-th family to the fuzzy subset
of the poor may be defined thus:

f (xi.) =

k∑

j=1
g(xij).wj

k∑

j=1
wj

i = 1, . . . , n (1)

The values wj in the function of membership are only a weighting system, as for the
generalization of Cerioli and Zani, whose specification is given:

wj = log
(

1/g(xj)
)

(2)

Theoretically when g(xj) = 1 all units demonstrate the j-th symptom and the cor-
responding weight wj results equal to zero; when g(xj) = 0 then wj is not defined, or
rather Xj is not an appropriate indicator for that collective.

The weighting operation is fundamental for creating synthetic indexes, by the aggre-
gation of belonging functions of each single indicator. An alternative, by Betti, Cheli
and Lemmi [10] starts from the conjoint use of the coefficient of variation as the first
component of the set of weights, with the correlation coefficient, as the second compo-
nent. The new set of weights, that is proposed for continuous variables, considers two
factors, described in the following multiplicative form:

wj = w(a)
j ∗ w(b)

j (3)

where:

w(a)
j = σj

μj
(4)
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is given from the coefficient of variation of Xj

w(b)
j = 1 −

∑

l �=j
ρ(Xj, Xl)

k∑

l=1
ρ(Xj, Xl)

(5)

is given from the complement to one of the ratio between the sum of all correlation
coefficients, left out the j array, and the whole sum of correlation coefficients referring
to Xj. For further analyses please refer to other works [11, 12].

The indices were grouped into several sets characterized by different situations in the
different components considered (Set 1 Protection of the water resource; Set 2 Protection
of the territory). The Total Fuzzy and Relative method was applied to the data of all the
Italian regions, obtaining a value of the individual weights wi, which varies according
to the level of importance in determining the quality of the situation.

4.2 The Results Deriving from the Application of the Totally Fuzzy and Relative
Approach

Once the sets of indicators for the 2 considered components were identified, the mini-
mum, maximum and average values were found for each indicator of the different sets
(Table 4). The indicators have been transformed in such a way that high values are sig-
nificant for regional situations of poor health, conversely low values are significant for
favourable conditions that do not require public intervention.

Table 4. Results of the application of the TFR method in relation to the distribution function and
the weights of the various indices.

Indicators Minimum Maximum Mean gmean Weight wj

- Water supplied per capita 152 446 235 0.4 0.8

- Efficiency of drinking water
distribution networks

0.0 1.0 0.6 0.6 0.5

- Irregularities in the distribution of
water

0.7 39.6 10.0 0.3 1.3

- Coverage of the public sewerage
service

2.7 24.0 10.6 0.4 0.8

- Waterproofing and land use per capita 2.1 562 6.3 0.6 0.6

- Soil waterproofing by artificial cover 240 12.0 410 0.4 0.8

- Fragmentation of the natural and
agricultural territory

1.2 66.7 39.2 0.5 0.6

- Incidence of urban green areas on the
urbanized surface of cities

0.0 1.0 0.5 0.5 0.7
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For each set of indicators, the fuzzy value and the relative values connected to it have
been calculated. Of particular interest is the analysis of the weights wj which indicate
the relevance of the indicator on the set considered. As already specified, high values
of this indicator denote a strongly discriminating condition in determining the result. In
our case the values of the weights of the indicators relating to the irregularity in water
distribution (wj = 1.3), those relating to the quantity of water supplied, the coverage of
the sewerage service and the waterproofing of the soil are particularly discriminating.
from artificial roofing (wj = 0.8). Conversely, the weights of the indicators relating to
the inefficiency of the drinking water distribution networks appear less discriminating
(wj = 0.5).

As a result of the application, we have classified the Italian regions based on fuzzy
values, obtaining the classification shown in Table 5. We recall that high values are
significant for regional situations of water or territorial degradation which therefore
require national interventions.

Table 5. Composition in absolute values and percentages of the provinces by belonging to the
fuzzy classes

Fuzzy value Number of regions %

Water protection Territory protection Water protection Territory protection

0.0–0.2 2 0 10% 0%

0.2–0.4 9 6 45% 30%

0.4–0.6 6 7 30% 35%

0.6–0.8 2 5 10% 25%

0.8–1.0 1 2 5% 10%

Total 20 20 100 100

4.3 Spatial Distribution of Fuzzy Values

In this paper, the representation of the values attributed to the individual geographic
areas, corresponding to the regions, occurs through cartograms, associated with “natural”
interval classes, defined within the distribution.

Applying the Total Fuzzy and Relative method on the data of all Italian regions,
as described in the previous paragraph, three synthetic indices were obtained (Table 5)
that describe the territorial distribution of the indicators that are represented in the next
Fig. 1.

It thus emerges that for the set related to the indicators related to the protection of
the water resource most of the regions are in an average condition while 3 regions have
strong deficiencies with fuzzy values between 0.6 and 1 (Calabria, Molise, Sicilia).

Regarding the indicators linked to the protection of the territorial resource, there
is instead a greater equidistribution in all classes with the presence of 7 regions in
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Fig. 1. Territorial distribution by region of the fuzzy values for Water protection assessed through
indicators for the achievement of the Sustainable Development Goals Agenda 2030.

Fig. 2. Territorial distribution by region of the fuzzy values for Territory protection assessed
through indicators for the achievement of the Sustainable Development Goals Agenda 2030.

conditions of territorial degradation (Fig. 2): Puglia, Veneto with very high degradation
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values (close to 1), Molise, Campania, Lombardy, Emilia-Romagna and Tuscany with
high values (between 0.6 and 0.8).

5 Conclusions

In continuity with the European Green Deal, the National Recovery and Resilience Plan
represents an opportunity for further development in this area, providing for reforms and
substantial investments for the promotion of circular economy solutions, the improve-
ment of the capacity for efficient and sustainable management. of waste, the strength-
ening of the infrastructures for waste treatment and separate collection, the reduction of
the Italian North/South gap.

Sustainability indicators are key tools to assess such integration, but initiatives are
diverse and there is no agreed framework for the assessment of such interactions and
feedbacks.

The results of the analysis conducted with the fuzzy method show a significant
difference in the starting conditions between the different Italian regions.

While water protection policies once again show the gap between North and South,
territorial protection highlights a different starting point between the Italian regions
which is independent of this gap and appears more linked to more articulated regional
differences.

It is certainly important and necessary to spend the huge resources made available
by Europe within the required time frame (by 2026), but it is perhaps even more so to do
so that they can multiply their effectiveness and become not mere expenses but effective
investments capable to offset the debt that Italians have accepted to assume for the next
few years with a view to restructuring the overall organization of the country and making
it more resilient to increasingly frequent and unpredictable events that jeopardize the
well-being achieved from a perspective of sustainability.

To do this, it seems to us that the analyses conducted show the need to allocate
these resources not only through competitive tenders based on the criterion of the best
response to the tender criteria, but also on the basis of the different starting conditions.

Territorial disparities do not resolve by themselves, as most of the experiences carried
out in the world in development policies have now taught us, starting from the well-known
ones of the United Nations [13–15] in what were once called least developed country
up to those of the cohesion fund of the European Union [16].
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Abstract. Computing percentages or proportions for removing the
influence of population density has recently gained popularity, as it
offers a deep insight into compositional variability. However, data are
constrained to a constant sum and therefore are not independent obser-
vations, a fundamental limitation for applying standard multivariate sta-
tistical tools. Compositional Data (CoDa) techniques address the issue
of standard statistical tools being insufficient for the analysis of closed
data (i.e., spurious correlations, predictions outside the range, and sub-
compositional incoherence) but they are not widely used in the field of
population geography. Hence, in this article, we present a case study
where we analyse at parish level the spatial distribution of Danes, West-
ern migrants and non-Western migrants in the Capital region of Den-
mark. By applying CoDa techniques, we have been able to identify the
spatial population segregation in the area and we have recognised pat-
terns in the distribution of various demographic groups that can be used
for interpreting housing prices variations. Our exercise is a basic exam-
ple of the potentials of CoDa techniques which generate more robust and
reliable results than standard statistical procedures in order to interpret
the relations among various demographic groups. It can be further gen-
eralised to other population datasets with more complex structures.

Keywords: Population geography · Migration · Compositional data ·
Cluster analysis · House prices

1 Introduction

In population geography, it is often more interesting to analyse proportions, such
as the percentage of people in a region with an income below the poverty line
or the proportion of people fully vaccinated against COVID-19, than absolute
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population numbers. In this sense, the variable of interest is normalised so that it
does not depend on the total population of the region [9], thus allowing an intu-
itive analysis of spatial patterns (e.g., distribution of poverty or vaccinate rates
across regions). This normalisation explicitly describes the internal structure of
the explored system. However, the data are constrained to a constant sum (e.g.,
1 for proportions or 100 for percentages) and, therefore, they are dependent; if
the share of one subgroup increases, another one has to decrease to retain the
sum [24]. This violates a fundamental assumption of most standard statistical
analysis and alternative methods are thus required.

These data are known as compositional data (CoDa) and have been widely
used in many kinds of interdisciplinary analysis [2]. Aitchison first described
the theoretical background to handle such data based on log-ratio transforma-
tions [1]. However, this approach is still not widely used despite the associ-
ated issues that arise when analysing them with standard statistical procedures;
i.e., spurious correlations, predictions outside the range, or problems with sub-
compositional coherence [20]. In fact, CoDa methods have been mainly applied in
the geosciences but even in this field it is not a standard procedure [5]. Instances
of CoDa application range from soil and geochemical surveys [34], water and
groundwater studies [6], to the evaluation of the link between indoor radon and
topsoil geochemistry [14]. Outside of the geosciences, the technique is gaining
popularity across different studies in various fields including the evaluation of
urban water distribution [10], health studies [22], nutrition research [7], and
forecast of energy consumption structures [32].

Human geography is no exception regarding the limited use of CoDa tech-
niques. Often geographers apply standard statistical and geostatistical tools to
analyse compositional data (e.g. percentage of young, working age and elderly
population in a region; percentage of rented/owner households; unemployment
rates) even though these tools have been designed for unconstrained data and
are deemed insufficient or unsuitable for such analysis. Lloyd, among others
[19], warned about these problems and introduced tools for dealing with compo-
sitional data in population studies. Nonetheless, the research community has not
widely adopted these tools with the exception of some recent studies. Specifi-
cally, CoDa techniques have been utilised for evaluating socio-spatial segregation
[8], studying child mortality levels and trends [13], forecasting population age
structure [33], or visualising three part compositions in demographic analysis
[27]. To the best of our knowledge, there are no studies that use the full range of
CoDa techniques to analyse migration data and only Nowok [23] has proposed
the use of ternary diagrams for evaluating migration flows.

In this article, we therefore show the applicability of compositional data
techniques in population geography analysing the spatial population structure
of the capital region of Denmark as a case study. Our aim is to stress the need
of CoDa techniques in this type of studies to get robust and reliable results
about the compositional variability of the population. We used parish-level data
for the year 2020 from Statistics Denmark to analyse the spatial distribution of
the three main population categories as defined by the national statistics based
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on migration background: people of Danish origin, Western and non-Western
migrants. After performing a log-ratio transformation (i.e., balances), we carried
out a hierarchical cluster analysis for detecting areas where migrants settle down
preferentially in the Capital region of Denmark. Furthermore, we explored the
association between migration, considering also the area of origin, and housing
prices.

It is well known that house prices and migration are closely related with
profound implications on urban planning. There is a two-way causal relationship
between migration and house prices [18]. On the one hand, a rise in house prices
increases a household’s housing equity and, therefore, ability to migrate, since
homeowners have a higher financial flexibility for purchasing a new house. At
the same time, high house prices make the house unaffordable, thus limiting the
number of potential buyers. This way, price differences between regions where
migrants live and regions where they intend to move affect in- and out- migration
rates. Moreover, the expectation of future house prices also plays an important
role in the decision to move [25]. On the other hand, migration increases housing
demand and consequently prices [31]. An example of this effect has been found
in Sweden where “a 1% increase in the foreign-born population results in a
0.8% increase in house prices, which increases to 1.2% if internal migration is
also accounted for” [30]. However, data that contain relative information (e.g.,
percentage of young, working age and elderly population; share of the population
with a certain education level; or percentage of migrants) were used in the models
and thus the analysis would be benefited from applying CoDa techniques to avoid
possible issues with non-independent observations.

2 Theoretical Background

The main idea in Aitchison’s proposal for analysing compositional data was to
transform them in a way that allows their analysis with standard statistical tools,
designed for unconstrained data. He therefore introduced the concept of log-
ratio transformations: the additive log-ratio transformation (alr) and the centred
log-ratio transformation (clr). In 2003, Egozcue [11] proposed a new family of
transformations called isometric log-ratio transformations (ilr) to overcome some
of the limitations of the alr and clr transformations. However there is no single
best transformation and all of them have their strengths and limitations [22]. In
all types of transformations special attention should be put on the case of zeros,
since the logarithm of 0 is undefined [20,21].

The alr transformation for a compositional vector x = [x1, x2, . . . , xD], with
positive components (xi > 0) summing to a constant (

∑D
i=1 = k), is defined as

[20]:
alr(x) = log(

x1

xD
,

x2

xD
, ...,

xD−1

xD
) (1)

The alr transformation is useful for parametric modelling. However, it is not
invariant under permutation of the components and it is not isometric between
the simplex (the sample space of compositional data; x = [x1, ..., xD] ∈ SD)
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and the real space (RD−1) [2,5]. In order to address the limitations of the alr
transformation, the clr transformation was proposed:

clr(x) = log(
x1

g(x)
,

x2

g(x)
, ...,

xD

g(x)
) (2)

where g(x) is the geometric mean of the part of the composition. The clr trans-
formation solves the problem of symmetry and, unlike the alr-transformed vari-
ables, ordinary distances can be computed [20]. The clr transformation is useful
for generating biplots [3,20], but it cannot be used for parametric modelling [5].
Considering this constraint, Egozcue et al. [11] finally proposed the ilr transfor-
mation:

y = ilr(x) = (y1, y2, ..., yd−1) ∈ R (3)

where:

yi =
1

√
i(i − 1)

ln

⎛

⎜
⎝

∏i

j=1
xj

(xi+1)i

⎞

⎟
⎠ for i = 1, ...,D − 1 (4)

The ilr transformation allows using all the standard multivariate procedures
[11] but the ilr coordinates may be difficult to interpret. The Sequential Binary
Partitions method was therefore developed [12]. The result is a particular case of
ilr coordinates (i.e., balances) that represent the relationship between two groups
of parts allowing the interpretation of their inner connections. The difficulty is
to select the correct partitions for obtaining meaningful interpretations and it
should be done based on expert knowledge and/or by compositional biplots [20].
The general formula for balances is:

bi =
√

rs

r + s
ln

⎛

⎝
(
∏

+
xj)

1
r

(
∏

− xk)
1
s

⎞

⎠ for i = 1, ...,D − 1 (5)

where
∏

+
and

∏

− are the parts coded as + or – in the partitioning scheme
and r and s the number of components in the + and – partition.

3 Data and Methods

This section introduces the population data and the data on housing prices used
for the study. Moreover, it describes the application of CoDa techniques on the
data.

3.1 Population Data at Parish Level

Data at parish level have been obtained from Statistics Denmark [29]. The table
contains information about the population at the first day of the year and divides
it in five ancestry groups: persons of Danish origin, immigrants from Western
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countries, immigrants from non-Western countries, descendants from Western
countries, and descendants from non-Western countries. The concepts of ‘immi-
grants and descendants ’ and ‘western and non-western countries ’ do not occur
in other countries and are defined by Statistics Denmark (DST). According to
DST, western countries are all 28 EU countries, Andorra, Iceland, Liechtenstein,
Monaco, Norway, San Marino, Switzerland, Vatican State, Canada, USA, Aus-
tralia, and New Zealand, while all other countries are non-western countries.

We selected only the data referring on the capital region of Denmark in 2020.
We also assumed that immigrants and their descendants behave similarly and
thus we merged them to simplify the interpretability of our case study. Finally,
we closed the dataset to represent percentages over the total population in each
parish. Table 1 and Fig. 1 show the summary statistics of the percentages and
the spatial distribution respectively.

Table 1. Summary statistics of population data (in percentage) by parish (N = 127).

Value Danes Non-western Western

Mean 77.8 14.5 7.7

Median 79.6 11.5 7.1

IQR 72.9–84.3 7.7–17.7 4.9–9.7

Range 21.2–94.6 2.7–69.9 2.7–19.9

Fig. 1. Population distribution [%] in the capital region of Denmark.

3.2 House Prices

We obtained the individual house prices from the Building and Dwelling Register
(BBR - https://teknik.bbr.dk/forside). We used all residences for year-round liv-
ing (i.e., excluding summer houses and similar seasonal housing) and we selected
from the main residential buildings only those that are on the ordinary free trade
(sales between parties who are not members of the same family and sales that
are not considered as a partial gift) or public sales, assuming that they also

https://teknik.bbr.dk/forside
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represent a market value. Furthermore, we filtered out dwellings that are not
used for residential purposes, are smaller than 10 m2, or have no value. Colleges
and residential buildings for institutions (i.e., different kinds of dormitories) were
excluded from the data analysis since they are mainly outside of the free market.
We calculated the mean and the median prices in 1.000 Danish kroner per square
meter (kDKK · m−2) along with the number of dwellings per parish (Table 2
and Fig. 2).

Fig. 2. Spatial distribution of parish-level median house price in 2020.

Table 2. Summary statistics at parish level (N = 125)

Value N. House House prices (kDKK · m−2).

Mean Median

Mean 150.1 82.8 46.2

Median 127.0 42.3 38.0

IQR 85.0–182.0 33.2– 61.2 31.1–47.4

Range 7.0–637.0 22.1–1,132.9 0.4–602.6

3.3 Compositional Data

The Sequential Binary Partition for our balance calculation has been carried out
based on the compositional biplot as presented in Fig. 3(A). The first compo-
nent differentiates mainly non-Western migrants from other inhabitants, and
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Fig. 3. A) Compositional Biplot, and B) balance-dendrogram of the selected partition.

Table 3. Partition scheme.

Danes Western Non-Western Balance R S

1 1 –1 b1 2 1

1 –1 0 b2 1 1

it accounts for about 73% of the variance. The second component explains
the remaining 27% and mainly separates the native population from Western
migrants (Fig. 3A).

Table 3 and Fig. 3B display the selected partition for the balances.
The equations for estimating the two balances are:

b1 =

√
2
3

ln
(

(Danes · Western)0.5

NonWestern

)

(6)

b2 =

√
1
2

ln
(

Danes

Western

)

(7)

where Danes, Western, and Non-Western are the percentages of each population
group in the parish.

Using these balances, we performed a hierarchical cluster analysis to inves-
tigate whether there are parishes with similar population distributions and
whether they are spatially aggregated or not. We used an agglomerative cluster-
ing with the Ward’s method, which minimises the total within-cluster variance.
The analysis was carried out with the function hclust (see complementary mate-
rial) of the R-software [26]. Finally, we evaluated the spatial autocorrelation of
the balances.
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4 Results

This section summarises the obtained findings in our case study area. Our aim is
to demonstrate the applicability of CoDa techniques not only in migration stud-
ies but generally in population geography showing how log-ratio transformations
can be used in spatial data analysis (e.g., cluster analysis). For this purpose, we
analyse the structure of the population divided in three groups following initially
a ternary-balance scheme technique and then examining the similarities among
nearby observations and clusters.

4.1 Ternary Diagram of Population Structure

Population structure varies significantly across the capital region of Denmark.
The use of colour composition with the rainbow-like surfaces consists an effi-
cient way to visualise the proportions among the three investigated groups and
immediately indicates the composition of the population. Figure 4 illustrates the
population structure in the ternary plot centred over the compositional mean
(80.1%, 7.4%, 12.5% of Danes, Western, and non-Western population respec-
tively). Specifically, the shades of brown indicate parishes with higher propor-
tions of Danes than the compositional mean while the shades of green and pink
indicate higher proportions of Western and non-Western migrants correspond-
ingly. As the map shows, Western populations prevail in parishes in the city
centre while non-Western citizens tend to settle down in the western periph-
eral parishes with percentages up to 41.6%, 49.61%, and 69.85% for Husumvold,
Haralds and Tingbjerg parishes respectively.

4.2 Balances

The compositional biplot (Fig. 3A) shows similar patterns as observed in the
ternary diagram. Non-western migrants dominate component 1, with an opposite
direction than Danes and Western migrants. Therefore, we selected a partitioning
scheme (Table 3 and Fig. 3) that separates mainly non-Western migrants from
Danes and Western migrants (b1), and then Western migrants and Danes (b2).
High values of b1 indicate a smaller proportion of non-Western population and
high values of b2 a smaller proportion of Western citizens (Fig. 5).

The balances show positive spatial autocorrelation (Table 4), suggesting some
degree of spatial structure in the population by its origin. The local indicators
of spatial association (LISA - [4] for both balances (Fig. 6) confirm that non-
Western migrants tend to live in the peripheral western parishes (blue colours
in b1) while Western migrants tend to settle down around the city centre (blue
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Fig. 4. Ternary diagram of the population distribution in 2020 (Danes - people of
Danish origin, Wst - Western population, Non-wst - Non-Western population).

Table 4. Moran’s I for each balance.

Balance Index Expectation Variance Statistic p-value

b1 0.470 –0.008 0.003 8.563 5.503 × 10−18

b2 0.542 –0.008 0.003 9.837 3.915 × 10−23

Method: Moran I test under randomisation. Alternative: greater

colours in b2). Furthermore, the presence of non-Western migrants is reduced in
the Eastern coast of the capital region (red colours in b1). On the other hand,
Danes avoid the city centre and the parishes to the south, north and west tend
to have high percentage of national residents (red colours in b2).
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Fig. 5. Balances vs. population distribution percentages.

4.3 Hierarchical Cluster

We identify two main clusters in the data with different proportions of Western
migrants and then each one of them is further divided based on the proportion
of non-Western migrants. The cluster dendrogram of Fig. 7 shows the first level
of division by low and high proportions of Western migrants in the blue boxes
(upper) and the second level of division based on the proportions (low/high) of
non-Western migrants in the orange boxes (lower). We summarise the composi-
tional means of these four clusters in Table 5 where CL1 and CL2 concentrate a
high percentage of Western migrants with a respectively low and high percent-
age of non-Western migrants. Correspondingly, CL3 and CL4 have low concen-
tration of Western migrants with a respectively low and high concentration of
non-Western migrants.
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Fig. 6. LISA plots of the two balances (b1 and b2). (Color figure online)

Fig. 7. Cluster dendrogram with the two balances.

Figure 8 spatially maps the distribution of these clusters by parish. Cluster
CL1-2 (blue colours) has a median percentage Western migrants of around 10%,
while their proportion in CL3-4 (orange colours in Fig. 8) is approximately 5%.
This supports the findings of the previous subsections about the tendency of
the Western migrants to live in the central parishes. These two main clusters
are further divided into four clusters (CL1-2 into CL1 and CL2; and CL3-4 into
CL3 and CL4) based on the proportions of the non-Western population. In this
regard, CL2 has a higher proportion of non-Western population than CL1 (i.e.
24.1% and 7.8%, respectively), while CL4 has a higher proportion of non-Western
than CL3 (i.e. 20.5% and 8.9%, respectively). Again, we observe the preference
of non-Western population for the peripheral western parishes (CL2 - light blue;
and CL4 - light orange; Fig. 8). Finally, CL3 shows the parishes with the highest
proportion of national citizens with values around 85.9%.
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Table 5. Compositional mean of the four clusters.

Cluster N Parishes Danes Western Non-western

1 32 81.0 11.2 7.8

2 31 66.6 9.3 24.1

3 48 85.9 5.2 8.9

4 16 74.8 4.7 20.5

Fig. 8. Spatial distribution of the four clusters.

4.4 House Prices

Analysing the housing prices in the four clusters, there are some clear differences
in the mean and median values (Table 6). In general, CL1 and CL2 have higher
values (i.e. mean around 57.0 and 41.7 kDKK/m2; and median of 50.7 and 38.6
kDKK/m2, respectively) than CL3 and CL4 (i.e. means of 38 and 27 kDKK/m2,
and medians of 35.6 and 27.0 kDKK/m2, respectively).

A ternary diagram with the median housing prices and the population distri-
bution in Fig. 9 also shows the differences in the median house prices by parish
and their association with the clusters. The parishes of CL1, where the pro-
portion of Western migrants is the highest and the proportion of non-Western
migrants is relatively low, have the highest median housing prices. Furthermore,
house prices decrease with the proportion of non-western migrants, being CL2
the cluster where we observe it clearer. In this sense, in CL2 the proportion of
non-Western migrants change remarkably from around 10% to up to approxi-
mately 45% (there are two parishes with even more proportion of non-Western
migrants; i.e. Haralds and Tingbjerg with 49.61%, and 69.85% respectively, but
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Table 6. House price statistics in each cluster.

Cluster CL1 CL2 CL3 CL4

(N = 32) (N = 29) (N = 48) (N = 16)

Mean values (kDKK · m−2)

Mean 119.8 82.9 65.7 59.9

Median 57.0 41.7 38.2 27.2

IQR 50.7–98.7 37.3–60.8 31.4–49.8 24.8–33.5

Range 39.4–1,132.9 22.1–554.6 22.2–554.7 22.5–333.6

Median values (kDKK · m−2)

Mean 67.6 37.3 35.8 50.9

Median 50.7 38.6 35.6 27.0

IQR 46.9–54.5 34.2–42.0 30.1–40.2 24.7–32.0

Range 37.1–602.6 0.4–70.8 20.5–55.6 5.1–367.3

there were no data of housing sales on the ordinary free trade or public sales in
these parishes in 2020), and the median house price decrease from values around
45 kDKK/m2 to 25 kDKK/m2, respectively.

Fig. 9. Population distribution (in percentage) and housing prices (median values in
kDKK · m−2).

5 Discussion

The hierarchical clusters analysis over the log-ratio transformed data has allowed
us to detect four main spatial clusters which clearly characterise parishes accord-
ing to their population structure (i.e., people of Danish origin, Western migrants,
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and non-Western migrants). As expected, Danes are the main population in
the region. They tend to avoid the city centre and are more attracted by
the parishes of southern Amager and the north-west capital region. Western
migrants, on the other hand, prefer the central areas while the proportion of
non-Western migrants increases in the western peripheral parishes. Addition-
ally, the ternary diagram (Fig. 4) has also allowed us to graphically identify
parishes with a very high percentage of non-Western migrants; i.e., Husumvold,
Haralds and Tingbjerg parishes with values up to 41.6%, 49.61%, and 69.85%;
respectively, and manly due to a diminution of Danes (51.20%, 45.47%, 21.24%;
respectively) rather than Western migrants (7.20%, 4.91%, 8.90%; respectively).
These parishes are examples of what the Danish authorities call ‘parallel soci-
eties’ or ‘ghettos’, which trigger political actions [17,28]. Our observations also
are in agreement with previous studies [15] and confirm a degree of socio-spatial
segregation in the capital region of Denmark.

It is important to note that different phenomena can lead to the same propor-
tions in the data. Compositions only give information about the relative magni-
tude of its components but not the absolute values [2] and additional information
would be needed in order to make inferences with the absolute values. In our
study, for example, we have seen the spatial segregation of the population by its
origin but we cannot interpret its causes; e.g., if it is an effect of socio-economic
segregation or diaspora, where immigrants tend to settle down in areas with
existing migrant networks and an ethnicity background similar to their country
of origin. This is actually a limitation of any observational study, which helps to
make hypothesis about the phenomena we are investigating but further studies
would be needed to verify them. CoDa techniques are however more robust than
ordinary statistics methods because they alleviate issues with spurious correla-
tions and they avoid problems with sub-compositions since the results obtained
by using the whole dataset do not contradict results obtained by only a subset
[2].

Regarding house prices and migration, we interpret that the differences in
the median house prices we observed in each cluster are probably influenced or
related more by their location than the population structure. On the one hand,
CL1 and CL2 parishes are central parishes close to the city centre where we can
expect more amenities and, therefore, people may be willing to pay more for their
house in these areas than for further away ones. On the other hand, the central
area of the capital region is more densely populated than the periphery [15] so
we can expect a higher demand for houses in these parishes which may lead to
an increase in the housing prices. However, if we compare the values within the
two main clusters (i.e., CL1 vs. CL2 and CL3 vs. CL4), the prices are lower
in the parishes where the proportion of non-Western population is relatively
high (around 20%, Table 5). It seems therefore that the relative numbers of
non-Western and Western migrants are also associated with the median housing
prices (Table 6) and thus population structure should also be taken into account
when we evaluate house prices.
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While our analysis is limited to a small number of socio-economic variables,
our results point to two different kinds of segregation that can be observed in
the Danish capital region. The clustering of native Danes and Western immi-
grants on the one hand and high concentrations of non-Western immigrants in
a relatively small number of parishes on the other hand indicates racial segrega-
tion. Taking into account house prices, we further see that Western migrants are
concentrated in the central parishes, which are characterised by higher prices,
whereas the parishes with high numbers of non-Western show lower house prices.
This correlation therefore also indicates socio-economic segregation.

6 Conclusions

CoDa techniques are more robust and appropriate than standard statistical
and geostatistical methods when we are analysing closed data (e.g. percent-
ages) because they avoid spurious correlations, predictions outside the range,
and have no problems with sub-compositional coherence. However, they still are
not widely used in population geography. In the present study, we demonstrate a
showcase applying CoDa techniques in order to promote their use and adoption
in a wider range of applications in population studies and spatial analysis. We
specifically carried out a case study from the capital region of Copenhagen and
evaluated the obtained results and the ways of interpreting them along with the
applicability of the methodology in this field. In this regard, we studied the pop-
ulation distribution divided into people of Danish origin, Western immigrants,
and non-Western immigrants and its possible relationship with house prices.

Our analysis facilitates the analysis and the interpretation of the socio-spatial
segregation in the capital region of Denmark. We detected four main cluster
regions with clear differences in the composition of population in terms of migra-
tion backgrounds. Furthermore, we performed an analysis to relate these vari-
ation in migration patterns to the median house prices at parish level. CoDa
techniques show great potential in recognising such trends and patterns but
we only shortly discussed the associations between migration and house prices.
Differently put, despite a broad range of factors (e.g. property size, condition,
proximity to transportation) influences house prices, they all are considered out
of the scope of this study apart from the migration component. Our results,
therefore, need to be taken with caution and further investigation is required
to evaluate the causal relationship between migration and house prices in the
capital region of Denmark.

We showed how balances can be used for alleviating the issue of data interpre-
tation with CoDa methods. There is still some complexity in the interpretation
of models based on balances and some researchers [16] have proposed the use
of amalgamated logratios (i.e., sum of compositional parts) which produce more
comprehensible results with minimal cost. We aim on further investigating their
use in population geography in the future. Overall, our exercise is a good exam-
ple of how CoDa methods could be used for exploratory spatial data analysis of
various demographic groups. Although it may be a basic case study with only
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three components, it can be generalised to other population datasets with numer-
ous possible applications and advantages ranging from getting a general insight
into the compositional variability of population structures to the identification
of clusters and the interpretation of complex socio-economic phenomena.
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Abstract. Estimating groundwater flows in karst-dominated landscapes is diffi-
culted by the lack of observed groundwater flows and the uncertainty in hydroge-
ological parameters (hydraulic conductivity, specific storage and yield, porosity,
anisotropy, etc.). The State of Florida (USA) landscape is dominated by the largest
geographic area of geologically young carbonate and rocks with well-developed
karst features in North America. In this research, a MODFLOW groundwater
model for central Biscayne Bay is presented. The Bay is surrounded by karst ter-
rain. The groundwater model is loosely linked to a hydrodynamic model to estimate
salinity concentrations at the Biscayne Bay’s central coast. The loose-link model
framework is shown to improve salinity estimations in 50% from estimations that
do not include groundwater contributions to the Bay. A statistical comparison of
simulated concentrations versus observed data demonstrates that the loose-link
model simulates salinity concentration values and trends within acceptable mar-
gin of errors (0.72 < R < 0.77; 0.52 < R2 < 0.59; 0.62 < K-G < 0.70; d > 0.76;
4.1% < PBIAS < 13.5%). These results have the potential to be applied to other
coastal locations in Florida and the world where karst terrain is predominant.

Keywords: Biscayne Bay · Groundwater · Salinity · Southeast Florida · Karst ·
Aquifer · MODFLOW

1 Introduction

Karst landscapes cover 7–12% of Earth’s continental area, and approximately 25% of the
world’s population partially or completely relies on drinking water from karst aquifers
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[1]. Therefore, knowledge of the effects of surface and groundwater flow through karst
terrain is paramount for optimizing regional water resources use.

The global percentage of land covered by karst soils is distributed unevenly in the
world: Europe (23.54%), Middle East and Central Asia (20.97%), East and Southeast
Asia (18.27%), the Russian Federation Plus (17.87%), North America (16.31%), Africa
(10.49%), Australia (6.81%), and South America (4.31%) [2]. In the United States
extensive carbonate karst occurs in Mississippian and Ordivican age limestones (Fig. 1).
The southeastern United States has extensive carbonate karst in Florida, Alabama, and
Georgia [2].

Florida landscape is dominated by the largest geographic area of geologically young
carbonate and rocks with well-developed karst features in North America (Fig. 1) and it
is a one of the largest karst areas in the world. [3]. Because of the abundant pore space
in Florida’s karst terrain, water movement occurs through fractures and other secondary
openings (highly permeable conduits). This double set of open pore spaces and high
permeability results in the high productivity of the aquifers.

Fig. 1. Karst terrain in North America and main karst aquifers in Florida (USA) (modified from
[3]).

The zone of karst-dominated landscape in Florida correlates with areas of unconfined
and semi-confined conditions of the Floridan Aquifer [4]. Unconfined aquifers feed
fresh water to the Northern Gulf of Mexico and the Atlantic Ocean. Coastal aquifers
are an important freshwater resource for significant portions of the global population.
Understanding the dynamic relationship between aquifer recharge, storage and discharge
is fundamental for sustainable groundwater management [5].

In coastal locations where groundwater produces low salinity zones, estimating the
salinity regime at the coast has implications for biological communities and for urban
settlements [6]. A recent modeling study on the hydrodynamic regime and salinity spa-
tial distribution in Biscayne Bay (Southeast Florida, USA) was able to replicate salinity
concentration values and seasonal trends occurring within the bay [7]. In this study,
salinity estimations were poorest for locations close to the coast, especially during the
wet season. Unknown groundwater flow sources seem to be lowering salinity concen-
trations at the coast. Also, freshwater flow to the Florida Northern Gulf of Mexico is
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greatly enhanced by the substantial groundwater contributions from aquifer base flow [8].
Estimating groundwater flow in the Florida peninsula would not only positively impact
management of water resources, but also would help characterizing salinity regime at
the Florida coasts.

The United States Geological Service’s Modular Three-dimensional Finite-
difference Groundwater Flow Model (MODFLOW) has been applied in the past to
quantify groundwater contributions to South Florida coasts. However, those estimations
were not used to explore the effect of groundwater flow in salinity concentrations.

This research presents a MODFLOW groundwater model developed to estimate
groundwater contributions to the central coast of Biscayne Bay, Florida, USA. The
model-estimated flows are introduced into a hydrodynamic/salinity model of the bay to
quantify salinity concentrations in the coastal waters at Biscayne Bay.

2 Methods

2.1 Study Area

Biscayne Bay (an oligotrophic water body) receives land-based flows from the Miami
metro area. It is located in southeast Florida (adjacent to the Miami metropolitan area)
covering an area of approximately 700 km2 (Fig. 2).

The water depth in the bay ranges between 1.8 m and 4 m, except in dredged areas
where depths can exceed 12 m [9]. The Biscayne Bay area includes the largest marine
national park in the U.S. national park system: Biscayne National Park, an important
part of the recreational, social, economic, and cultural life of Southeast Florida [10].

The Biscayne aquifer underlies the area surrounding Biscayne Bay, it extends beneath
the Bay, and also underlies the near shore of the Atlantic Ocean. The aquifer consists of
highly permeable interbedded limestone and sandstone. These highly permeable rocks
are covered in most places only by a thin layer of porous soil. The aquifer is wedge-
shaped and ranges in thickness from 0.6 m on its western edge, to more than 100 m
toward the coast [11].

Most of the geologic formations comprising the aquifer are of Pleistocene age but,
locally, Pliocene rocks also are included in the aquifer. Its water table is a subdued replica
of the land surface, meaning that the water table is at a higher altitude under hills and at a
lower altitude under valleys. The water table fluctuates rapidly in response to variations
in recharge (precipitation), natural discharge, and pumping from well fields (common in
southeast Florida). Natural discharge is by seepage (into streams, canals, or the ocean),
and evapotranspiration [12].

The geology and lithology of the Biscayne aquifer are dominated by sand layers at
the surface and carbonates and minor sandstone layers at greater depth. This is important
from a hydrodynamic point of view. These types of fractured and karstic rocks facilitate
the formation of far-reaching regional groundwater flow systems even at the moderate
elevation differences of less than 10 m between recharge and discharge areas [13].
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Fig. 2. Study area. a) Biscayne Bay and location of salinity stations in the Bay and salinity
boundary conditions. The meteorological station (S21AR) is also shown. b) Flow in karst terrain:
sinkholes, fractures, and preferential flow conduits promote rapid groundwater flow to the ocean.

Figure 2 shows the location of salinity stations in the Biscayne Bay. Three salinity
stations located in the central coast (BISC C4, BISC C6, BISC D4) are chosen in this
research as representative of the coastal salinity regime in the central coast. Hourly
salinity concentration data collected at those stations were used in this research.

2.2 Meteorology

Salinity in estuarine systems is influenced by climate and weather. The climate in South-
east Florida is characterized by hot and humid rainy summer, and mild winters (Fig. 3).
The annual average minimum, mean, and maximum temperatures in the area are 15 °C,
26 °C, and 32 °C, respectively, and the total annual precipitation average is 1507 mm.
The total annual average potential evapotranspiration (ETP) loss in the area ranges from
1220 mm to 1320 mm per year. Stalker et al. [14] estimated a freshwater input ratio
canal/precipitation/groundwater of 37%:53%:10% in the wet season, and 40%:55%:5%
in the dry season, with an error of ±25%. Approximately 75% of the total precipitation
falls in the wet season, generating substantial run-off.

Figure 3 shows precipitation and potential evapotranspiration data from Miami Air-
port meteorological station that were used to implement meteorological forcings to the
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Fig. 3. Precipitation and potential evapotranspiration in Southeast Florida. Data from meteoro-
logical station S21AR (see Fig. 2) are shown.

groundwater model of central Biscayne Bay. As shown in the figure, years 2015 to 2017
were the rainiest years within 2012–2018 time period. In those years (2015–2017), the
strongest effect of freshwater inputs in salinity were observed. For that reason, those years
were used for groundwater flow simulation and subsequent coastal salinity simulation
via an existing hydrodynamic and salinity model (detailed in [15]).

2.3 MODFLOW Groundwater Model Development

This section details the procedure for developing a groundwater flow MODFLOW
application for central Biscayne Bay.

Aquifer Limits Delineation
Topographical data from the US National Elevation Dataset (NED) was used to delimit
the boundaries of the Biscayne aquifer that drain into central Biscayne Bay.

Fig. 4. Delimitation of the inland aquifer. a) NED topography used to delimit inland areas that
drain into central Biscayne Bay, b) stream digitalization based on topography, c) watershed delin-
eation to identify areas that drain to Biscayne Bay, and d) topographical mask that delimits the
Biscayne aquifer in coastal Biscayne Bay. It is assumed that groundwater recharge area is similar
to surface water drainage area.
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Since groundwater in an unconfined aquifer is gravity driven, watershed delineation
of surface waters gives a good estimate of the area of the inland aquifer that feeds
groundwater to the Bay. Figure 4 illustrates the use of NED topography to delimit
the inland aquifer boundaries that feed freshwater to central Biscayne Bay. Standard
hydrological geoprocessing was performed to generate the geographical boundaries:
stream generation, watershed delineation, and merging of all surface watershed areas that
drain to central Biscayne Bay into a mask. The NED topographical layer was intersected
with the mask and a topographical raster for the aquifer was produced. This raster was
used to develop the corresponding MODFLOW model for groundwater flow simulation.

MODFLOW Model
The development of the groundwater model was performed using ModelMuse: a graph-
ical user interface (GUI) for the U.S. Geological Survey MODFLOW [16]. In Model-
Muse, the spatial data for the model are independent of the grid, and the temporal data are
independent of the stress periods [16]. The topographical raster representing the inland
aquifer was the basic data for defining recharge areas and model output locations.

The MODFLOW computational grid consists of a structured non-curvilinear mesh
(Fig. 5) consisting of 3 layers, and 6500 active cells. Each active cell is of 300 m × 300 m.
Horizontal isotropy was enforced and vertical hydraulic conductivity was defined as one

Fig. 5. MODFLOW model for the inland aquifer. View of the model through the ModelMuse
interface. Topographical contour lines are also visualized.
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tenth of horizontal conductivity. Hydraulic conductivity, specific storage, specific yield,
and porosity were used calibrating parameters.

The MODFLOW-Newton (MODFLOW-NWT) solver was used in this research
because it was considered more appropriate to model groundwater processes of an uncon-
fined aquifer such as the Biscayne aquifer. This solver is commonly used to simulate
groundwater flow involving wetting and drying under unconfined groundwater-flow con-
ditions. MODFLOW-NWT was used with the Upstream-Weighting (UPW) Package for
calculating intercell conductance.

Total simulation time was 4 years (2014–2017), being year 2014 used for model
warm-up, i.e., results from the modeling process correspond to years 2015 to 2017. Stress
periods of 86400 s were implemented for recharge data (input) and groundwater flow
(output data). Total number of stress periods was 1463, representing 4 years. Therefore,
currently the model generates daily groundwater flow data, although it can also generate
hourly output. However, processing time and output visualization of hourly data was
proven to be time-wise inefficient.

Indirect Calibration Based on Coastal Salinity
Since there are not observed data of groundwater at Biscayne Bay coast, the groundwa-
ter model was indirectly calibrated by inputting the MODFLOW output in an existing
hydrodynamic and salinity model of Biscayne Bay (detailed in [15]). The hydrodynamic
model computes hourly salinity at any location within Biscayne Bay. The MODFLOW
model was calibrated by exploring if the MODFLOW-generated groundwater flows,
when those flow were input to the hydrodynamic model, would produce salinity con-
centrations statistically similar to observed salinities. Observed hourly salinity data at
stations BISC C4, BISC C6, and BISC D4, for years 2014 through 2017 were compared.

The measurement of how well predicted salinities matched observations was per-
formed using several statistical indicators (Table 1). The goodness of fit was statistically
assessed by the computation of the correlation coefficient (R), coefficient of determi-
nation (R2), Nash Sutcliffe coefficient (NSE), Kling-Gupta efficiency (K-G), and Will-
mott’s index of agreement (d). The bias of predicted salinity concentrations with respect
to observed data was determined by the percent bias coefficient (PBIAS). These indica-
tors are widely used to assess hydrological and water quality modeled output [17–19].
Table 3 also shows the acceptability ranges recommended by the cited literature.
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Table 1. Statistical indicators of fit and acceptability ranges.

Indicators of fit Formulae Range

Percent bias, PBIAS
∑n

i=1
(
Y Obs

i −Y Sim
i

)∗100
∑n

i=1(Y
Obs
i ).

< ± 18%

Correlation coefficient,
R

√ ∑n
i=1(Y

Sim
i −Y Mean

i ).2
∑n

i=1(Y
Obs
i −Y Mean

i ).2
> 0.71

Coefficient of
determination

R2 > 0.50

Nash–Sutcliffe
efficiency, NS

1 −
∑n

i=1
(
Y Obs

i −Y Sim
i

)
.2

∑n
i=1
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Y Obs

i −Y Mean
i

)
.2

> 0.50

Kling-Gupta
efficiency,
K-G

1−
√(

Y Mean
Sim

Y Mean
Obs

− 1

)2
+

(
STDEV Sim
STDEV Obs

− 1
)2 + (R − 1)2 > 0.50

Willmott’s index of
agreement, d

1 −
∑n

i=1
(
Y Obs

i −Y Sim
i

)
.2

∑n
i=1

(∣
∣Y Sim

i −Y Mean
Obs

∣
∣+∣

∣Y Obs
i −Y Mean

Obs

∣
∣
)
.2

> 0.65

Y Obs
i = Observed salinity

Y Sim
i = Simulated salinity

Y Mean
Obs = Mean of observed salinity

Y Mean
Sim = Mean of simulated salinity

n = Total number of hourly salinity data

3 Results

3.1 Calibration Phase

Table 2 Summarizes the main MODFLOW parameters resulting from the calibration
phase. The parameter values shown in the table were selected from sensitivity analy-
sis, where each parameter was varied until the model produced predictions of salinity
concentrations (for the control salinity stations) that matched observed concentrations.

As shown in Table 2, a relatively high horizontal hydraulic conductivity (0.007 m/s)
was implemented in the model. The adopted value is consistent with karst hydraulic
conductivities published in the literature [20,21]. All other parameters were varied until
salinity estimations produced by the hydrodynamic model matched observed salinity
values. Adopted porosity and specific storage are consistent with values reported in the
literature [22].

Figure 6 shows MODFLOW-estimated groundwater flows at the control stations
(BISC C4, BISC C6, BISC D4).

Groundwater flow hydrographs at control stations are very similar (Fig. 6). Peak
flows, however, vary depending on the station location. The highest groundwater flow
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Table 2. Resulting MODFLOW calibration parameters

Feature Adopted value

Number of layers 3

Layer depth 2 m

Horizontal hydraulic conductivity 0.007 m/s

Vertical hydraulic conductivity 7E−4 m/s

Specific storage 0.003

Initial head Saturated

Porosity 0.25

Specific yield 0.2

Number of stress periods 1463

Stress period length 86400 s

Fig. 6. Groundwater flows at control stations BISC C4, BISC C6, and BISC D4.

is estimated to occur at BISC C4 (130 m3/s), and the lowest peak flow corresponds to
BISC D4 (70 m3/s). Since stations BISC C6 and BISC D4 are located farther east than
BISC C4, i.e., farther from the recharge zone, these results were expected.

3.2 Salinity at Biscayne Bay’s Central Coast

As stated in previous sections, the MODFLOW model output was input into an existing
hydrodynamic and salinity model that predicts hourly salinity concentrations the con-
trol stations for years 2015 through 2017. Figure 7 shows a comparison of observed
salinities at the control stations (BISC C4, BISC C6, and BISC D4), salinity estimation
by the hydrodynamic model without groundwater inputs, and estimated salinities with
groundwater inputs (generated by MODFLOW).

As shown in Fig. 7, when the hydrodynamic model does not account for groundwater
contributions, salinity estimations (red line) fail to replicate the low observed salinities
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during years 2016 and 2017 (blue line). As shown, salinities in the range of 5 PSU to
20 PSU were observed during those years (blue line). When groundwater contributions
(estimated by MODFLOW) are taken into account, those low salinities are captured
at the control stations. Also, inputting groundwater flows allows capturing the salinity
temporal dynamics better than the hydrodynamic model.

Fig. 7. Comparison of observed and simulated salinity for years 2015 to 2017. Simulated and
observed hourly salinity concentrations at stations BISCC4, BISCC6, and BISCD4 are compared
(Color figure online).

A statistical comparison of estimated salinities against observed salinities was per-
formed. The goodness of fit indicators described in Table 1 (and shown in Fig. 8)
were calculated to determine if the introduction of groundwater flows (calculated by
the MODFLOW model) are actually beneficial to characterize the salinity regime at
central Biscayne Bay.

As evidenced in Figs. 7 and 8, and Table 3, the MODFLOW groundwater model
developed in this research allows simulating hourly salinity concentration values and
trends (for years 2015 through 2017) well. When the hydrodynamic model does not
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account for groundwater inputs (Table 3), 14 statistical indicators of fit (out of 18)
are outside acceptability ranges (78%). When groundwater contributions calculated by
MODFLOW are introduced to the hydrodynamic model, only 5 out of 18 statistical
indicators are not within acceptability ranges (28%). Half of the statistical indicators
corresponding to BISC C6 (when groundwater is accounted for) are not optimal. The
indicators that are out of acceptability range correspond to statistics that are very sensitive
to extreme values (R2, NSE). The extreme salinity peak observed in July 2015, that
is not captured in the salinity simulations could be the reason for the disagreement
between observed and simulated salinities. Regardless of the limited 2015 simulation, the
statistical indicators were substantially improved for all observed/simulated comparisons
(Table 3).

Table 3. Comparison of statistical indicators of fit.

Indicator R R2 K-G NSE d PBIAS Station

Acceptability range >0.71 >0.5 >0.5 >0.5 >0.65 <±18%

No groundwater 0.66 0.44 0.42 −0.25 0.56 −26.4% BISC C4

With groundwater 0.77 0.59 0.66 0.42 0.81 13.3%

No groundwater 0.65 0.42 0.40 −0.41 0.51 −24.9% BISC C6

With groundwater 0.72 0.52 0.62 0.27 0.76 13.5%

No groundwater 0.74 0.55 0.56 −0.23 0.62 −16.4 BISC D4

With groundwater 0.74 0.55 0.70 0.33 0.83 4.1%

The statistical indicators corresponding to the hydrodynamic model without ground-
water are mostly outside of acceptability ranges: 0.65 < R < 0.74; 0.42 < R2 < 0.55;
K-G < 0.56; d < 0.62; −26.4 < PBIAS < −16.4 (Table 5). The indicators correspond-
ing to the salinities estimated with MODFLOW groundwater inputs show acceptable
goodness of fit (0.72 < R < 0.77; 0.52 < R2 < 0.59; 0.62 < K-G < 0.70; d > 0.76) and
statistical bias (4.1% < PBIAS < 13.5%).

4 Conclusions

In this research, a MODFLOW groundwater model for central Biscayne Bay (Florida,
USA) allowed successful simulation of hourly salinity concentrations for 3-years (2015
through 2017). Salinities calculated by an existing hydrodynamic/salinity model using
groundwater inputs calculated by MODFLOW were statistically compared to observed
salinities at three coastal salinity stations located in central Biscayne Bay: BISC C4, BISC
C6, and BISC D4. Calibration of the groundwater model was performed by inputting the
MODFLOW output in an existing hydrodynamic and salinity model of Biscayne Bay.
The hydrodynamic model computed hourly salinity at the control stations explored in
this research. The MODFLOW model was considered calibrated when model-generated
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groundwater flows produced salinity concentrations statistically similar to observed
salinities.

Statistical indicators of goodness of fit show that the MODFLOW groundwater flows
can improve the estimation of salinities at the central coast of Biscayne Bay. Loosely
linking the MODFLOW outputs to a hydrodynamic model improved salinity estimations
performed by the hydrodynamic model allowed a 50% improvement in the quality of
statistical fit. The groundwater model could be improved in capturing salinity peaks
occurring during year 2015. However, in its current form the MODFLOW-hydrodynamic
model combination allows better simulation of salinity concentrations and trends, than
an existing hydrodynamic model without groundwater inputs.

The methodology presented in this paper have the potential to be applied to other
coastal locations in the Florida Peninsula and elsewhere in which karst terrain is
predominant and groundwater contributions are unknown.
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Abstract. The systematic forecast of earthquakes is regularly per-
formed with a step of Δt in a predetermined analysis zone. At each
step, the training set of target earthquakes is augmented, new data about
the seismic process is loaded, the data is processed, transformed into
grid-based fields, and the machine learning program calculates a solu-
tion using all available data from the beginning of the training to the
moment t∗ of the earthquake forecast. The result is a map of the alarm
zone in which the epicenter of the target earthquake is expected in the
interval (t∗, t∗ + Δt]. At the next step, the learning interval is increased
Δt.

Usually, the quality of the forecast is estimated by the percentage of
detection of target events for a given average value of the alarm zone.
Here, we consider a generalization of the method of minimum area of
alarm, designed to improve another characteristic of the forecast quality:
the probability of occurrence of at least one target event in the expected
alarm zone. The difference between the methods is that at the moment
of forecasting t∗ two decisions are made: forecast in time and in space.
The first solution determines the possibility of an earthquake epicenter
with a target magnitude in the forecast interval. If it is decided that the
target event is possible, then a map with an alarm zone is calculated.
A target earthquake is predicted if its epicenter falls into the calculated
alarm zone.

Predictive modeling is carried out for California. The initial data are
earthquake catalog and GPS time series. The results showed rather high
estimates of the probability of detecting target events and very small
values of estimates of the probability of predicting the appearance of the
epicenter of a target event in the alarm zone. At the same time, the esti-
mates of the probability of a systematic forecast are much higher than
the similar forecast probabilities for random fields.
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1 Introduction

Strong earthquakes cause great social and economic damage. Timely warning of
a devastating earthquake can reduce loss of life and property damage. In this
case, the damage from earthquakes is determined by the losses both from the
destruction of the event missed during the forecast and from the implementation
of protective measures in case of a false alarm.

The task of earthquake forecasting is usually to indicate an alarm zone lim-
ited in size, in which an earthquake epicenter with a magnitude greater than
a certain threshold is expected within a certain time. Ideas about the possi-
bility of predicting earthquakes are based on the data of physical modeling of
the process of destruction of rocks and real observations, which show that an
earthquake is preceded by processes that form anomalous changes in the geolog-
ical environment in the area of the source of the expected earthquake [30–32].
So, for example, in the area of preparation for a strong earthquake, anomalous
deviations were recorded in the frequency and strength of seismic events, in
deformations of the earth’s surface, in the chemical composition of fluids, in the
level of groundwater, in the time of passage of seismic waves, in the magnitudes
of the electric and geomagnetic fields, etc. [15,20,22,25,30,32]. This testifies in
favor of the assumption that an earthquake can be predicted from local changes
in the geological environment.

Earthquake forecasting works are being carried out in many directions.
They include the study of rock destruction mechanisms, the study of various
earthquake precursors, the development of mathematical models and forecast-
ing methods. At the same time, there is an opinion that earthquake prediction
is impossible [8,12,16]. The complexity of earthquake prediction is mainly due
to two factors. Methods based on the physical features of the seismological and
geodynamic regime require that the models of earthquake source preparation be
determined by quantitative indicators available for instrumental measurements.
Statistical forecasting methods require improvement of the network for moni-
toring seismic and geodynamic processes, increasing the types of instrumental
observations, and increasing their accuracy.

Currently, machine learning methods are widely used for earthquake predic-
tion [2,7,13,17,21,24,28,29]. In a number of works, artificial neural networks
[1,23,27], as well as their hybrid and recurrent modifications [3,26], are used for
forecasting. These methods require sufficiently large samples of target events for
training. At the same time, it is known that for a number of seismically active
regions, the number of strong seismic events during training intervals is small.
Therefore, some simpler models may have similar or better predictive capabili-
ties.

In this paper, we develop the approach to systematic earthquake prediction
presented in [9–11]. A systematic prediction algorithm with a constant time step
is regularly trained on occurred earthquakes and calculates a map of the alarm
zone in which the target earthquake is expected. The alarm zone is determined
by the function of the grid of spatio-temporal fields of features, calculated on the
basis of the initial data. The approach is based on a machine learning method
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called the method of the minimum area of alarm. During training, the method
uses a mathematical model that allows you to identify anomalies in the feature
fields preceding the target earthquakes, compare these anomalies with each other,
and then highlight similar anomalies in the attribute fields during the forecast.
This model introduces constraints on the prediction rule that help to compensate
to some extent for the small number of strong earthquakes used for training.

In our previous works, the main characteristic of the quality of a systematic
forecast was the proportion of detected earthquake epicenters with a target mag-
nitude for a given value of the alarm zone. Here we consider a generalization of
the method designed to improve one more characteristic of the forecast quality:
the probability of the target event occurring in the selected time interval and in
the zone of expected alarm. The main elements of the approach are presented
in Sect. 2. In Sect. 3, the generalized method of the minimum alarm zone is con-
sidered. Sections 4 and 5 present the results of approbation of the earthquake
prediction method on the seismological and geodynamic data of California.

2 Main Elements of the Approach

2.1 Formulation of the Problem

The fundamentals of the technology for an automatic system for systematic
earthquake prediction were developed in 2018 [11]. A demo version of the system
is available at https://distcomp.ru/geo/prognosis-gps/. Earthquake forecasts are
given in increments of Δt. At each step, the selection of target earthquake epicen-
ters is replenished from remote servers and new initial data on the seismic process
are loaded. The data is processed, transformed into spatio-temporal fields of the
grid of predictive features, and machine learning is performed on the data from
the beginning of training until the prediction moment t∗. As a result, the alarm
zone is calculated, in which the epicenter of the target earthquake is expected
at the interval (t∗, t∗ + Δt]. At the next step, the learning interval is increased
by Δt.

The approach to systematic earthquake prediction is based on the method of
minimum area of alarm. In [9–11], the quality of the forecast was estimated by
the probability of detecting the epicenters of the target earthquakes, which was
defined as the fraction of predicted target events. In this article, we generalize
our method to bring the approach closer to practical applications. In the simplest
case, it is important in practice to know the estimate of the probability of at
least one target event falling into the calculated alarm zone. Let the forecast be
given regularly with a step Δt, the number of forecasts N , and all target events
in the analysis zone are contained in M intervals. Estimation of the probability
of choosing an interval with a target event P = M/N . This value is an upper
estimate of the probability that at least one target event will fall into the alarm
zone within a given interval. In a number of seismically active regions, with
a long-term forecast of strong earthquakes for relatively short time intervals
Δt, the estimate of the probability P of forecasting the interval containing the
target event is too small for making practical decisions about declaring an alarm.

https://distcomp.ru/geo/prognosis-gps/


610 V. G. Gitis et al.

This explains the need to develop an approach to the systematic prediction of
earthquakes and to generalize the machine learning method.

The difference of the generalized method of the minimum area of alarm is that
at the forecast moment t∗ the algorithm makes two decisions. The first solution
determines the possibility of an earthquake epicenter with a target magnitude
in the analysis zone at the forecast interval (t∗, t∗ + Δt]. This solution does not
depend on the spatial position of the expected earthquake epicenter. Let’s call
this decision time forecast. If it is decided that a target event in the analysis
zone is possible, then this time interval is declared an alarm interval, and the
alarm zone is calculated on it. We will call this solution spatial forecast. A target
earthquake is predicted if its epicenter falls within the calculated alarm zone.
The more successful the forecast, the greater the product s(t∗)Δt. At the same
time, it is obvious that the size of this spatio-temporal area should be reasonably
limited in forecasting.

2.2 Model

We assume that, within the analysis zone, the precursors of occurred earthquakes
may precede similar future earthquakes.

1. Fields of forecast features. The processes associated with the preparation of
strong earthquakes can be represented by spatial and spatio-temporal grid
fields. The field values at the grid nodes correspond to the vectors of the
multidimensional feature space.

2. Abnormality of features. Strong earthquakes are preceded by anomalous val-
ues of grid fields close to maximum or minimum.

3. Precursor cylinder. The field grid node corresponding to a possible earthquake
precursor is located in the cylinder preceding this earthquake, with the center
of the base at the epicenter.

4. Condition of monotonicity. Let the vector f (q) be a precursor of an earthquake
q. Let the attribute fields be known, the anomalous values of which f+

i are
close to the maximum, and the fields, the anomalous values of which f−

i are
close to the minimum. Then any vector f , the values of whose components
are equal to f+

i ≥ f
(q)+
i or f−

j ≤ f
(q)−
j , can also be a precursor of a similar

event.

The monotonicity condition corresponds to the ideal situation when the fields
of features contain complete information about earthquake preparation pro-
cesses. In a real situation, this information is not complete. Therefore, for some
earthquake precursors, the monotonicity condition is not satisfied. However, the
monotonicity condition allows us to introduce a measure of the anomalousness
of the earthquake precursor. This measure is used by the learning algorithm to
find the prediction rule.

Further, in Sect. 2, to simplify the explanation of the method of minimum
area of alarm, without loss of generality, we will assume that the anomalous
components of earthquake precursors take only values of the fields of predictive
features that are close to the maximum.
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2.3 Generalized Method of the Minimum Area of Alarm

The method of the minimum area of alarm uses fields of spatio-temporal features
and earthquake epicenters with target magnitudes for training. The training
begins with the fact that the algorithm of the method finds anomalous values in
the grid fields, which are further considered as possible earthquake precursors.
As a result, the training sample set consists of vectors of earthquake precur-
sors f (q) = (f (q)

1 , f
(q)
2 , . . . , f

(q)
I ) and unlabeled vectors of values of the field f (g)

in all other nodes of the coordinate grid, among which there may be earth-
quake precursors not represented in the training set. Based on these data, in
the learning process, it is required to learn how to determine the largest num-
ber of earthquake epicenters provided that the number of selected unmarked
vectors is limited. Machine learning algorithms in this setting refer to one-class
classification methods [5,14,18].

Let it be known that the event q is preceded by a precursor f (q). Associated
with the precursor is a set w(q) of vectors in the feature space IRI whose compo-
nents are greater than or equal to f (q), i.e., w(q) = {f (g) ∈ IRI : f

(g)
i ≥ f

(q)
i , i =

1, 2, . . . , I}. We call this set the orthant w(q) with vertex at the point f (q), and
the vectors f (g) ∈ w(q) as the base vectors of the target event q.

The basis vectors of the event q, according to the monotonicity condition,
are also precursors of such events. In geographic coordinates, each base vector
forms an alarm cylinder of radius R and element T . Each base vector forms,
in geographic coordinates, an alarm cylinder of radius R and element T . The
alarm cylinder of the base vector f (g) has its base centered at grid node g
with coordinates (x(g), y(g), t(g)), the radius of the base R and the element
[(x(g), y(g), t(g)), (x(g), y(g), t(g) + T )], where t(g) ∈ [t0, t∗], t0 is learning start
time, t∗ is the moment of prediction. An earthquake can only be predicted if its
epicenter falls into one of the alarm cylinders. The union of the alarm cylinders
formed by the base vectors of the orthant w(q), selects the set of grid nodes W (q),
|W (q)| = L(q). The learning algorithm uses the alarm cylinders to calculate the
space-time alarm field.

Note now that an earthquake q with epicenter coordinates (x(q), y(q), t(q))
can fall into the alarm cylinder and, therefore, can be predicted if and only
if its precursor f (q) corresponds to some grid node from a cylinder with
base center at point (x(q), y(q), t(q)), radius R and element [(x(q), y(q), t(q) −
T ), (x(q), y(q), t(q)). Let’s call this cylinder the cylinder of the precursor of the
event q. The precursor of the event q is the vector f (q), which has the minimum
value v(q) = L(q)/L among all vectors corresponding to the nodes of the pre-
decessor cylinder of the grid, where |W (q)| = L(q), L is the number of all grid
nodes of the spatio-temporal area of analysis on the interval [t0, t∗]. The value
v(q) (the volume of the precursor) determines the measure of the anomaly of the
precursor of the event q.

The scheme of the learning algorithm for the method of the generalized min-
imum area of alarm is as follows. The forecast of the target event at the moment
t∗ of the interval (t∗, t∗ + Δt] is carried out in two stages. At the 1st stage, the
problem of choosing the time interval for the forecast is solved, at which the
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target event is expected within the analysis zone. If it is decided that the target
event is possible at this interval, then the 2nd stage of the forecast is performed:
the problem of determining the alarm zone in which the target event is expected
is solved.

Stage 1: Forecast in Time. At the 1st stage, the radius of the cylinders R
is chosen so that the circle centered at any grid node of the analysis area covers
the entire analysis area. This leads to the fact that the earthquake precursor can
refer to any grid node of the analysis area. Thus, the precursor loses its spatial
localization and the alarm cylinder degenerates into an alarm time interval, and
the space-time alarm field degenerates into an alarm time series Ψ .

The algorithm for calculating the time series of alarms for the time t∗ is as
follows.

1. Find earthquake precursors f (q) for each target event q = 1, 2, . . . , Q. Let the
event q occur at the moment t(q). The precursor f (q) of the event q is sought
on the interval [t(q) − T, t(q)) among the vectors corresponding to the grid
nodes g = 1, 2, . . . , G of the precursor cylinder. Each of these vectors f (g)

selects the orthant w(g) of base vectors and selects a set of samples of the
time series of signals W (g), |W (g)| = N (g). The precursor of the event q is the
vector f (q) with the minimum volume of the precursor v(q) = N (q)/N among
the vectors corresponding to the grid nodes of the precursor cylinder, where
N (q) is the number of signal intervals when choosing the orthant w(q) with
vertex f (q), N is the number of all intervals from the beginning of training to
the moment t∗.

2. Sort all the precursors f (q) by increasing their alarm volume: v(1) ≤ v(2) ≤
· · · ≤ v(q) ≤ · · · ≤ v(q).

3. Calculate the alarm time series Ψ .
(a) Set the values ψ(t) ≡ 1.
(b) Replace the values 1 to the value ψ(1) = v(1) in the set W (1); replace the

value 1 with the value ψ(2) = |W (1) ∪ W (2)|/N in the set W (2) \ W (1);
replace the value 1 with the value ψ(3) = |W (1) ∪ W (2) ∪ W (3)|/N in
the set W (3) \ (W (1) ∪ W (2)) and then sequentially replace the values 1
with the corresponding values of alarm volumes. The resulting alarm time
series Ψ takes the values ψ(1) ≤ ψ(2) ≤ · · · ≤ ψ(q) ≤ · · · ≤ ψ(Q) ≤ 1.

Thus, at the forecast moment t∗, the values of the time series Ψ are updated.
The decision to declare an alarm on the interval (t∗, t∗ + Δt] is made if ψ(t∗) ≤
ψ0, where ψ0 is the value of the specified threshold. Intervals Δt of a series of
alarms Ψ with sample values ψ(t∗) ≤ ψ0 will be called alarm intervals. The
number M∗ of detected alarm intervals with target events, depends on the value
Ψ = N∗/N , where N∗ is the number of alarm intervals, N is the total number of
all forecast intervals. The quality of the forecast at the 1st stage is determined
by the following statistics: U∗ = M∗/M is an estimate of the probability of
successful detection of an interval in which at least one target event occurred,
where M is the number of all intervals containing at least one target event, and
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P1 = M∗/N∗ is an estimate of the probability that at least one target event will
occur in the predicted alarm interval.

Stage 2: Spatial Forecast. The spatial forecast defines alert zones where tar-
get earthquakes are expected. Alarm zones are calculated only on alarm intervals
with values ψ(t∗) ≤ ψ0. In this case, as in the previous stage, all data available
by the time of forecasting t∗ are used for training: grid fields F1,F2, . . . ,FI and
target events q = 1, 2, . . . , Q.

The learning algorithm uses the following parameters:

1. The area of analysis and the time step of the coordinate grid do not change
compared to the 1st stage.

2. The grid of spatial coordinates is determined by the accuracy of the data.
3. The parameters of the signal and precursor cylinders are the same and depend

on the accuracy of the data, the grid spacing, and the features of regional
seismicity.

The alarm field calculation algorithm consists of three steps:

1. Calculate earthquake precursor vectors f (q), q = 1, . . . , Q (see previous
section)

2. Generate training sample {f (q), v(q)}. Order cases f (q) by increasing volume
of alarms for the target event v(1) ≤ v(2) ≤ · · · ≤ v(q) ≤ · · · ≤ v(Q).

3. Calculate the alarm field Φ.
(a) Set the grid nodes of the alarm field to 1.
(b) Replace the value 1 of the field Φ with φ(1) = v(1) for the set W (1) of grid

nodes corresponding to the base points of f (1); replace the value 1 with
φ(2) = |W (1) ∪ W (2)|/L at the grid nodes, W (2) \ W (1); replace value 1
with φ(3) = |W (1) ∪ W (2) ∪ W (3)|/L at grid nodes W (3) \ (W (1) ∪ W (2)),
and then sequentially replace the values of 1 with the corresponding alarm
volume values. The resulting field Φ takes the values φ(1) ≤ φ(2) ≤ · · · ≤
φ(q) ≤ · · · ≤ φ(Q) ≤ 1.

Thus, at each step of the forecast Δt, new values of the spatio-temporal
alarm field Φ are calculated. The time interval of the alarm field at time t∗ is
used for prediction. The decision on the success of the forecast of an earthquake
with a target magnitude on the interval (t∗, t∗ + Δt] is made if its epicenter
falls into the alarm zone φ(t∗) ≤ φ0, where φ0 is the value of the specified
threshold. The number of events M∗∗ in the alarm zones, calculated in the
alarm intervals selected at the 1st stage, depends on the value of the alarm
volume φ0 = L∗/L, where L∗ is the average number of grid nodes in the signal
zones, L is the total number of grid nodes in the analysis zone for all intervals
Δt on which the forecast decision was made. The quality of the forecast at the
2nd stage is determined by the following statistics: U∗∗ = Q∗∗/Q is the estimate
of the probability of successful detection of the target event at alarm intervals,
where M is the number of intervals with the target event in the analysis zone,
M∗∗ is the number of alarm intervals with target events in the alarm zone, and
P2 = M∗∗/N∗ is an estimate of the probability that at least one target event
that falls into the alarm interval will also fall into the predicted alarm zone.
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3 Modeling

3.1 Initial Data

Earthquake prediction modeling was performed on data from the California
region. The initial data include the earthquake catalog of the National Earth-
quake Information Center (NEIC) [4] for 01/01/1995–11/14/2020 with mag-
nitude m ≥ 2.0 and hypocenter depth H ≤ 160 km, as well as GPS time
series of daily horizontal displacements of the earth’s surface in the interval
01/01/2008–11/14/2020 from the Nevada Geodetic Laboratory (NGL), http://
geodesy.unr.edu/about.php [6]. The average distance between GPS receiving sta-
tions is 9.38 km, with a standard deviation of 5.74 km. The forecast is calculated
for earthquake epicenters with target magnitude m ≥ 5.5 and hypocenter depth
H ≤ 60 km. The analysis zone is defined by the intersection of two zones. The
first zone is calculated from seismological data. The zone is limited by the thresh-
old spatial density of earthquake epicenters in the interval 1995–2008, at which,
for the alarm volume φ0 = 0.2, the probability of detecting earthquake epicenters
with magnitude m ≥ 5.5 in this field will not exceed 0.3–0.4. The second zone is
limited to an area for which the distance to the ground receiving GPS stations
does not exceed 50 km. The area of analysis is shown in Fig. 1. The circles show
the epicenters of target earthquakes with magnitude m ≥ 5.5 used for training
(yellow) and forecast (red).

Fig. 1. Zone of analysis. Circles are epicenters of target earthquakes with magnitudes
m ≥ 5.5 used for training (yellow) and testing (red). Black dots are GPS receiving
stations. (Color figure online)

http://geodesy.unr.edu/about.php
http://geodesy.unr.edu/about.php
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3.2 Preprocessing

Seismological Data. are presented in the form of the following main spatial
and spatio-temporal grid fields, similar to those used in our previous works [9–
11]:

1. S1 is the 3D density field of earthquake epicenters.
2. S2 is the 3D field of medium magnitude earthquakes.
3. S3 is the 3D field of variations in the density of earthquake epicenters over

time. The values of the field s3n(t) at grid node n are equal to the ratio of the
difference between the average values of the density of epicenters (s1n − s2n)
in two successive intervals T1 and T2 to the sample standard deviation of this
difference σn(s1).

4. S4 is the 3D field of variations of mean magnitudes of earthquakes over time.
The field values are calculated similarly to the values of the S3 field,

5. S5 is the 3D field of quantiles of the background density of earthquake epicen-
ters in the interval from the beginning of the analysis to the start of training,
the values of which correspond to the density of earthquake epicenters in the
analysis interval.

6. S6 is the 2D density field of earthquake epicenters in the interval from the
beginning of the analysis to the start of training.

When choosing the most informative fields of features, in addition to the
fields indicated in the list, fields equal to their products and ratios were used.

Geodynamic Data. are presented as time series of the x(t) and y(t) com-
ponents of the coordinates of daily horizontal displacements of GPS receiving
stations in the west-east and north-south directions. The efficiency of using space
geodesy data for earthquake prediction was studied in [10]. Calculation of fields
from GPS time series is performed in two stages. At the first stage, a useful signal
is extracted from the time series of GPS receiving stations, then the space-time
fields of prognostic features are calculated.

The daily displacement velocity of the earth’s surface gx(t) and gy(t) are
calculated over the interval T0 = 30 days: gx(t) = (x(t) − x(t − T0))/T0 and
gy(t) = (y(t) − y(t − T0))/T0. Changes in the x(t) and y(t) station coordinates
over a thirty-day interval are comparable to the measurement noise. For each
coordinate of the time series, there are a large number of discontinuities. If after
each break you start counting the speed again, then the number of missing values
increases significantly. To limit the number of gaps in the time series of velocities,
we linearly interpolate the values of the station coordinates at discontinuities not
larger than T0. When the breaks in the series of coordinates are more than T0,
we end the calculation of the speed at the last value before the break and again
continue estimating the speeds, starting from the first value after the break.

Spatio-temporal fields are calculated in the grid Δx × Δy × Δt = 0.1◦ ×
0.075◦ ×1 day. Time series values are interpolated using the well-known method
of weighted inverse distances. As a result of interpolation, the gaps in the velocity
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time series related to the nodes of the spatial grid are filled with data from
neighboring receiving stations. After field interpolation, the velocity components
Vx and Vy were spatially smoothed with a sliding window of 25 × 25 km2.

We assume that the precursors of strong earthquakes can be detected in
spatio-temporal fields of anomalous changes in the mode of deformations of the
earth’s surface. Anomalies in time were calculated in three fields of strain rate
invariants:

– F1 is the strain rate divergence field: div Vg = ∂Vxg

∂x + ∂Vyg

∂y

– F2 is the rotor strain rate field: rotVg = ∂Vxg

∂y − ∂Vyg

∂x

– F3 is the field of shear deformations: sh Vg = 1
2

√
(

∂Vxg

∂x
− ∂Vyg

∂y
)2 + (

∂Vxg

∂y
+

∂Vyg

∂x
)2

– F4 is the field of variations in the strain rate divergence. The values of the
field f4g(t) at the grid node g are equal to the ratio of the difference between
the average divergence values (div2g−div1g) in two successive intervals T1 and
T2 to the standard deviation of this difference σg(div), where T1 = T2 = 361
days and div2g is calculated from the values of the field F1 on the interval
(t − T2, t), div1g is calculated on the interval (t − T2 − T1, t − T2).

– F5 is the field of variations of the rotor deformation rate. The values of the
field f5(t) are calculated similarly to the values of the field F4, f5g(t) =
(rot2g − rot1g)/σg(rot).

– F6 is the field of shear strain variations: f6g(t) = (sh2g − sh1g)/σg(sh).

The fields F4, F5, F6 were calculated in the coordinate grid Δx×Δy ×Δt =
0.1◦ × 0.075◦ × 30 days.

3.3 Forecast

Detection of Target Events. The following forecast parameters were used.
The training interval starts on September 23, 2009 and ends at the time of the
next forecast. The forecast is performed regularly with a step of Δt = 30 days
in the testing interval until 11/14/2020. During the test period, 12 epicenters of
earthquakes with magnitude m ≥ 5.5 fall into the analysis zone. The parameters
of the alarm and precursor cylinders are R = 18 km and T = 61 days. To
calculate the alarm field, the same 4 fields were used as in the article [10]:
(1) field F6—maximum values of variations in time of shear deformations of the
earth’s surface with parameters T1 = T2 = 365 days; (2) field F4—the maximum
values of variation in time of divergence of the earth’s surface with parameters
T1 = T2 = 365 days; (3) field S12 - minimum values of variations in the field S2

of average magnitudes of earthquakes in time with parameters T1 = 1095 and
T2 = 730 days; (4) field S13 = S1/S5—ratios of the density values of earthquake
epicenters in field S1 and quantiles in field S5. For comparison, the forecast was
calculated from the S6 fields of the spatial density of earthquake epicenters. The
main results are shown in Fig. 2 and summarized in Table 1.
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Fig. 2. Plot U(φ) of the probabilities of detecting target events U on the alarm volume
φ: 1—forecast for the selected spatio-temporal fields, 2—forecast for the spatial density
field of earthquake epicenters.

Table 1. Probability of detecting target events.

Alarm Fields F4, F6, S12 and S13 Field of 2D earthquake density S6

volume
threshold φ

Number of
Events Q∗

Probability
U = Q∗/Q

Number of
Events Q∗

Probability
U = Q∗/Q

0.05
3

0.39 0 0

0.10 10 0.83 0 0

0.15 10 0.83 0 0

0.20 10 0.83 0 0

0.25 10 0.83 0 0

0.30 10 0.83 3 0.25

It can be seen from the figure and tables that the values of the probability
of detecting target events when using the indicated spatio-temporal fields are
much higher than when using the spatial density field of earthquake epicenters.
This indicates the spatial homogeneity of target events in the selected areas of
analysis.
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The California testing interval 01/19/2013–11/14/2020 contains N = 95 fore-
cast intervals Δt. All target events Q = 12 with magnitude m ≥ 5.5 fall within
the forecast intervals M = 7. The number of alarm intervals for which target
events falls into zones with alarm volume φ = 0.2 is equal to M∗∗ = 6. The esti-
mate of the probability that in the forecast interval Δt at least one target event
will fall into the analysis zone is equal to the proportion of forecast intervals
with target events P = M/N = 7/95 = 0.07.

Stage 1. At the 1st stage, the alarm interval is selected, during which the
target event is expected in the analysis zone. The values of spatio-temporal fields
calculated from GPS data for the California region are known for a very short
interval of 09/23/2009–11/14/2020. This entire interval was used for testing.

Feature fields were spatially smoothed with a 200 km radius window and
converted to a gridΔx × Δy × Δt = 1.85◦ × 1.85◦ × 30 days. The temporal
forecast was made using two fields: (1) field F6smoothed—the maximum values
of the field of variations in shear deformations of the earth’s surface in time
with parameters T1 = T2 = 365 days; (2) field F4smoothed—the minimum values
of the field of variations in the divergence of the earth’s surface in time with
the parameters T1 = T2 = 365 days. Parameters of the minimum alarm zone
algorithm: T = 61 days, R = 3000 km. The decision to assign a forecast interval
as an alarm interval is made if the values of the time series Ψ do not exceed the
threshold value ψ0 = 0.35.

Figure 3 shows the dependence of the probability estimate U∗ = M∗/M of
detecting test earthquakes in alarm intervals Δt on the proportion of alarm
intervals ψ = N∗/N , where N∗ is the number of alarm intervals, N is the
number of all predictive intervals, M is the number of all alarm intervals with
target events, M∗ is the number of alarm intervals in which target events are
present, P1 is the probability that at least one target event falls into the analysis
zone during the alarm interval. Figure 4 shows a plot of the alarm time series Ψ
and the sequence of target earthquakes in the testing interval.

The Table 2 shows that the threshold ψ0 = 0.35 corresponds to the estimate
of the probability of hitting at least one target event in the analysis zone during
the alarm interval P1 = M∗/N∗ = 7/41 = 0.17. The value P1 is the upper limit
for estimating P2 the probability that at the 2nd stage at least one target event
will fall into the alarm zone of one of the N∗ alarm intervals selected at the first
stage.

Table 2. Testing the 1st stage of the forecast.

Alarm volume
threshold φ

N∗ M∗ U∗ = M∗/M P2 = M∗/N∗

0.25 30 5 0.71 0.17

0.45 41 7 1.00 0.17
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Fig. 3. Graphs of dependence U∗(ψ).

Fig. 4. Time series of alarm intervals Ψ and test sequence of target earthquakes with
m ≥ 5.5. The decision to alarm is made if the values of the time series do not exceed
the value ψ0 = 0.35.
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Stage 2. For spatial forecasting, the same fields were used as in the “Target
Event Detection” section. The results of modeling the 2nd stage of the forecast
are summarized in Table 3. The following designations are used in the table:
φ = L∗/L is the average proportion of alarm grid nodes relative to the analysis
zone; N∗ is the number of selected alarm intervals during testing; M∗∗(ψ0, φ0) is
the number of alarm intervals in which at least one target event fell into the alarm
zone during testing; U∗∗ = M∗∗(ψ0, φ0)/M is an estimate of the probability of
detecting alarm intervals for which at least one target event fell into the alarm
zone; P2 = M∗∗(ψ0, φ0)/N∗(ψ0) is the estimate of the probability of at least one
target event falling into the alarm zone in the alarm interval.

Table 3. Testing the 2nd stage of the forecast.

Alarm volume
threshold φ

M∗∗ U∗∗ P2

0.10 6 0.86 0.15

0.20 6 0.86 0.15

0.30 6 0.86 0.15

It can be seen from the table that at the threshold ψ0 = 0.35, starting from
the threshold φ0 = 0.1, U∗∗ = 0.86 and P2 = 0.15.

4 Discussion

The modeling results can be summarized with the following four metrics:

1. Estimate of the probability of detecting target events U for a given vol-
ume of alarm φ, equal to the proportion of detected events Q∗ in predictive
alarm zones, the area of which, on average, from the beginning of training
to the moment of forecasting, is part φ0 of the area of the analysis zone:
U = Q∗(φ0)/Q.

2. Estimate of the probability of detecting alarm intervals with target events M*
for a given share of alarm intervals ψ0 from all intervals M : U∗ = M∗(ψ0)/M .

3. Estimation of the probability of occurrence of at least one target event at the
predicted alarm interval Δt in the analysis zone (probability of the forecast
in time): P1 = M∗(ψ0)/N∗(ψ0).

4. Estimation of the probability of occurrence of at least one target event at the
signal interval Δt in the predicted alarm zone (spatio-temporal probability of
the forecast): P2(ψ0, φ0) = M∗∗(ψ0, φ0)/N∗(ψ0).

For comparison, we will use the values of the same indicators when predicting
target events for random fields.

1. The probability of detecting target events when choosing an alarm zone by a
random field with an alarm volume φ: Urand(φ) = φ = L∗/L.
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2. Probability of detecting alarm intervals Δt with target events when choosing
N∗ intervals from N random field values: U∗

rand(ψ) = ψ = N∗/N .
3. The probability that, under the condition of a uniform distribution of intervals

Δt with target events, a randomly selected interval will contain at least one
target event: P1rand = M/N .

4. Probability P2rand that, with a random selection of the alarm zone, at least
one of the target events, provided that they are evenly distributed in the
analysis zone, will appear in the randomly generated alarm zone. Let X be
a random variable equal to the number of events in the alarm zone. The
average value X = φQ/N , where the alarm volume φ is equal to the ratio of
the average value of the area of the alarm zone to the area of the analysis
zone, the number of intervals N is equal to the ratio of the testing time to
the value of the forecast interval Δt. Assuming that the empirical mean X
is equal to the mathematical expectation E X, one can estimate P2rand using
the Markov inequality [19]: P2rand(X ≥ 1) ≤ φQ/N .

Table 4 compares the results of a systematic earthquake forecast and the
results of a forecast based on random fields.

Table 4. Results of systematic and random forecasts.

№ Indicator Systematic forecast Random forecast

1 Detection of target events

U(φ) = Q∗(φ)/Q

U(0.10) = 10/12 = 0.83

U(0.20) = 10/12 = 0.83

U(0.30) = 10/12 = 0.83

Urand(φ) = φ = 0.10

Urand(φ) = φ = 0.20

Urand(φ) = φ = 0.30

2. Detection of intervals with

events

U∗(ψ) = M∗(ψ)/M

U∗(0.25) = 5/7 = 0.71

U(0.35) = 7/7 = 1.00

Urand(ψ) = ψ = 0.25

Urand(ψ) = ψ = 0.35

3. Interval prediction with target

events

P1(ψ) = M∗(ψ)/N∗(ψ)

P1(0.25) = 5/30 = 0.17

P1(0.35) = 7/41 = 0.17

P1rand = M/N = 7/95 = 0.07

4. Forecast of target events

P2(φ, ψ) = M∗∗(φ)/N∗(ψ)

P2(0.2, 0.35) = 6/41 = 0.15

P2(0.3, 0.35) = 6/41 = 0.15

P2rand ≤ φQ/N = 0.2 × 12/95 = 0.03

P2rand ≤ φQ/N = 0.3 × 12/95 = 0.04

The results show that with a systematic forecast, the estimates of the proba-
bility of detecting target events U(φ) and alarm intervals with events U∗(ψ) take
quite high values. However, for the practical application of earthquake predic-
tion methods, it is more important to estimate the forecast probabilities P1(ψ)
and P2(ψ, φ), the probability of at least one target event occurring in the pre-
dicted alarm intervals and the alarm zone. It can be seen that the experimental
estimates of these values take small values. At the same time, these estimates of
forecast probabilities are higher than similar values obtained when using random
attributive fields for forecasting, and also higher than those obtained in section
“Detection of target events”, when using the previous version of the minimum
alarm zone method: P1 = 0.07 at ψ0 = 0.35 and P2 = 0.06 at φ0 = 0.2.
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5 Conclusion

We have considered the main elements of the approach to systematic earth-
quake prediction. The forecast decision is made regularly for the time interval
Δt. We determine the quality of the forecast using two types of estimates. We
estimate: (1) the probability of detecting target events, which is equal to the
share of detected events in the forecast, and (2) the probability of predicting
target events, which determines the measure of the possibility of a target event
occurring at the next alarm interval Δt in the analysis zone and in the predicted
alarm zone. The predictive decision is made regularly for the time interval Δt.
The first assessment determines the effectiveness of the initial data, methods
of their processing, and the method of forecasting. The second assessment is
necessary for making practical decisions related to seismic hazard prediction.

The solution to the second problem required the development of the method
of minimum area of alarm. The generalized method consists of two steps. At the
first stage, the possibility of an earthquake epicenter with a target magnitude in
the analysis zone is predicted, and a decision is made to announce an alarm at
the interval Δt. At the second stage, in the alarm interval, the spatial position
of the alarm zone is calculated, in which the appearance of the epicenter of this
earthquake is expected.

This method has been experimentally investigated for the California region.
The forecast of earthquakes with magnitude m ≥ 5.5 was made according to the
catalog of earthquakes and time series of displacements of the earth’s surface
obtained using GPS. The simulation results show that for alarm zones, the area
of which on average is from 10% of the area of the analysis zone, the estimates of
the probability of detecting target events are more than 0.8. At the same time,
the probabilities that at least one target earthquake is expected in the predicted
alarm zone take on a very small order of magnitude, less than 0.15. At the same
time, it can be seen that estimates of the probability of a systematic forecast are
significantly higher than similar forecast probabilities based on random fields.

We believe that in order to develop an approach to systematic earthquake
prediction in the direction of solving applied problems, it is advisable to con-
duct research on optimizing the method of systematic earthquake prediction and
studying new grid fields representing the processes of preparation of sources of
strong earthquakes.
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model using support vector regressor and hybrid neural networks. PLoS ONE
13(7), e0199004 (2018)

4. Barnhart, W.D., Hayes, G.P., Wald, D.J.: Global earthquake response with imaging
geodesy: recent examples from the USGS NEIC. Remote Sens. 11(11), 1357 (2019)

5. Bishop, C.M.: Machine learning and pattern recognition. In: Information Science
and Statistics. Springer, Heidelberg (2006). ISBN:978-1-4939-3843-8

6. Blewitt, G., Hammond, W.C., Kreemer, C.: Harnessing the GPS data explosion
for interdisciplinary science. Eos 99(10.1029), 485 (2018)

7. Corbi, F., et al.: Machine learning can predict the timing and size of analog earth-
quakes. Geophys. Res. Lett. 46(3), 1303–1311 (2019)

8. Geller, R.J., Jackson, D.D., Kagan, Y.Y., Mulargia, F.: Earthquakes cannot be
predicted. Science 275(5306), 1616 (1997)

9. Gitis, V., Derendyaev, A.: The method of the minimum area of alarm for earth-
quake magnitude prediction. Front. Earth Sci. 8, 482 (2020)

10. Gitis, V., Derendyaev, A., Petrov, K.: Analyzing the performance of GPS data for
earthquake prediction. Remote Sens. 13(9), 1842 (2021)

11. Gitis, V.G., Derendyaev, A.B.: Machine learning methods for seismic hazards fore-
cast. Geosciences 9(7), 308 (2019)

12. Gufeld, I.L., Matveeva, M.I., Novoselov, O.N.: Why we cannot predict strong earth-
quakes in the earth’s crust. Geodyn. Tectonophys. 2(4), 378–415 (2015)

13. Keilis-Borok, V., Soloviev, A.A.: Nonlinear dynamics of the lithosphere and earth-
quake prediction. Springer Science & Business Media (2013)

14. Khan, Shehroz S.., Madden, Michael G..: A survey of recent trends in one class
classification. In: Coyle, Lorcan, Freyne, Jill (eds.) AICS 2009. LNCS (LNAI),
vol. 6206, pp. 188–197. Springer, Heidelberg (2010). https://doi.org/10.1007/978-
3-642-17080-5 21

15. King, C.Y.: Gas geochemistry applied to earthquake prediction: an overview. J.
Geophys. Res. Solid Earth 91(B12), 12269–12281 (1986)

16. Koronovsky, N., Naimark, A.: Earthquake prediction: is it a practicable scientific
perspective or a challenge to science? Mosc. Univ. Geol. Bull. 64(1), 10–20 (2009)

17. Kossobokov, V., Shebalin, P.: Earthquake prediction. In: Nonlinear Dynamics of
the Lithosphere and Earthquake Prediction, pp. 141–207. Springer (2003). https://
doi.org/10.1007/978-3-662-05298-3

18. Kotsiantis, S.B., Zaharakis, I., Pintelas, P.: Supervised machine learning: a review
of classification techniques. Emerg. Artif. Intell. Appl. Comput. Eng. 160, 3–24
(2007)

19. Kremer, N.S.: Probability theory and mathematical statistics. YUNITI-DANA, M
p. 573 (2004)

20. Lighthill, J.: A critical review of VAN: earthquake prediction from seismic electrical
signals. World scientific (1996)

21. Marzocchi, W., Zechar, J.D.: Earthquake forecasting and earthquake prediction:
different approaches for obtaining the best model. Seismol. Res. Lett. 82(3), 442–
448 (2011)

22. Matsumoto, N., Koizumi, N.: Recent hydrological and geochemical research for
earthquake prediction in Japan. Nat. Hazards 69(2), 1247–1260 (2013)

23. Mignan, A., Broccardo, M.: Neural network applications in earthquake prediction
(1994–2019): meta-analytic and statistical insights on their limitations. Seismol.
Res. Lett. 91(4), 2330–2342 (2020)

https://doi.org/10.1007/978-3-642-17080-5_21
https://doi.org/10.1007/978-3-642-17080-5_21
https://doi.org/10.1007/978-3-662-05298-3
https://doi.org/10.1007/978-3-662-05298-3


624 V. G. Gitis et al.

24. Moustra, M., Avraamides, M., Christodoulou, C.: Artificial neural networks for
earthquake prediction using time series magnitude data or seismic electric signals.
Expert Syst. Appl. 38(12), 15032–15039 (2011)

25. Murai, S.: Can we predict earthquakes with GPS data? Int. J. Digital Earth 3(1),
83–90 (2010)

26. Panakkat, A., Adeli, H.: Neural network models for earthquake magnitude predic-
tion using multiple seismicity indicators. Int. J. Neural Syst. 17(01), 13–33 (2007)

27. Priambodo, B., Mahmudy, W.F., Rahman, M.A.: Earthquake magnitude and grid-
based location prediction using backpropagation neural network. Knowl. Eng. Data
Sci. 3(1), 28–39 (2020)

28. Rhoades, D.A.: Mixture models for improved earthquake forecasting with short-
to-medium time horizons. Bull. Seismol. Soc. Am. 103(4), 2203–2215 (2013)

29. Shebalin, P.N., Narteau, C., Zechar, J.D., Holschneider, M.: Combining earthquake
forecasts using differential probability gains. Earth, Planets and Space 66(1), 1–14
(2014). https://doi.org/10.1186/1880-5981-66-37

30. Sobolev, G.: Principles of earthquake prediction (1993)
31. Sobolev, G., Ponomarev, A.: Earthquake physics and precursors. Publishing house

Nauka, Moscow.-2003 (2003)
32. Zavyalov, A.: Intermediate term earthquake prediction. Nauka, Moscow. In: Zhang,

L.Y., Mao, X.B., Lu, A.H. (eds.) (2009) Experimental Study of the Mechanical
Properties of Rocks at High Temperature, Sci. China Ser. E, vol. 52(3), pp. 641–
646 (2006)

https://doi.org/10.1186/1880-5981-66-37


International Workshop on Smart
and Sustainable Island Communities

(SSIC 2022)



SDGs Implementation in Italy: A Comparative
Assessment of Subnational Strategies

for Sustainable Development

Valeria Saiu(B) and Ivan Blečić
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Abstract. Currently, many countries are committed to achieving the Sustainable
Development Goals (SDGs) included in the United Nations Agenda 2030. The
subnational governments are playing a key role in SDGs implementation at local
level. In Italy, the “National Strategy for Sustainable Development” (NSDS) for
2017–2030 defined an integrated system of objectives and actions for guiding poli-
cies and interventions towards SDGs. Italian subnational governments (Regions
and Autonomous Provinces) must adapt the NSDS to their contexts through local-
specific strategies, according to different territorial features and priorities. This
paper provides a comparative assessment between four Italian subnational Strate-
gies for Sustainable Development – Liguria and Marche Regions, Autonomous
Region of Sardinia and Autonomous Province of Trento – in order to highlight dif-
ferences and similarities in vision, approaches and implementation mechanisms
for embedding SDGs across local strategies, action plans and programs. Thus, the
main aim is to provide a first detailed insight of the implementation strategies for
SDGs in Italy and to contribute to the growing knowledge in the field of strategic
and operational planning related to sustainable development.

Keywords: 2030 agenda · Sustainability assessment · SDGs implementation ·
Strategy for sustainable development · Subnational policies

1 Introduction

In 2015, the 17 Sustainable Development Goals (SDGs) of the UN 2030 Agenda
[1], provided a unified framework for addressing the main global challenges such as
poverty, climate change, food security, economic crisis, resource scarcity, environmental
degradation, and biodiversity loss.

These universal goals can be achieved by each member state through a process of
SDGs localization that allows to move from global to the national and subnational levels
of government [2–4]. The 2030 Agenda, in fact, recognise the central role of the local
action in addressing sustainable development and, therefore, in SDGs progress. Thus,
«despite the need for global outcomes, most implementation will be local» ([5], p. 1483).
The importance of context-specific indicators has been highlighted by many academics
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and practitioners [6–13] that have also highlighted influence that the local action can
have in shaping the global [12, 14].

Italy is one of the 193 world Countries that have signed the 2030 Agenda in September
2015 and after just over two years, on the 22 December 2017, the Italian government
has approved their National Strategy for Sustainable Development (NSSD) [15] as the
main tool for the implementation of the SDGs within the Italian territory for the period
2017/2030 [16].

The NSSD established a set of strategic priorities and objectives, articulated into
the five pillars of 2030 Agenda (People, Planet, Prosperity, Peace, and Partnership)
which must be pursued by Italian subnational governments – Regions and Autonomous
Provinces with law-making powers – through local adapted policy and interventions
[17–19]. Through a cascade mechanism, subnational governments are accountable for
developing local strategies based on specific local priorities and for the setting-up related
indicators to measure and monitor their progress towards SDGs.

Since 2018 and 2019, the Italian Ministry of the Environment and Protection of the
Territory and the Sea (now Ministry for Ecological Transition) has supported through
specific collaboration agreements Regions and Autonomous Provinces in the develop-
ment of their own local strategies and in the definition of a regulatory framework consis-
tent with the financial framework of the European Cohesion Policy for the 2021–2027
programming period [20], one of the main economic tools for the implementation of
NSSD [21–23].

Until now, among the 20 Regions and two Autonomous Provinces (Trento and
Bolzano) into which the Trentino Alto-Adige Region is divided, 11 subnational Strate-
gies are formally approved (Bolzano, Emilia-Romagna, Lazio, Liguria, Lombardia,
Marche, Piemonte, Sardinia, Toscana, Trento, Veneto) and 10 are under development
(Abruzzo, Basilicata, Calabria, Campania, AR Friuli Venezia Giulia, Molise, Puglia,
Sicilia, Umbria, Valle D’Aosta) [24].

This study analyzes and compares four of these strategies – Liguria and Marche
Regions, Autonomous Region of Sardinia and Autonomous Province of Trento – that
provide a significant sample of the strategies approved so far, to evaluate similarities and
differences in the SDGs implementation.

Thus, encompassing the universal nature of the 2030 Agenda, the main aim of this
study is to contribute to advancing knowledge about different approaches and actions
carried out by subnational governments for the adaptation of global goals to local realities
and contexts.

2 Methodology

2.1 Data Collection

This study analyses and compares four selected Strategies for Sustainable Development
elaborated by different Italian subnational governments (see Table 1).
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Table 1. The characteristics of the four selected Italian subnational governments.

Local government Inhabitants
(2021)

Surface
(km2)

Density (inh/km2) Municipalities

Liguria Region 1.518.495 5.416,15 280,36 234

Marche Region 1.498.236 9.401,18 159,37 225

Autonomous Region of Sardinia 1.590.044 24.099,45 65,98 377

Autonomous Province of Trento 542.166 6.206,87 87,35 166

These strategies are easily comparable with one another regarding their structures,
implementation mechanisms and monitoring procedures (see Fig. 1 and Table 2).

Fig. 1. A graphic representation of the structure and contents of the selected strategies.

Each of the four strategies is articulated in strategic macro-areas:
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Table 2. The four selected Italian subnational Strategies for Sustainable Development: structure,
implementation mechanisms and monitoring procedures (data sources: [25–29].

Subnational
government

Date Strategic
macro areas

Implementation
Choices/Themes/Objectives/Actions

Monitoring:
Indicators

Liguria
Region

29.Jen
2021

(1) People;
(2) Planet;
(3)
Prosperity;
(4) Pace

13 Choices
49 Objectives

369 Norms/
Plans/Programs

111

Marche
Region

13.Dec
2021

(1)
Resilience;
(2) Climate
change;
(3)
Ecosystem
services;
(4) Equity;
(5)
Economic
develop

19 Objectives
(+ 4 related to
selected vectors of
sustainability)

59 Actions
(+ 31 related to
selected vectors of
sustainability)

98

Autonomous
Region of
Sardinia

8.Oct
2021

(1) Smarter;
(2) Greener;
(3) More
connected;
(4) More
social;
(5) Closer
to citizens

34 Objectives 104 Lines of action
587 Actions

102

Autonomous
Province of
Trento

15.Oct
2021

(1) Smarter;
(2) Greener;
(3) More
connected;
(4) More
social;
(5) Closer
to citizens

20 Objectives 177 Actions 119

– Liguria Strategy refers to four of the five strategic macro areas defined by the 2030
Agenda: People, Planet, Prosperity, Peace;

– Sardinia and Trento Strategies are aligned with the five pillars of the EU Cohesion
Policy for 2021–2027: Smarter, Greener, More Connected, More Social, Closer to
Citizens;

– Marche Strategy is structured into five region-specific macro-areas: Resilience;
Climate change; Ecosystem services; Equity; Sustainable Economic development.
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Each strategic macro-area (1 level) is divided in themes and/or strategic choices (2
level) and/or objectives (3 level). For each of these, implementation mechanisms (e.g.,
norms, plans, programs, actions) and procedures for monitoring the extent and impacts
of these mechanisms (e.g., specific indicators) are provided.

These different structures and contents depend on subnational priorities derived from
the data analysis provided by local “Positioning Reports” that provided a preliminary
full assessment of the distance to the SDGs at regional or provincial level.

2.2 Data Analysis

This study analyses and compares a selection of Italian subnational Strategies for
Sustainable Development. For each strategy it applies the following assessment criteria:

1. Systemic Vision: Are all SDGs addressed?
2. Balanced Approach: Have all SDGs the same weight?
3. Implementation: Are all SDGs associated with an adequate number of objectives?

To this end, for each selected strategy we used descriptive statistics to evaluate:

– Which SDGs are addressed by different macro-areas;
– How many SDGs was addressed in different strategic macro-areas;
– How often each SDGs was addressed by different objectives in relation to the total

number of objectives defined by each strategy. This assessment was carried out on
the basis of information and data provided by official documents (see “data source”
column in Table 2).

3 Results and Discussion

3.1 Systemic Vision of SDGs

All 17 SDGs were addressed only by one of the five selected Italian subnational Strategies
(Sardinia), while one of these (Marche) doesn’t consider the SDG 16 “Peace, Justice
and Strong Institutions” and other two (Liguria and Trento) don’t consider the SDG 17
“Partnership for the Goals” (see Fig. 2).

However, these two SDGs are implicitly linked to all Strategies because these are
developed through a multi-stakeholder consultation process that leaded to different Pub-
lic Administrations, private-owned organizations and citizens working together to define
a shared vision and corresponding strategies (Target 17.7), accommodating competing
interests and enhancing policy coherence for sustainable development (Target 17.14).
Thus, this “global partnership for sustainable development” allowed to mobilize and
share knowledge, expertise, and financial resources to support the achievement of the
SDGs (Target 17.16) and to develop effective, accountable, and transparent public insti-
tutions (Target 16.6). Only the Sardinia Strategy has evaluated the contribution of all
strategic macro-areas in the achievement of SDG 16 and 17.
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Fig. 2. Interrelations between SDGs and the subnational Strategies: a detailed overview of the
different Goals which are associated to each strategic macro area of the four selected subnational
strategies (graphically indicated with coloured dots) and the overall relevance of single SDGs
expressed in number and in percentage. (Color figure online)

3.2 Balanced Approach to SDGs

The analysis of the four selected Strategies reveals different weights that are given to
various SDGs (see Fig. 2). Overall, the SDG 11 “Sustainable Cities and Communities”
(89.5%) and the SDG 8 “Decent work and economic growth” (84.2%) are the most
prevailing goals. All the five macro-areas of the Marche Strategy contribute to achieve
the SDG 8 and all the five macro-areas of Sardinia and Trento Strategies the SDG 11.

With 73.7% SDG 4 “Quality Education”, SDG 9 “Industry Innovation and Infras-
tructure” and SDG 12 “Responsible production and Consumption” are in an intermediate
position. All the five macro-areas of the Sardinia Strategy have an impact on the SDG 4.
In addition to the SDG 17 already discussed above, the SDG 1 “No Poverty” (36.8%),
the SDG 5 “Gender Equality”, the SDG 7 “Clean Water and Sanitation” and the SDG
14 “Life below Water” are among the goals that are less addressed by all strategies.
Compared to the others, the Trento Strategy seems to make the greater effort to achieve
these SDGs.
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3.3 SDGs Implementation

Overall, most objectives outlined by selected strategies, have an impact on SDG 11:
about the 79% in the Marche Strategy, 35% in Trento Strategy and the 26.5% in Liguria
and Sardinia strategies (see Table 3).

Table 3. Summary of metrics deduced from confusion matrices in cases of supervised classifica-
tion

Strategic
Macro areas SDGs 1 2 3 4 5 6 7 8 9

1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

LIGURIA
Objectives
Tot: 49

10
%

18
%

10
%

14
%

26
%

22
% 6% 20
%

12
%

12
%

26
%

18
% 6% 14
%

22
%

12
% 0%

(1) People 10 5 4 5 3 7 4 1 2 3 2 1
(2) Planet 17 2 6 1 7 2 2 3 9
(3) Prosperity 16 3 2 2 1 2 7 5 1 4 7 1 4 1
(4) Pace 6 2 4 1 2 1 5

MARCHE
Objectives
Tot: 19

17
%

21
%

42
%

21
%

5% 17
%

5% 42
%

40
%

21
%

79
%

63
%

37
%

17
%

42
%

0% 5%

(1) Resilience 4 3 2 2 4 2 3 2
(2) Climate 5 2 2 1 1 5 5 3 1 3
(3) Ecosystem 4 1 3 1 2 1 1 3 3 1 2 3
(4) Equity 3 2 1 2 2 1 2 1 2 2 1
(5) Economic 3 1 2 2 1 1 2 2

SARDINIA Objectives
Tot: 34

3% 6% 29
%

29
%

15
%

6% 9% 44
%

35
%

23
.5

%

26
%

38
%

15
%

15
%

29
%

26
%

38
%

(1) Smarter 4 1 4 2 1 1 2 2
(2) Greener 13 2 3 2 2 3 2 4 1 8 4 5 8 3
(3) Connected 4 2 2 1 3 3 3 1 1 2
(4) Social 9 1 5 4 5 5 3 4 3 1 2 4
(5) Closer 4 1 3 1 1 3 1 1 4 2

TRENTO
Objectives
Tot: 20

45
%

30
%

20
%

30
%

50
%

25
%

25
%

50
%

40
%

20
%

35
%

30
%

55
%

20
%

45
%

30
%

0%

(1) Smarter 5 2 1 2 2 1 1 5 1 1 2 2 2 2 3 1
(2) Greener 4 1 1 1 2 1 1 2 1 4 1 4
(3) Connected 2 1 2 1 1 1 2 1 1 1
(4) Social 6 3 4 3 3 6 1 1 3 1 5 1 2 2 2
(5) Closer 3 3 1 2 1 1 3 1 1 1 1 2

After SDG 11, the goals accorded the most importance are SDG 8, SDG 9, SDG 12
and SDG 15 “Life on land”. Besides these goals, SDG 3 “Good health and Well-being”,
SDG 4 and SDG 5 “Gender Equality” and SDG 13 “Climate Action”. Finally, SDG 1
and SDG 16 in Trento and SDG 17 in Sardinia (see Table 3).

Furthermore, the analysis shows the integrated nature of many subnational objectives
that allow to achieve different goals, according to the interrelated nature of SDGs. The
number of SDGs related to a single subnational objective varies from one to nine.

In the Trento Strategy one of 20 total objectives is linked with nine SDGs, 5 to seven
SDGs and 8 to five SDGs.
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In the Marche Strategy five of 19 total objectives are linked with six SDGs, 4 with
five SDGs and 6 with four SDGs, while only 4 objectives with three or two SDGs.

In the Sardinia Strategy 11 objectives of the 34 totals are linked with five SDGs, 13
with four SDGs; only 4 are related with two SDGs.

In Liguria only 4 objectives of the 49 totals are linked with five SDGs and 3 with 4
SDGs, most of these (respectively 17 and 15) are related with 3 or 2 SDGs and 10 with
a single SDG.

4 Discussion and Conclusions

Subnational strategies for Sustainable Development can play a key role to achieve all
17 SDGs at subnational level. Nevertheless, in different regional or provincial contexts
certain SDGs are addressed and prioritized more than others. As shown by the results
presented in Sect. 3, the four Italian subnational strategies assign different importance to
specific SDGs for delivering local needs and the major environmental, economic, social,
and political concerns, as highlighted in Fig. 3.

Considering the strategic macro-areas, the most prevailing goals are the SDG 2 in
Liguria, SDG 8 in Marche, SDG 11 and SDGs 13 in Trento, while in Sardinia several
goals – SDGs 4, 11, 16 and 17 – have the same importance. In general Liguria and Trento
strategies present an equilibrate balance between different goals while the differences
are more evident in Marche and Sardinia strategies. If instead considering the objectives,
differences between SDGs are low in Liguria strategy (range from 6% to 27%), greater
in Sardinia (range from 6% to 44%) and Trento (range from 20% to 50%) strategies,
and more pronounced in Marche strategy (range from 5% to 79%).

The study described in this paper starts with the data collection and the analysis
of a representative sample of Italian subnational strategies. Although the sampling was
limited to four strategies, in fact, their complex articulation and the significant number
of macro-areas and objectives included in the analysis nevertheless offer a first compre-
hensive review on the status of SDGs implementation in Italy conducted by subnational
governments. It addresses the three research questions that are aimed at creating a com-
prehensive understanding of different approaches, structures and actions towards SDGs
by verifying if all SDGs: (1) are addressed by each strategy; (2) have the same weight in
different strategic macro areas; (3) are associated with a high or low number of objectives.

The findings of this study highlight differences and similarities in the way that
sub-national governments interpret and translate SDGs into operational actions towards
achieving local objectives. The participatory approach adopted by regional and provin-
cial administrations, in fact, creates an opportunity to meet local needs more effectively,
and allows to increase the responsiveness of public investments to local priorities using
clear objectives and measures [30–32].

Furthermore, these results could be useful to address further questions on SDGs
implementation also in other subnational contexts. SDGs, in fact, are a common basis
for tackling many global issues and a shared framework for sustainability reporting and
accounting which can be easily adapted to different territorial realities with their own
characteristics and dynamics.

The overview of the different strategies that we have presented, on one hand, con-
stitutes a guide for evidence-based monitoring and impact assessment of subnational
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Fig. 3. Relation between SDGs and the macro areas and objectives of different strategies, the
values are expressed in percentage (based on data in Fig. 2 and Table 3).

initiatives (policies, programs, plans and projects) that indicates what we are doing and
what we should do for orienting the decision-making process towards SDGs. On the
other hand, this articulated whole suggests a set of different “best practices” that can be
revised and applied to other territorial realities to achieve specific SDGs, allowing for
innovative solutions.
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This aspect would be important to include in future research. The direct and trans-
parent comparison between the objectives and the results obtained by different strategies
could lead to the recognition of the most feasible and effective measures to cover all the
SDGs at the subnational level.

Ultimately, this study aims at bringing the attention to the potential value of a com-
parative analysis of different strategies for sustainable development for stimulating the
dialogue between different subnational governments in order to expand their knowl-
edge and minimizing costs and optimizing results to accelerate efforts to build strong
governance mechanisms.
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18. Saiu, V., Blečić, I., Meloni, I.: Making sustainability development goals (SDGs) operational
at suburban level: potentials and limitations of neighbourhood sustainability assessment tools.
Environ. Impact Assess. Rev. 96 (2022). https://doi.org/10.1016/j.eiar.2022.106845

19. Richiedei, A., Pezzagno, M.: Territorializing and monitoring of sustainable development goals
in Italy: an overview. Sustainability 14, 3056 (2022). https://doi.org/10.3390/su14053056

20. European Commission: EU cohesion policy: Priorities for 2021–2027 (2021). https://ec.eur
opa.eu/regional_policy/en/policy/how/priorities. Accessed 19 Jan 2022

21. Cavalli, L., et al.: Sustainable development goals and the European Cohesion Policy: an
application to the autonomous Region of Sardinia. J. Urban Ecol. 7 (2021). https://doi.org/
10.1093/jue/juab038

22. Cavalli, L., et al.: The contribution of the European cohesion policy to the 2030 agenda: an
application to the autonomous Region of Sardinia. SSRN Journal (2020). https://doi.org/10.
2139/ssrn.3706003

23. Assumma, V., Datola, G., Mondini, G.: New cohesion policy 2021–2027: the role of Indicators
in the assessment of the SDGs targets performance. In: Gervasi, O., et al. (eds.) ICCSA 2021.
LNCS, vol. 12955, pp. 614–625. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
87007-2_44

24. AsviS: I territori e gli Obiettivi di sviluppo sostenibile (2021). https://asvis.it/public/asvis2/
files/Rapporto_ASviS/Rapporto_2021/Rapporto_ASviSTerritori2021.pdf. Accessed 26 Jan
2022

25. Provincia Autonoma di Trento: Strategia Provinciale per lo Sviluppo Sostenibile (2021).
https://agenda2030.provincia.tn.it/content/download/8212/151863/file/SproSS%20def_15.
10.2021.pdf. Accessed 4 Jan 2022

26. Regione Marche: Strategia Regionale per lo Sviluppo Sostenibile (2021)
27. Regione Autonoma della Sardegna: Sardegna2030. La Strategia della Regione Sardegna per lo

Sviluppo Sostenibile (2021). https://delibere.regione.sardegna.it/protected/57127/0/def/ref/
DBR57095/. Accessed 4 Oct 2021

28. Regione Autonoma della Sardegna: Sardegna2030. Report di posizionamento Obiettivi di
Sviluppo Sostenibile Agenda 2030 ONU (2021). https://delibere.regione.sardegna.it/protec
ted/57127/0/def/ref/DBR57095/

29. Regione Liguria: Strategia regionale per lo Sviluppo sostenibile (2019). https://www.reg
ione.liguria.it/homepage/ambiente/sviluppo-sostenibile/strategia-regionale-sviluppo-sosten
ibile.html. Accessed 29 Mar 2022

30. Saiu, V.: The three pitfalls of sustainable city: a conceptual framework for evaluating the
theory-practice gap. Sustainability 9, 2311 (2017). https://doi.org/10.3390/su9122311

https://ec.europa.eu/info/sites/default/files/delivering-sdgs-local-regional-level.pdf
https://www.mite.gov.it/sites/default/files/archivio_immagini/Galletti/Comunicati/snsvs_ottobre2017.pdf
https://doi.org/10.1016/j.eiar.2022.106845
https://doi.org/10.3390/su14053056
https://ec.europa.eu/regional_policy/en/policy/how/priorities
https://doi.org/10.1093/jue/juab038
https://doi.org/10.2139/ssrn.3706003
https://doi.org/10.1007/978-3-030-87007-2_44
https://asvis.it/public/asvis2/files/Rapporto_ASviS/Rapporto_2021/Rapporto_ASviSTerritori2021.pdf
https://agenda2030.provincia.tn.it/content/download/8212/151863/file/SproSS%20def_15.10.2021.pdf
https://delibere.regione.sardegna.it/protected/57127/0/def/ref/DBR57095/
https://delibere.regione.sardegna.it/protected/57127/0/def/ref/DBR57095/
https://www.regione.liguria.it/homepage/ambiente/sviluppo-sostenibile/strategia-regionale-sviluppo-sostenibile.html
https://doi.org/10.3390/su9122311


638 V. Saiu and I. Blečić
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Abstract. In the climate crisis era, energy security or even more autonomy is
critical in developmental policies of countries worldwide. This crisis, coupled
with the recent geopolitical crisis in Europe and its socio-economic repercus-
sions, calls for dedicated national strategies in support of the transition towards
a carbon-free economy, largely based on domestic energy networks that utilize
renewable sources (RES/MRE). Islands, in this respect, are of particular concern,
as fragile natural-cultural and anthropogenic ecosystems, already under multi-
ple pressures due to urban sprawl, over-concentration of land/maritime activities
and mass tourism, all largely intensifying peak energy demand pattern. Having
Aegean small frontier islands as a study reference, the article explores their energy
dynamics and sketches restrictions in clean energy transition set by the scale and
specificities of insular vulnerable locales. Towards this end, current conditions and
trends are evaluated; and a spatial energy database is produced for serving typo-
logical classification of islands. The latter is based on a multifactorial approach
for assessing small islands’ energy autonomy and degree of RES/MRE utiliza-
tion; identifying main factors of their energy diversification; and unveiling critical
issues to be addressed in renewable energy planning. The proposed methodology
aspires to step forward the discussion on sustainable energy transition of insular
territories in the Mediterranean Region and beyond.

Keywords: Sustainable energy development and planning · Renewable energy
sources · Green and blue infrastructures · Low-carbon energy transition policies ·
Insular regions and communities · Small islands

1 Setting the Stage

At a time of climate crisis and energy poverty, states across the world seek to ensure their
energy autonomy and reinforce their position in strong energy networks. To this end,
the policy objective is to develop sustainable national strategies for the transition to a
zero carbon economy through the development of domestic energy production networks
for the use of renewable energy sources [1, 2]. Nevertheless, achieving energy neutral-
ity in practice remains an intractable issue for two main reasons. On the one hand, the
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dominant countries generating and exporting polluting energy do not intend to lose the
lead even if they use clean energy at national level. On the other hand, energy-dependent
countries (regardless of population size and prosperity level) lack to secure their energy
independence mainly due to their increased needs (e.g. intense urbanisation, transport
hubs, entrepreneurship), or failure (technological, legislative, etc.) to utilise their exist-
ing domestic sources and/or discover new forms of energy. The former case includes
mainly developed countries with strong administration and infrastructure centres, while
the latter concerns countries with a low technological development index that are in the
process of productive reconstruction and/or modernization of their national administra-
tion, development, planning and legislation systems. In Europe, specifically, which is the
broader field of the pilot focus area, the former case includes mostly the developed north-
ern countries, while the latter includes the EUMed9 countries of eastern basin. Greece,
Cyprus and Malta demonstrate special research interest due to their cross-border char-
acter; abundant natural and cultural wealth; vulnerable national economies; and the new
development challenges they face in the context of global competition in the shipping
and tourism sectors, which intensify their energy requirements [3–6].

Against the backdrop of intense political, social and economic upheavals at global
level and they geopolitical uncertainty they induce to countries at national level, increased
concerted efforts to prevent the looming ecological catastrophe -most recently at the UN
Climate Change Conference (COP26, Glasgow 31.10. 2021)- have brought back to the
forefront of political and scientific discussions at international level the need to change
the current energy model [7]. This finding is becoming more critical following the dra-
matic developments in Eastern Europe and the broader SE Mediterranean region, which
confirm: a) the failure to use gas as a sustainable and socially just ‘transition bridge’ from
conventional to renewable energy sources; and b) the dependence of countries’ energy
transition on strong global investment interests. Through the aggravation of inequalities
this causes across spatial levels, there are constant disruptions to the global energy map
with a variety of consequences on the development dynamics as well as territorial/socio-
economic cohesion of the countries and their regions, regardless of whether they are
energy-dominant or dependent. In these extremely adverse conditions, the search for
new forms of clean energy and innovative methods/technologies to use them, as well
as the formulation of flexible alternative transition scenarios, pose challenges for states
[8–10]. In this respect, hydrogen is already promoted as the new energy key of the 21st
century, due to its fuel and energy storage capacity, while the use of marine renewable
energy (MRE) is seen as the solution for the energy neutrality of coastal and island
countries [11–13].

In a climate of intense concern, the energy transition of island areas (i.e. states,
regions, islands) poses special research interest, mainly due to their differences in scale,
structure, dynamics and needs (i.e. surface, spatial fragmentation/dispersion, climatic
specificities, fragility of natural- cultural- anthropogenic ecosystems and landscapes,
urbanization characteristics, density and seasonality of habitation, type of activities and
degree of over-concentration on land and at sea, quality of technical/ social infrastructure,
tourism development, dependence on mainland areas, etc.) [14]. These diversifications,
due to a number of spatio-functional and socio-economic factors, affect the energy
requirements of island regions and their variations during the year (seasonality) [15,
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16]. At the same time, the above diversifications raise the issue of energy autonomy,
especially in remote island regions with adverse climatic conditions (e.g. the Azores
and Iceland in the North Atlantic ocean, Mauritius and Reunion in the Indian ocean),
but also in countries with many islands and a strong concentration of small remote
and border islands that are inhabited (e.g. Sweden and Greece). The diversity of island
regions introduces different conditions, priorities and constraints in their energy tran-
sition process. This makes it necessary to address specifically the energy planning of
insular regions and islands in the framework of national development and energy poli-
cies. The specificity of island regions has been recognised at EU level [17–23]. Hence,
the relevant debate on their energy transition is constantly enriched with new initiatives
in the broader EU policy framework for climate and energy neutrality1. These initia-
tives refer not only to island states, but also to countries with an island part [i.e. insular
regions (NUTS2), islands NUTS3)]. Small islands are highly interesting mainly due to
the strong emigration trend of their inhabitants, and the various pressures they face from
their urbanization/conversion into ‘pockets’ of tourism development and/or energy uti-
lization [24–26]. Greece, although intensely insular with a significant number of small
islands, still lacks an integrated clearly formulated policy on energy modernization.

Given the ongoing climate and energy crises, the main question is: how should
the energy transition of islands be conducted so as to ensure their energy autonomy
without threatening the local identity and carrying capacity of their natural-cultural-
anthropogenic ecosystems and landscapes? The answer is sought in the selection of a
sustainable energy model. Thus, the dilemma is whether the energy transition of islands
should be aimed at meeting their local needs/demands, or satisfying wider scale require-
ments (inter-regional, national, supranational). Undoubtedly, the choice will affect the
sustainability, resilience, and competitiveness of these fragile locales. Thus, the energy
planning challenge is how to prevent any environmental and socio-economic impact on
the islands to be exploited for energy (RES/MRE).

Focusing our study on the small frontier Greek Aegean islands, this article attempts
to contribute to the discussion at a critical time for the country and the world. That is, in
the context of the intended withdrawal from polluting forms of energy, where pressures
for immediate use of RES/MRE can degrade the island environment unless there is an
integrated energy policy encompassing protection, sustainability and social justice [17,
21]. In this context, the objective is to assess the energy dynamics of small border islands
and to identify the favourable/constraining factors for their energy transition-autonomy
[23, 25]. To this end, fifteen islands were selected with a view to recording, mapping
and evaluating existing energy conditions/trends per island. The above process results
in a pool of spatial and energy data that is then used for their typological classifica-
tion. It is supported that research shall be implemented on the basis of a multifactorial
approach in order to: a) assess the energy autonomy of the islands and the degree of

1 EU Legislation on Energy Transition (Laws/Directives] 1997–2021: COM(1997)599;
COM(2006)105; COM(2007)575; L.2008/56/EC; COM(2008) 768; Renewable Energy
L.2009/28/EC; Blue Growth COM(2012)494; Blue Energy COM(2014)8; COM(2014)254;
EUCO/169/14; Climate Change Policy COM (2015)80; COM(2018)773; European Cli-
mate Law (2018/1999/EU); 2018/2001/EU; European Green Deal (COM(2019)640); COM
(2020)741; COM(2021)82; COM(2021)240.
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RES/MRE utilization; b) identify the factors that have played a role in the evolution
of their energy dynamics; c) highlight the critical issues that must be addressed in the
national energy planning so as not to burden the small islands with the development
of renewable sources. The proposed methodology enables various correlations among
the selected criteria and can be applied applicability across spatial units; hence it can
contribute to the recent debate on the sustainable energy transition of countries with an
island part in the Mediterranean and beyond.

For the approach of the research object the article is organized in six sections. The
first presents the research object; the second refers to the spatial field of study and
the research methodology, the third describes the development and energy dynamics of
Greek insular regions focusing on the small frontier islands of the Aegean; the fourth
concerns the findings of the investigation, the fifth describes the proposed typological
classification for islands, while the sixth expresses thoughts on a sustainable energy
transition-autonomy for insular territories.

2 Methodological Steps and Sources

This research on the energy transition of the small frontier islands2 of the Aegean is part
of a wider ongoing study on the energy neutrality of the Greek island territory in a context
of multifaceted crisis and evolving climate change. The Aegean small boarder islands
were not selected by chance. The occasion was previous researches on the Greek island
territory [14, 27], through which emerged: α) the complexity and vulnerability of insular
regions and islands, as well as their specific dynamics, as a result of their particular geo-
graphical and spatial characteristics; and b) the existence ambiguities in the practices of
RES/MRE utilisation and in the relevant national legislation. However, a key role was
played by a study on small border islands of the Aegean and their typological classifica-
tion on regional criteria, which can identify the specificities of these vulnerable areas, as
well as their ability to function as both autonomous entities and hubs of broader island net-
works with supra-local reach [28]. This is because, this research highlighted the critical
role of the characteristics and development prospects of small islands (especially those
demonstrating geographical/socio-economic isolation and seasonality) in their integra-
tion into the international economic system, on the one hand, and in their energy transition
and neutrality, on the other. The main causes are issues pertaining to scale, adequacy of
resources and infrastructures, quality of natural-cultural-built environment/landscape,
accessibility and networking, development orientation, inhabitation pattern, seasonal-
ity. Therefore, this research is used at this stage (after the necessary data updates and
enrichment of the spatial sample/assessment criteria) as a ‘basis’ for the establishment
of the wider framework conditions/trends within which the energy transition-autonomy
of the small Aegean border islands will be assessed at local level. Specifically, regarding
the research area, the criteria for assessing the development and energy dynamics of
islands, and the process of their typological classification, the following are noted:

2 In the absence of an official definition of small frontier island at national and European level
the selection criteria were: a) an area of < 96 km2 and a permanent population of < 8,000
inhabitants, b) islands constitute municipalities, and c) frontier islands are considered to be
those bordering another country on at least one side [28].
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Place of Reference: fifteen small Aegean border islands of different development -
energy dynamics were selected. Islands per region (from north to south) are: North
Aegean: Ag. Efstratios, Psara, Oinousses and Fournoi, South Aegean: Leros, Kasos,
Symi, Tilos, Nisyros, Patmos, Halki, Lipsi, Agathonisi, Megisti, and Crete: Gavdos.

Assessment Criteria: their selection allows simultaneous understanding of the broader
developmental and spatial context (qualities, vulnerability, and prospects) of islands,
and more specifically their energy dynamics- autonomy. On this basis, a pool of
assessment criteria established, falling into ten themes, namely: (i) geographical
location [cross-border character (distance from neighbouring country], (ii) locus [i.e.
surface area, density (inhabitants/km2), geomorphology, climate], (iii) nature-culture
[i.e. historic and memorial sites, natural-cultural heritage sites, protected areas], (iv)
population [inhabitants and % population change (1991, 2001 and 2011)], (v) local
economy - production sectors [primary, secondary, tertiary (% change by sector 2001–
2011)], (vi) accessibility/networking (Multimodal Hub (MH: port and airport)], (vii)
services/infrastructures of supralocal reach (administrative, technical, social), (viii)
construction activity [number of buildings per island, rate of change (2001–2011)],
(ix) tourism [indicators: ship/ferry passengers, overnight stay, full occupancy (2011–
2020), and cruise passengers arrivals (2015–2020)], (x) energy [i.e. energy demand,
energy consumption rate, production rate from conventional/renewable sources (2016–
2020)]. The criteria are deliberately selected and can assess both the competitiveness
and the rate of energy transition-autonomy of small border islands at the national and
global level. The geographical location coupled with locus features and high quality ser-
vices and infrastructures of supralocal reach bring out important specificities for islands’
supralocal role. The population size indicates islands’ dynamics, especially in combi-
nation with locus, local economy-production sectors, accessibility/networking and high
quality services-infrastructures of supralocal reach. In addition, geographical location in
combination with locus and nature-culture features can either favour or restrict islands’
energy transition, as they can simultaneously meet energy demands, but also burden
local identity and resilience due to the overexploitation of natural resources. More-
over, population especially coupled with local economy-production sectors, accessibil-
ity/networking, supralocal infrastructures, construction activity, and tourism may lead
to increased energy demands (especially during peak seasons) with multiple effects to
landscapes and biodiversity, as well as the environment. Finally, energy highly interacts
with all other criteria, as it is affected by them and vice versa.

Research Process-Sources: for approaching the research object, the correlation of the
criteria was done in two spatial levels (region, island) aiming at understanding: a) the
broader geographical-administrative environment where the small islands interact with
larger islands and continental areas, b) local peculiarities and the restrictions they set on
islands’ energy transition-autonomy. This was attempted by implementing two investi-
gation procedures. The first investigation procedure pertained to the generation of six
tables through the correlation of the proposed criteria [i.e. Table 1 [(i), (ii), (iii), (vii)];
Table 2 [(v), (vi)]; Table 3 [(v), (viii), (ix)]; Table 4 [(xi)]; Table 5 [(i), (vi)]; and Table 6
[(i), (ii), (iv), (x)]. The six tables provide data on administrative structure, while islands
are presented by region and regional unit (from north to south), and by size, starting with
the smallest in area. In the second procedure, the data of the above tables was correlated
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for the typological classification of the small islands according to their energy demands
and the barriers they face in energy transition-autonomy. The main sources were EU
texts and the current Greek institutional framework for insular/energy planning, as well
as official databases of international, European and national bodies [29, 30]. The data
has been processed using spatial analysis methods in a GIS environment.

Under conditions of an intense multifaceted crisis, the article aims at contributing
to the relevant discussion by proposing a methodology to identify the factors that may
affect energy transition and autonomy, in such a way that it can be used as a planning
tool of energy policy at various territorial levels, while paving the way for subsequent
re-evaluation of existing criteria for the selection/delimitation of RES/MRE areas.

3 Greek Insular Regions and Small Frontier Aegean Islands
in Times of Energy Transition _ A Multifactorial Overview

In this section, the development and energy dynamics of the Greek insular regions are
briefly presented focusing on the small boarder islands of the Aegean Sea based on a
multifactorial approach of simultaneous monitory of the proposed criteria [(i)–(x)].

3.1 Identifying Local Characteristics and Developmental Dynamics

3.1a Greek Insular Regions
Greece is among the countries with the largest number of islands in the world. The multi-
insular structure in concert with the fragmentation of its insular regions makes the Greek
insular phenomenon quite unique [28]. The purely insular regions (15% of Greek terri-
tory/4 out of 13 administrative regions) constitute extremely complex spatio-functional
entities of intense fragility and diverse dynamics due to the number of islands and their
peculiarities. In particular, the Greek insular regions/islands of the Aegean (EU’s external

Fig. 1. Protected areas and natural - cultural heritage Sites in Greece [own elaboration]
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borders) where issues of geopolitical importance, spatial discontinuity/heterogeneity -
mainly in terms of expanse, identity, dynamics- coexist with incompatible activities and
transnational networks (e.g. shipping, commerce, tourism, energy etc.), a concentra-
tion of natural-cultural wealth and unique landscapes/seascapes, as well as a pressure
because of the strong migrant/refugee flows and the ever-increasing energy interest [14,
27] (Fig. 1).

Based on the assessment criteria, the following are briefly stated: a) South Aegean
has the largest territorial fragmentation and the most significant concentration of small
frontier islands; b) all insular regions are characterized by seismicity and have similar
climatic conditions; especially those of the Aegean Sea which provide strong wind
dynamic; c) South Aegean (5th and 1rst place respectively in the national ranking),
Crete (6th and 5th), North Aegean (11th and 7th) and the Ionian Islands (8th and 11th)
have the most intense concentration of nature and culture protection areas (i.e. Natura,
archaeological and historical sites, underwater culture heritage); d) North Aegean in total
and parts of South Aegean (small frontier islands) face significant networking issues;
e) low population increase (2001–2011) is noted in Crete (+4.83%) and South Aegean
(+3.54%), whilst the North Aegean (−2.93%) loses its population; f) increase of tertiary
sector (>24%) with simultaneous contraction of primary (−33% up to −49.79%) and
secondary sector (−12% up to −15%) was detected. The primary/secondary sectors
decreased mainly in North Aegean and the Ionian Islands, whilst the tertiary sector
increases mainly in South Aegean (+37.91%) and the Ionian Islands (+32.55%); g) the
rate of change in building stock (2001–2011) increases mainly in North Aegean and the
Ionian Islands (+16.86% and +9.26% respectively); and h) indicators of overnight stays
(>−52%), occupancy (>−29,5), and cruise (>−99,45%) (2011–2020) dramatically
decline due to dramatic effects of the pandemic [28, 30].

3.1b Aegean Small Frontier Islands
When it comes to the small frontier islands of the Aegean, the following are noted
[14, 28, 30]: a) Ag. Efstratios, Psara, Agathonisi and Lipsi are in a more unfavorable
networking situation. Leros, Symi and Megisti provide ferry connections to Turkey,
Oinousses and Patmos only during the summer; b) the majority of islands has an area
<50 km2, thus creating special conditions for their economy; c) the most intense wind
dynamics is to be found in North Aegean, whilst the greatest depths are to be found
in Patmos, Halki and Gavdos; d) all insular regions provide a rich natural and cultural
heritage on land as well at sea and belong to the Natura network of protected areas.
The biggest concentrations of such areas are to be found in Gavdos, Leros, Nisyros,
Psara, Halki, Patmos, and Fournoi [30(f)] (Fig. 1); e) Leros is by far the island with
the greatest population followed by the smaller (in area) islands of Patmos and Symi.
The majority of islands (78.57%) have a population of <1500 inhabitants. The largest
population increase (2001–2011) (>50%) was recorded in Gavdos (+88%), Halki (62%)
and Tilos (50%), while islands that lost population were: Ag. Efstratios, Psara, Leros
and Oinousses; f) the highest unemployment rates (>50%) (2001–2011) were noted
in Halki, Psara, Leros, Ag. Efstratios, Kasos and Agathonisi, with the exception of
Oinousses (60% reduction in unemployment). In primary sector an increase of > 50%
was recorded in Megisti (250.0%) and Nisyros (53.3%), while a decrease (>50%) was
recorded in Halki (−65.6%) and Fournoi (−50.0%). In the secondary sector an increase
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>50% was recorded in: Gavdos (83.3%), Halki (58.3%), Oinousses (52.0%), while
a decrease >30% was recorded in: Psara (−53.6%) and Ag. Efstratios (−35.0%). In
the tertiary sector the increase exceeds >100% in Gavdos (311.1%), Halki (273.7%),
Agathonisi (258.35%), Lipsi and Psara, while a decrease 30% was recorded in Fournoi
and Patmos. Decreases in primary/secondary sectors are mainly associated with the
contraction of residents and the strengthening of tourism; g) construction activity (mainly
associated with tourism development) was increased in Fournoi (344.5%), Tilos (52.1%)
and Agathonisi (51.1%), and a decrease >20% was recorded in Halki and Psara [30(a)].

In particular, when it comes to tourism development, regardless of the year 2020
when indicators were dramatically decreased due to the COVID-19 pandemic, islands
with positive rates (>100%) of tourism growth (after 2011) were Gavdos, Megisti and
Nisyros. Based on a) the rate of change of ferry passengers disembarking, the highest
positive change was recorded by Gavdos, Megisti, Nisyros and Tilos, while the highest
negative one by Symi (−57.30%), Halki (−26.74%), and Fournoi (−25.80%); b) the rate
of change in hotels, a positive change >300% was recorded by Agathonisi and Gavdos,
while a negative one by Kasos (−20.19%), Leros (−5.14%) and Patmos (−1.14%); c)
the occupancy rate change, positive changes >30% were recorded by Nisyros, Megisti,
Leros and Lipsi, while negative ones (>13%) by Psara, Tilos and Fournoi; and d) rate
of change in cruise passenger arrivals (2015–2020): strong differentiation was found
between Patmos (+574%) and Symi (−92%). The study of the indicators is of great
importance as it highlights the types of tourism and consequently the pressure that
islands encounter, their role in the local economy as well as the energy demands they
cause [30(e)].

3.2 Monitoring Existing Energy Patterns _ Peculiarities and Perspectives

3.2a Greek Insular Regions
As regard spatial dependence of insular regions from the mainland of the country, the
most interconnected regions (underwater networks) are the Ionian Islands (along with
the regions of Epirus and Western Greece) and the northern Cyclades (Andros, Tinos,
Mykonos, Kea, Gyaros, Syros, Paros) of South Aegean (along with the regions of Attica
and Central Greece). On the other hand the regions of the Northern Aegean and Crete
(in total) and northern Cyclades and Dodecanese Islands of the South Aegean belong to
the non-interconnected islands due to their geographical location and spatial structure
(i.e. polynesia, intense spatial dispersal, etc.). To meet the energy needs, the islands have
local production stations that face several problems in their operation, especially those
on the smaller and more remote islands. For this reason, there is a project aiming at the
gradually interconnection of all islands by 2030 [30(d)].

Based on the official data of the Hellenic Statistical Authority (ELSTAT 2020), the
dependence of insular regions on the utilization of polluting forms for energy production
remains high. Greater dependence show, in descending order, the regions of Crete, S.
Aegean, Ionian Islands, N. Aegean. As regard the RES utilization insular regions are
at the bottom of the national ranking [Crete 10th, Ionian Islands 11th, S. Aegean 12th,
N. Aegean 13th], while they do not harness MRE. An exception is Crete, where wave
energy is harnessed in an experimental phase [30(a)].
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As regard energy consumption and future demands, the highest annual energy con-
sumption (2020) show, in descending order, the regions of Crete, South Aegean, Ionian
Islands and North Aegean. The region ranking based on the % change in energy con-
sumption (2016–2020) was: Crete (+5.2%), South Aegean (+4.7%), Ionian Islands
(+2%) and North Aegean (+1.5%)]. Growth trends in energy consumption in regions
of South Aegean, Ionian Islands and North Aegean is mainly attributed to tourism
development and less to permanent resident population growth. This is also ascer-
tained by the % changes of population [(2001–2011): South Aegean (+2.08%), North
Aegean (+2.06%), Crete (+0.03%)]; construction activity [(2001–2011): South Aegean
(+16.86%), Ionian Islands (+9.26%) and Crete (+0.03%)] and tourism [(2016–2020):
South Aegean (+89.3%), Crete (+24.3%), North Aegean (+21.4%)] [30(a–e)].

3.2b Aegean Small Frontier Islands
The small border islands of the Aegean belong to non-interconnected islands to the
national electricity network of the mainland. They have power plants, which how-
ever face significant adequacy issues and are energy dependent on neighboring larger
islands, as follows: Ag. Efstratios energy dependent from Lemnos, Oinousses from
Chios, Fournoi from Ikaria, Leros from Kalymnos, Kasos from Karpathos, Symi-Tilos-
Halki from Rhodes, Nisyros from Kos, Patmos-Lipsi-Agathonisi from Kalymnos, Gav-
dos from Crete. Furthermore, during periods of increased demands (summer months)
small islands are supplied by oil tankers [30 (b–d)].

In 2016–2020 period, islands with the higher electricity consumption increase were
Gavdos (17%), Agathonisi (10.0%), Megisti (3.0%) and Symi (2.0%). The majority of the
islands (Ag. Efstratios, Psara, Oinousses, Fournoi, Leros, Kasos, Tilos, Nisyros, Halki,
and Lipsi) maintained a stable consumption, while a significant decrease is observed in
Patmos (−22.0%) which is worth studying. In 2020 the rate of electricity generation from
conventional forms was at 100% for 10 of the 15 islands (i.e. Ag. Efstratios, Oinousses,
Fournoi, Kasos, Tilos, Nisyros, Halki, Lipsi, Agathonisi and Megisti). In the rest of
islands it exceeded 80% [i.e. Gavdos (99.9%), Symi (98.3%), Psara (96.9%), Leros
(96.2%), Patmos (83.7%)]. In these islands the participation rate of RES in electricity
production was limited. Finally, there is no small frontier island harnessing MRE [30(b–
d)] (Fig. 2).

Fig. 2. Small Frontier Aegean Islands: Percentage of participation of conventional and renewable
energy sources in electricity generation (2020) [30(b-d)]
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Furthermore, for the assessment of the energy dynamic of small frontier islands
the monitoring of energy dynamic indicators during the year is of particular interest.
Through such a perspective, the multiplicity of effects of insularity, seasonality and
remoteness on energy dynamics of islands and changing trends is ascertained. Thus,
from the study of changes in the rate of energy consumption per quarter for the year
2020 it was ascertained that the highest prices were noted during 3rd and 4th quarter
due to tourism. The monitoring of fluctuations among islands emerged from their rate
of seasonality, as well as the supralocal character of tourism development.

As regard the future of energy transition, several of the under investigation small
islands are found in proposals formulated at scientific/political levels. Among them,
an indication reference is made to recent initiatives3 promoted by the EU [e.g. NESOI
(Nisyros, Tilos), RESponsible Islands (Tilos), Clean Energy for EU Islands (Halki,
Kasos, Symi), IANOS (Nisyros)] and Greek government [GR-eco Islands (Halki)],
as well as projects by private bodies in cooperation with Greek administration (cen-
tral/decentralized) and research entities for the development of innovative technologies
[e.g. MUSICA (Oinousses)] for the harnessing of RES/MRE in the context of smart sus-
tainable development and the European Green Deal [2, 5, 6, 22, 23]. It is noted that Tilos
is the first Greek small border island to develop an innovative model of energy autonomy
through the utilization of solar-wind energy and battery energy storage awarded by the
pan-European RESponsible Islands competition.

4 Conclusions Based on a Synthetic Approach of the Proposed
Criteria

From the multi-criteria approach of the development and energy dynamics of insular
regions and the small frontier islands of the Aegean emerged findings that highlight crit-
ical issues that must be addressed at a time of global climate-energy crisis and established
absence of national insular and energy policy in Greece [14, 27, 28, 30]. In conclusion,
the following are noted by thematic:

a. Spatial dependence from the mainland and insular regions: the rate of energy
autonomy of islands is limited due to two reasons. Either because of their energy
dependence from the mainland, or because they lack to develop autonomous energy
structures at the intra-regional level decentralizing energy networks that harness
RES/MRE. This dominant trend perpetuates dependence issues between islands and
the mainland, as well issues among islands (smaller and bigger ones).

b. Dependence on forms of energy: The main role in electricity generation plays
fossil fuels. Unfortunately, in a country provided with geophysical and climatic

3 i.e. NESOI (https://www.nesoi.eu/content/projects-briefs), RESponsible Islands (https://ec.eur
opa.eu/info/research-and-innovation/funding/funding-opportunities/prizes/prize-renewable-
energy-islands-responsible-island_en), Clean Energy for EU Islands (https://clean-energy-
islands.ec.europa.eu/ and https://europeansmallislands.com/2020/10/28/29-european-islands-
publish-new-energy-transition-agendas/), IANOS (https://ianos.eu/islands/), GR-eco Islands
(https://ypen.gov.gr/i-chalki-ginetai-to-proto-gr-eco-island/), MUSICA (https://musica-projec
t.eu/).

https://www.nesoi.eu/content/projects-briefs
https://ec.europa.eu/info/research-and-innovation/funding/funding-opportunities/prizes/prize-renewable-energy-islands-responsible-island_en
https://clean-energy-islands.ec.europa.eu/
https://europeansmallislands.com/2020/10/28/29-european-islands-publish-new-energy-transition-agendas/
https://ianos.eu/islands/
https://ypen.gov.gr/i-chalki-ginetai-to-proto-gr-eco-island/
https://musica-project.eu/
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comparative advantages the harnessing of RES is still limited, whilst that of MRE is
absent.

c. Energy consumption and new demands: Differentiations are found both between
regions and at the intra-regional level (between islands). The highest consumption
and growth trends are found in regions that include islands with a significant pop-
ulation size, which simultaneously function as gateways, supra-local tourist desti-
nations and enclaves of development activities in primary/secondary sector (Crete,
South Aegean). Moreover, lower consumption with significant fluctuations due to
seasonality are presented by insular regions of islands of small population size, with
weaknesses in their productive structure and low tourism development (mainly in
North Aegean and less in the Ionian Islands). At intra-regional level, the highest
energy consumption/demands are found in developed islands, but also in less devel-
oped ones that experience tourism development (regardless of their surface area and
the size of their population). To this category belong several small frontier islands
of the Aegean. Examples are Gavdos, Agathonisi and Megisti, due to the significant
population growth (>22%) in 2001–2011 combined with the positive percentage
changes in tourism in the last 10 years (>14%) in construction activity and other
sectors of production (2001–2011) [i.e. primary: Megisti (250%); secondary: >50%
in Gavdos; tertiary: >100% in Gavdos and Agathonisi] [30].

Based on the above, findings of general and more specific interest which could be
utilized in the development of sustainable energy policy are emerged for: a) the estab-
lishment of necessary context of planning principles and guidelines and the approached
methodology (phases and assumptions), b) the selection of assessment criteria and how
they are correlated, c) the prioritization of energy transition options (typological clas-
sification/hierarchy of islands based on existing energy needs as well as their changing
trends). In particular, it is ascertained that:

• Energy demands of islands vary depending on the degree of insularity [territorial
fragmentation (type/intensity), spatial/socio-economic isolation and networking, local
economy], seasonality (permanent population, multifunctionality, etc.), and remote-
ness (geographic position, connection with the mainland/insular regions). Crucial
parameters in the differences in consumption between insular regions and islands in
particular are: population size (inhabitants/visitors), type and number of activities and
infrastructures and level of tourism development.

• The increase in quantitative indicators associated with population, local economic
activity and infrastructures of supralocal reach [i.e. (iv), (v), (vi), (vii), (viii), (ix)]
variously affect the energy requirements [(x)] of insular regions and islands.

• The type and intensity of the correlation of criteria related to the local economy
and supra-local infrastructures [i.e. (v), (vi), (vii), (ix)] may have simultaneously
positive (i.e. enhancing competitiveness by limiting seasonality) and negative (i.e.
increasing pressures on natural-built environment and carrying capacity) effects on
islands’ sustainability and resilience. This raises the issue of choosing energy patterns
depending on the specifics of islands.
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• Criteria related to specific characteristics, local identity and carrying capacity of the
natural-cultural-anthropogenic ecosystems of the islands [(ii), (iii)], especially in com-
bination with criteria that affect their accessibility and networking [(i), (vi)] can be
favorable (e.g.geomorphology, climate) or restrictive (e.g. protection areas, landscape)
in their energy transition - autonomy, mainly in smaller (surface area, population size,
range of local economy) and frontier islands (spatial and socio-economic isolation).

5 The Typological Classification of Islands as a Means of a More
Sustainable Energy Transition

In this section, the small boarder islands are included in energy priority categories, based
on the findings for their development (i.e. local identity, economy) and energy dynam-
ics (energy transition-autonomy, new demands), as well as their evolutionary trends
(risks/prospects). Thus, the proposed criteria [(i)–(x)] are related in the context of two
main assumptions. The first assumption supports the importance of taking into account
the parameters that affect the energy demands of the islands, while the second focuses
on those that function favorably or restrictively in their energy transition and autonomy.
In the first case, emphasis is given to the quantitative dimension of the parameters, while
in the second case their qualitative dimension is of high importance too. The aim of the
proposed typological classification is actually to highlight groups of islands with com-
mon problems and crucial issues that need to be addressed in a sustainable energy policy
at local and regional level. In this sense, the classification could be used as a ‘basis’ for
a -in a later phase- pilot implementation of energy transition-autonomy actions at island
level and/or in groups of islands (Fig. 3).

Along this line, the criteria are divided into two groups. The first group includes
those that affect the energy demands of islands (first assumption) [(iv) popula-
tion, (v) local economy - production sectors, (vi) accessibility/networking, (vii) ser-
vices/infrastructures of supralocal reach, (viii) construction activity, (ix) tourism], while
the second group focuses on criteria that highlight the uniqueness of the islands (second
assumption) [(i) geographical location, (ii) locus, (iii) nature-culture]. The criteria are
evaluated in two phases. The first combines criteria of the first group [(iv), (v), (viii),
(ix)] with energy, aiming at including islands in energy priority categories, according
to their resettlement and tourism development trends and perspectives (regardless of
island area or population size) [(A) 1st priority islands; and (B) 2nd priority islands].
In the second phase, the criteria of the second group [(i), (ii), (iii)] are also taken into
account in order to highlight the barriers set by the particular characteristics of the islands
and which affect their energy transition and autonomy (geographical location, climate,
nature-culture, landscape etc.). It is argued that the consideration of the later criteria is
a precondition for the sustainable energy transition of these vulnerable sites.

More specifically, the main methodological steps followed in the first phase were:
A table with the percentage changes of the criteria of the first group [(iv)–(x)] was

organized in order to monitor and evaluate their changes (2001–2020).
The islands were divided into groups/subgroups based on the percentage changes

in inhabitants (2001–2011) and visitors (2011–2020). The choice was not random. It
reflects the tendencies of the abandonment by the inhabitants and the strengthening of
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tourism in islands; parameters that can affect in various ways islands’ energy demand
and its variation in the year. Thus, based on population change, three groups emerge:
(I) islands that are losing population (abandonment trends) [North Aegean (in total),
South Aegean (Leros)]; (II) islands that are gaining population (resettlement trends)
[Kasos, Tilos, Nisyros, Halki, Lipsi, Agathonisi, Megisti, Gavdos], and (III) islands that
maintain a stable population [Symi, Patmos]. The biggest negative change was found
in Ag. Efstratios (-12%) and the highest positive in Gavdos (+88%) and Halki (+62%).
To better understand the effects of seasonality on the small islands’ energy needs, the
above groups were divided into subgroups depending on the correlations of increase
and decrease of residents-visitors. Hence, groups (I), (II) were divided into: (I − −),
(I − +) and (II ++), (II + −), while group (III) remains, due to a stable population
and reduction of visitors in Symi (−57.3%) and Patmos (−24.14%). In particular, the
distribution of islands by subgroup is as follows: a) (I− −): decrease in inhabitants and
visitors [Psara, Oinousses, Fournoi, Leros], (I − +): (decrease in inhabitants/increase
in visitors) [Ag. Efstratios]; and b) (II ++): increase of inhabitants and visitors [Tilos,
Nisyros, Lipsi, Agathonisi, Megisti, Gavdos], (II + −): increase of inhabitants/decrease
of visitors [Kasos, Halki]. Of particular interest are: Fournoi (I − −) with the smallest
negative change in residents (−2%) and the largest negative in visitors (−25.8%); Ag.
Efstratios (I− +) with the largest negative change in inhabitants (−12%) and the largest
positive in visitors (+25.1%); Gavdos (II ++) with the largest increase in residents (+88%)
and visitors (+837%); and Halki (II + −) with the largest positive change in residents
(+62%) and the largest negative in visitors (−26.74%) [30].

Consideration of economic activity and energy demands by island (% changes
2001–2011). The islands with the largest positive change in the primary sector were
Megisti (+250%), Nisyros (+53%) and Psara (+14%). This increase in Megisti and
Nisyros was accompanied by positive changes in residents (+22% + 9% respectively)
and tourism (+438.27% and 198.74% in visitors respectively, and in Nisyros + 112.4%
in hotel occupancy), while in Psara from negative changes in residents and visitors
(−4%, −3.68% respectively). The most dynamic islands in the secondary sector were
Gavdos (+83%), Halki (+58%), Oinousses (+52%) and Megisti (+36%) mainly due to
construction activity. In Gavdos, Halki and Megisti the increase in the secondary sector
was accompanied by an increase of inhabitants (+88%, + 68% and + 22% respec-
tively) while especially for Gavdos and Megisti islands an explosive increase in visi-
tors was observed in the same period (+837%, +438.27% respectively). In Halki and
Oinousses the visitors decreased (−26.74% and −23.38% respectively) adjusting the
energy requirements. In the tertiary sector the biggest positive changes were found in
Gavdos (+311%), Halki (+274%), Agathonisi (+258%) and Lipsi (+115%) and were
accompanied by an increase in population [mainly in Gavdos and Halki (+88%, +62%
respectively)] and visitors [mainly in Gavdos (+837%) and less in Agathonisi (+23%)
and Lipsi (+13.98%)]. Of particular interest is the increase of the hotel potential index
in Gavdos (+837%) and Lipsi (+54%), and the changes in the construction activity that
are mainly connected with the tourism development. At the same time, in Halki, despite
the increase in population (+62%), there is a decrease in construction activity (−30%),
visitors (−26.74%) and hotel staff (−53.5%). Symi and Patmos (group III) -the only
islands of the sample cruise destinations-showed a decrease in the primary sector (−28%
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and −45%) and in visitors (−57.3% and −24.4%). Based on the % changes of tourism
indicators, Nisyros, Agathonisi, Gavdos, Oinousses are emerging as potential ‘poles’
of tourism and holiday residence. Regarding the energy sector, increasing consumption
trends highlighted mainly in Gavdos (+17%) and Agathonisi (+10%), while the most
active islands in RES assessment were Patmos (+16.3%) and Leros, Psara and Symi with
percentages <4%. The negative changes in the tourism indicators are attributed to the
health crisis (COVID-19) that broke out in 2020 and are worth re-examining in relation
to the 2021 updated data of ELSTAT when available [30].

Taking into account the % changes of the indicators, which are expected to affect
future local need and demands, the small islands fall into the following two categories
of energy intervention priority (Fig. 3):

(A) 1st priority islands due to threats/risks [(I− −): Psara, (I− +): Ag. Efstratios, (III):
Symi, Patmos] and opportunities/perspectives [(II ++): Tilos, Nisyros, Agathonisi,
Megisti, Gavdos, and (II + −): Halki]

(B) 2nd priority islands due to threats/risks [(I− −): Oinousses, Fournoi, Leros] and
opportunities/perspectives (II ++): Lipsi, and (II + −): Kasos]

Having the above classification as a basis, in the second phase are highlighted those
small frontier islands that, due to their geographical location, scale (area/population size),
and intense concentration of natural-cultural resources, require special attention in their
energy transition-autonomy. Based on the research, the following are noted: a) 9 out of
15 islands (60%) have an area of <45 km2, and of those four are <20 km2 [Oinousses,
Lipsi, Agathonisi, Megisti]; b) the most remote islands (distance from Turkey <15 km)
are Oinousses, Symi and Megisti (<10 km) followed by Agathonisi, Nisyros, Tilos; c)
there are favorable prospects for the development of RES/MRE in all islands; d) the most
intense concentrations (> six sites) of nature-history-culture-protection areas (Natura,
archeological sites, historical sites, underwater heritage, etc.) are found in Gavdos, Leros,
Nisyros, Halki and Psara while high concentration of supralocal infrastructures (>3
types) and good accessibility (Multimodal Hub) have Leros, Kasos, Megisti followed
by Symi, Patmos and Halki. Finally, Psara, Oinousses and Kasos are islands with strong
historic naval tradition [28, 30(f)].

Based on the above insights, it is estimated that special attention should be given
to the energy transition-autonomy of islands that: a) simultaneously experience trends
of abandonment and tourism development (Ag. Efstratios, Fournoi), especially if they
are among the smallest and most remote (Psara, Oinousses) [local identity alteration];
b) experience conditions of resettlement and simultaneous rural-tourist development
(Nisyros, Megisti) [balanced local development prospects]; and c) have oriented their
development exclusively to tourism (i.e. Halki, Symi, Kasos, Tilos, Patmos, Leros),
especially if they are among the smallest and less populated (i.e. area <30 km2, <1,000
inhabitants) since pressures tend to be more intense on their territories (i.e. Gavdos,
Agathonisi, Lipsi) [carrying capacity alteration].
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Fig. 3. Small frontier Islands: proposed energy priority categories [own elaboration]

Recognizing the importance of mitigating inequalities and preserving the climate
neutrality of insular regions it is argued that priority should be given to islands (<45 km2)
with strong resettlement trends (Gavdos, Halki) and to the frontier ones that are losing
inhabitants (Ag. Efstratios, Psara, Oinousses) or are being faced with the management of
strong deviations in regards to the ratio of residents/visitors during the year [Lipsi, Agath-
onisi, Megisti (MH)]. However, of equally importance is the case of islands (>45 km2)
with increased energy demands due to population size (>3,000 and <8,000 inhabitants)
and high concentration of supralocal infrastructures (i.e. transport, administration, pro-
duction, social) [Leros (MH), Patmos] and those less populated (<1,000 inhabitants)
with a high concentration of supralocal infrastructures and tourism [i.e. Kasos (MH),
Tilos, Nisyros].

6 Paving the Way for Clean Energy Insular Regions/Islands

The need to ensure sustainable energy transition and autonomy for insular regions is
not disputed. However, implementing such a goal is a real planning challenge, as it
requires a balance between meeting energy demands, satisfying different investment
interests, and protecting fragile natural-cultural-manmade ecosystems. Challenges and
dilemmas are increasing in the case of small remote islands. There are two reasons for
this phenomenon. On one hand, these islands impose their energy autonomy thanks to
their strong spatial and socio-economic isolation. On the other hand, they raise special
terms and restrictions in regards to their energy planning (i.e. choice of energy model,
location, extent of development, etc.) due of their limited scale and high concentration
of quality elements of nature-culture-landscape.

Recognizing that sustainable energy transition - autonomy in these vulnerable areas
is a prerequisite for their resilience and competitiveness, it is argued that in order to
achieve such an objective the answer must be sought in the typological classification of
islands by simultaneous assessing the local energy demands and the barriers that each
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island sets (scale, natural- manmade environment, landscape/seascape). This is a differ-
ent perspective from the one which has been applied for decades to the official planning
level in Greece [central organization of national energy network and gradual connec-
tion of all islands by 2030, starting with those located in the most developed insular
regions, i.e. Crete (2023), South Aegean (2028) and North Aegean (2029)] [30(d)]. It is
an approach which chooses to support the most vulnerable islands as a precondition for
a more fair (spatial and socio-economic) and climate-neutral energy planning. In other
words, it aims at a more decentralized organization of energy networks oriented to the
exploitation of RES/MRE with a higher index of autonomy for all islands, mainly for
the smallest and most remote ones.

However, for the best utilization of such an approach at the implementation level,
an overall national policy is needed. A flexible policy with a clearly defined vision
and a methodological framework structured in respect to three planning assumptions,
namely: a) insularity, seasonality and remoteness should be the main pillars of this
policy framework, due to their effects on the energy demands of insular regions and
islands, and the barriers/priorities they set up on a case-by-case and time basis; b) energy
transition-autonomy of insular regions/islands should be sought on the basis of equal
consideration of local peculiarities integrated into the national and broader international
energy environment. Small frontier islands should gain an additional interest due to
their vulnerable natural and manmade environment and geopolitical significance; and c)
energy planning should be carried out in the context of a multifactorial approach with
simultaneous evaluation of geographical, environmental, spatial and socio-economic
criteria. In a difficult juncture of a multifaceted crisis, no matter how difficult could
be to move toward this direction, we should reconsider the current trends and assume
responsibility as active citizens, especially those of us who serve the planning process
as policymakers, planners and academic teachers [31].

References

1. International Renewable Energy Agency (IRENA): Global Energy Transformation. Energy
Roadmap 2050, ISBN 978-92-9260-059-4. (2018). https://www.irena.org/-/media/Files/
IRENA/Agency/ Publication/2018/Apr/IRENA_Report_GET_2018.pdf

2. Gjorgievski, V., Markovska, N., Pukšec, T., Duić, N., Foley, A.: Supporting the 2030 agenda
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Abstract. The construction sector requires a major part of the produced energy
(around 36% globally) and emits the highest amount of greenhouse gases (around
39% globally). Therefore, it has an important impact on global warming and cli-
mate change. For centuries the irrational use of natural resources of non-renewable
raw materials in the construction and building sector have damaged the eco-system
and also hindered the sustainable development.

This experimental research work contributes to the United Nations (UN)
sustainable development goals by adapting the use of natural fiber (which
is recyclable, bio-degradable) to create new sustainable composite building
materials.

In this work recycled-jute fibers have been used to replace the plastic insulation
material used to improve the thermal resistance of construction mortar. These jute
fibers were collected during jute net fabrication process as production scrapes and
testify to the possibility of using a natural material for an extended life cycle.

The mechanical and thermal performance of jute fiber reinforced mortar have
been tested in order to evaluate the effectiveness of this material for integrated
retrofitting of existing masonry buildings. About 34.11% (with respect to the
mortar mass) of the plastic insulation materials (already present in the original
manufactured mortar product) have been replaced with 6.33% (with respect to the
mortar mass) recycled jute-net fibers.

Due to the presence of jute fibers (residual from net fabrication) in composite
samples, approximately around 7.13%, improvement in the thermal insulation
capacity has been obtained with respect to the non-reinforced mortar samples.
Moreover, an increment in strain energy of the same composite mortar about
632.26% has been assessed.
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Recycled fiber · Recycled jute fiber · Recycled jute net fiber composite ·
Recycled building materials
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1 Introduction

Mankind has historically used the locally available natural resources (clay, fibers etc.)
as construction and building materials and, in the past centuries (only from the end of
the XIX° century) the man-made building materials (inorganic fibers, steel and concrete
etc.) have dominated this sector. The rapid change in the global climate conditions, poses
enormous challenge to the existence of the animal and its surrounding ecosystem.

Among all greenhouse gases (Methene 16%, Nitrogen 6% and F-gases 2% [1]),
CO2 is primarily (76% [1]) responsible for rising the global near-surface air temperature
[2]. Notably, the Construction and Building (C&B) sector is singularly responsible for
releasing 39% (globally) and 36% (in EU) of the produced CO2 [3]. According to [4],
the electricity generated by burning of fossil fuels accounts for 40% (+) of the energy
related CO2 emissions, whereas the C&B sector consumes 36% (globally) and 40%
(in EU) of the total energy [3]. On the other hand, a building, in its whole life cycle
generates a huge combination of recyclable and non-recyclable wastes. This value can
be quantified as in [5], approximately 160 tons and plus wastes per European Union (EU)
citizen are produced during total lifetime. The EU encourage all those countries come
under its influence, to recycle majority of the building Construction and Demolition
(C&D) (around 70%). According to the directive EU 2008/98/EC [6], limiting them to
dispose hundred percentage of the demolition wastes. A major part of the C&D wastes
is dumped as land filling and responsible for damaging the environment and ecosystem,
conversely sometime these wastes are also very harmful to the human health [7].

Therefore, with increasing consciousness to minimize the global warming, by limit-
ing the greenhouse gases emission and to reduce the carbon footprint (with use of green,
natural, recyclable, and sustainable raw materials) have forced scientists and engineers
to search for newer and innovative sustainable building materials.

On the other hand, various goals and constrains (like [8–10]) implemented by UN,
EU and various governments, have also encouraged the researchers to explore the natural
fiber composite materials [11–14].

Locally produced typical natural fibers are widely available [15] in all continents.
These fibers are cheap, bio-degradable and recyclable [16].

Majority around 80–85% (India and Bangladesh) of the total jute production come
from the Gangetic delta [17]. The jute fiber has many advantages [18, 19]) and uses
[20–27]), due to its adequate availability and good mechanical and thermal properties
[19].

The present paper aims at investigating the use of the recycled jute net fibers for the
composite mortar preparation. The used net fibers are the residuals/wastes, and these
fibers are collected during the jute net manufacturing process. These recycled fibers were
utilized to cast composite mortars with the intention to study its mechanical and thermal
properties and behavior.

Moreover, these fibers were used to replace original insulation materials (typically
expanded perlite/polystyrene granules or plastic balls) already present in the commercial
dry-mixed mortar. Therefore, contributing towards the UN’s sustainable development
goals [28], this experiment proposes recycling of jute net fibers as alternative to the
insulating granules.
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Section 2 highlights the materials and methods used for the recycled jute net fiber
preparation: the sample composition and the mix design can be found in this section,
together with the procedure for the samples casting. The mechanical properties and
the thermal behavior of both normal and recycled jute net fiber-composite mortars are
described in the Sect. 3 and Sect. 4, respectively. Finally, the conclusive remarks are
stated in Sect. 5.

2 Materials and Methods

2.1 Materials

Two different compositions, normal mortar and recycled jute fiber composite mortar
were fabricated by using a commercial dry-mixed “Thermal Mortar” (TM).

The TM is a lime-based mortar and it has pre-fabricated insulation materials
(expanded perlite/polystyrene granules or Plastic balls (PB)), (see Fig. 1). The TM is
classified according to EN ISO 13788 [29] and it is certified as R and T / CSII. The jute
fibers were recycled from the jute-net fibric fabrication (see Fig. 2).

Fig. 1. Thermal mortar (TM) with plastic insulation materials (PB)
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Fig. 2. Recycled jute net fibers

Fig. 3. (a) Thread fiber pieces of various sizes; (b) Presence of knots in some of the recycled jute
net fibers

2.2 Methods

Two mixtures, hereafter referred to as (i) Normal TM and (ii) Jute-net fiber composite
mortar without plastic balls, were prepared according to UNI EN 1015-2: 2007 [30]
(Fig. 4). The normal TM samples are nominated and grouped under M (without fiber),
whereas the jute Net Fiber (NF) composite mortar without/No Plastic Balls (nPB) are
nominated and grouped under M(nPB)F6.5(NF).
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The inherent insulation materials (i.e. PBs) of the original mortar, take up to 1/3 of
the total product/mortar mass (Table 1). Before preparing the jute net fiber composite
mortar, the PBs have been removed and separated (Fig. 4c and Fig. 4d) from the original
mortar (Fig. 4a) using a powder sifting machine.

The recycled jute-net fibers have been introduced to replace PBs, are the jute-net
production wastes (Fig. 4b). These recycled fibers were added to perform both as insula-
tion and binding materials. These residual fibers do not have fixed length (see, Fig. 3a),
as their size ranges from 5 mm to 50 mm; in some cases, some of them also have knots
(see, Fig. 3b).

Table 1 presents the mix design for normal and composite mortar mixtures. After
pouring adequate amount of water (see, Table 1), the normal mortar and composite mortar
mixture were stirred (Fig. 4f) approximately for 5 min. The consistency and workability
of the mixture was determined by means the flow table test according to UNI EN 1015-
3: 2007 [31]. For each mixture, two types of samples were cast: Mechanical Samples
(MS) and Thermal Samples (TS). The empty molds sized 160 × 40 × 40 mm3 for MS
and 160 × 140 × 40 mm3 for TS respectively, were initially half-filled initially and 25
strokes for MS and 75 strokes for TS were applied in order to remove the inside trapped
air. Then, the molds were completely filled and again the same number of strokes were
applied. Then the top of the molds was leveled and the extra materials were removed.

For the sample curing the UNI EN 1015-11: 2019 [32] has been followed. The curing
period can be divided into two phases, the first phase is the period from casting day up
to the 8th day and the second phase is the natural drying period (from 8th until 28th day).

First initial two days, the samples were left inside the molds and plastic bags, whereas
during next five days samples were kept only inside plastic bags.

During the last phase, samples were placed outside the plastic bags in an environment-
controlled room, with quasi-constant ambient temperature and relative humidity of 20 °C
(±3) and 65% (±5), respectively.

Table 1. Composition of TM in samples without and with recycled jute-net fiber.

Sample type Insulation materials Percentage of insulation
materials with respect
to mortar mass

Water used for the
mixture

M(without fiber) Plastic balls
(Already present in the
manufactured product)

34.11% 30%

M(nPB)F6.5(NF) Jute net fiber
(Added externally
replacing PB)

6.33% 58%

Where, nPB = No Plastic Balls; NF = Net Fiber
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Fig. 4. The recycled jute net fiber composite mortar preparation scheme

3 Experimental Results: Mechanical Properties of the Jute-Net
Fiber Composite Mortars

The mechanical behaviour of each prismatic sample (160 × 40 × 40 mm3) was deter-
mined through flexural (Fig. 5) strength tests. The tests were conducted on the 28th day
of casting, and the strain energy (U), the flexural strength (ft) and flexural strain of each
sample were determined. Three samples of each category were tested.

A universal displacement-controlled machine: Metrocom-1 has been used to conduct
the three point bending flexural test (UNI EN 1015-11:2019 [32]). The loading machine
has maximum load capacity of 4.9 kN, with sensibility/scale division of 0.02 kN. The
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machine is equipped with a load cell of class 1 (measuring capacity of 5 tons and
with nominal sensitivity of 2 mV/V) and a transducer (max. range 50 mm, nominal
sensibility output 2 mV/V and linearity - <0.10%F.S) in order to measure the applied
central load and displacement, respectively. The load was applied with displacement rate
of 1.5 mm/min.

Fig. 5. Flexural strength test

With the removal of PB from original mortar and the addition of jute fibers (recycled
from net fabrication), the strain energy improved more than 600% (see, Table 1), when
compared with the samples without fiber and with PB. This was due to unequal and
longer fibers (some with knots, see Fig. 3b) whose presence helped in binding and
gripping mortar materials better than that of PBs; imbodied fibers helped in absorbing
and dissipating the applied load, too. During the flexural tests the samples with fibers
have shown ductile behavior.

Table 2. Change in mechanical properties with addition of jute fiber and removal of insulation
materials: the sample M(nPB)F6.5(NF) Vs. M (without fiber)

Flexural properties

Stain energy Flexural stress/strength (σ)

kNmm MPa

+632.26% −50.01%

Where, nPB = No Plastic Balls; NF = Net Fiber
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4 Experimental Results: Thermal Charactristics of the Jute-Net
Fiber Composite Mortars

Thermal characteristic of each sample (160 × 140 × 40 mm3) was evaluated by
measuring the Thermal Conductivity (TC) value using a heat flow meter (TAURUS
TCA300).

Fig. 6. Schematic diagram of the heat flow meter (TAURUS TCA300).

Normal mortar samples (M) with plastic balls and without fiber, and composite
mortar samples (M(nPB)F6.5(NF)) (Fig. 7a) without plastic balls and with recycled jute
net fiber were used to conduct measurements following ISO 8301 [33] and DIN EN
1946-3 [34].

After 28th day of restricted and natural drying (see, Sect. 2.2) each sample was
placed in oven for forced drying and this period range from 7 to 14 days. The range of
the forced oven drying period was varied, due to the presence of different amount of
moisture contained in each sample. According to UNI EN 12667 [35], samples were
dried in oven at 50 °C in order to reduce the moisture level, as presence of humidity
influence the TC measurement. Existence of no moisture was confirmed, when two
successive measurements have same (±0.1 g sample mass) value.

The TC measurements were conducted on the day, when the ambient temperature and
relative humidity were found to be 22 ± 2 °C and 60 ±10%, respectively. The samples
(160 × 140 × 40 mm3) need to be placed exactly at the center of the measuring plates
(300 × 300 mm2). The instrument has one hot (moveable) and a cold (fixed) plates, as in
Fig. 6 and Fig. 7b. The plates’ function can be reversed as desired. The active measuring
area (100 × 100 mm2) is located at the center of each plate which is equipped with one
heat flux sensor. The protective zones surround the active zones.

A woolen heat guard/insulating ring has been used (Fig. 7b) to have quasi-uniform
monodirectional heat flow and also to minimize the heat losses around the edge of the
measuring sample.
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Fig. 7. (a) Recycled composite sample (160 × 140 × 40 mm3); (b) Sample placed inside the flow
meter, surround with woolen heat guard.

The instrument has the pre-set data sampling time at every 5 s. while the intermediate
measuring time and total measuring time were set as 1 min and 300 min, respectively.



666 A. Majumder et al.

The plates temperature difference was chosen to be 10 K. The sample mean tempera-
tures selected as 10 °C, 20 °C and 30 °C, according to UNI EN 12939 [36]. The heat flux
Q̇ [W/m2] and the plates temperatures were measured and the Thermal Conductivity λ

[W/mK] is calculated by TAURUS TCA according to [21]:

λ = Q̇
S

(tH − tC)

[
W

mK

]
(1)

where:
Q̇ is the heat flux [W/m2]; S is the sample thickness [m]; t H is the hot plate

temperature [°C]; t C is the cold plate temperature [°C].

Table 3. Change in thermal properties with addition of jute fiber and removal of insulation
materials: the sample M(nPB)F6.5(NF) Vs. M(without fiber)

Thermal conductivity (λ)

W/mK

at 10 °C at 20 °C at 30 °C

−7.98% −8.26% −7.11%

Where, nPB = No Plastic Balls; NF = Net Fiber

Table 3 shows the improvement in the TC values at three different temperatures
(10 °C, 20 °C and 30 °C) of the composite mortars (without PB and with jute net-fibers)
with respect to the normal mortars (with PB and without jute net-fibers). The reduction
in TC of 0.017 W/mK at 10 °C, of 0.018 W/mK at 20 °C and of 0.016 W/mK at 30 °C,
respectively have been observed when PBs were replaced with the recycled jute-net
fibers.

5 Conclusions

The recyclability of the residual jute fiber from net fabrication process and its appli-
cability in the production of new recycled natural fiber composite material have been
evaluated in this paper. Moreover, the thermo-structural behaviors of the composite
material and its potential use as duel-retrofitting (i.e., structural and thermal) purposes
have been studied.

In this process, the insulation materials (expanded perlite/polystyrene granules or
plastic balls) already present in the commercial dry-mixed mortar have been replaced
with the above-mentioned recycled jute-net fibers. Interestingly, promising results have
been obtained with the improvement in strain energy and thermal conductivity. Only
three samples of normal mortar (without fiber and with PB) and jute net-fiber composite
mortars have mechanical and thermal properties have been compared during this research
work. Therefore, further studies need to be conducted to assess the feasibility of using
these fibers in construction and building sector.
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Different masonry-wall thermo-structural retrofitting composite systems would be
developed using jute-composite mortar and jute fiber nets. It would be followed by the
in-plane shear tests and thermal performance evaluations.

Future developments are also expected from the recycling of other processing scraps
[37, 38] or construction and demolition waste [39] in concrete and mortar for structural
retrofitting.
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Abstract. For several decades, the conservation and maintenance of the historical
architectural heritage in Italy have become one of the central problems within
the scientific community of architects, restorers, and engineers. In fact, historic
buildings represent not only an important symbol of the country’s culture but also a
significant economic resource linked to tourist flows. Unfortunately, many historic
buildings are in a state of neglection or in a dangerous state of conservation. It
is therefore important to activate a series of actions to preserve and conserve this
built heritage. In this context, a transdisciplinary approach that includes an accurate
historical, dimensional, and material knowledge has fundamental importance to
allow a correct design for restoration actions and the possible reuse as well as
to allow this heritage to be usable and active. This article presents this integrate
approach carried out for the specific case of the Basilica of the Beata Vergine
Assunta in Guasila (Sardinia) with a particular focus on the results obtained from
historical-documentary investigations, geomatics and petrographic surveys. These
studies have been a fundamental base of knowledge for the last interventions of
safety and extraordinary maintenance of the monument implemented in 2019.

Keywords: Geomatics · Diagnostics · Transdisciplinarity · Conservation ·
Cultural heritage

1 Introduction

In the last decades, the conservation and maintenance of the historical architectural
heritage in Italy have become one of the central problems within the scientific community
of architects, restorers, and engineers. In fact, historic buildings represent not only an
important symbol of the country’s culture but also a significant economic resource linked
to tourist flows. Of this vast Italian historical built heritage only 33% is declared to be
of cultural interest and therefore subject to direct constraint by the Italian Ministry of
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Culture [1]. The rest, for reasons of different nature but mainly for economic issues,
very often lies in a state of neglection or in a precarious state of conservation. Numerous
management initiatives have been planned for this huge heritage at risk, including the
establishment of the Risk Card Territorial Information System, developed by the Higher
Institute for Conservation (formerly ICR) [2] and focused on the concept of vulnerability
for the assessment of the conservation status of the heritage. Another example is the
“red lists” of Italia Nostra [3], which collect the sites to be defended on a regional basis.
These are tools still in a phase of implementation where a clear numerical data is not
yet assumed. What is clear is that more than half of the existing heritage would require
maintenance actions to avoid getting into the current precarious state of conservation
and requiring restoration.

These aspects make important to activate actions to protect this heritage, espe-
cially against the destructive events related to climate and territorial changes such as
earthquakes, floods, pollutions as well as weathering linked to the historical passage of
time.

If from an economic point of view, the scarcity of facilitations for interventions
does not encourage their continuous maintenance, on the other hand, it is also true that
restoration projects very often follow one another, without an in-depth knowledge bases
and therefore not understanding the real causes of deterioration. As it is well-known,
in order to carry out all the conservation actions, the understanding of the state of
conservation of buildings has paramount importance. In fact, only with this information
the conservation project can be really activated, giving new life to heritage.

Therefore, the trans-disciplinary approach, which offers the study and synergic
involvement of different figures such as that of architectural historians for the analy-
sis of the documentary and photographic archives of the major protection bodies, such
as Superintendencies and private parish archives, geomatics for the survey aimed at geo-
metric and dimensional knowledge and, finally, petrographers for the material analysis
and the assessment of the material state of conservation, is certainly the most effective
protocol for reaching this in-depth knowledge [4–8].

This paper presents this approach declining for the specific case of the Basilica of
the Beata Vergine Assunta in Guasila (Sardinia) and the results obtained, fundamental
bases knowledge for the last intervention of safety and extraordinary maintenance of the
monument implemented in 2019. This late nineteenth-century basilica showed signs of
dangerous infiltration of rainwater both on the dome and on the plaster with alarming
detachments, the walls showed dangerous cracks and signs of humidity deserving of
careful investigations. The bell tower, attacked by vegetation that has settled in the
cracks, threatens devastating collapses, and requires safety measures. Thanks to the
results of this in-depth and integrated study it has been possible to set the bases of
knowledge, the current state of conservation of the fabric and the causes of its structural
problems, suggesting to architects and restorers balanced guidelines for the intervention
of restoration, especially to optimize timing, money, and the usability of this monument.
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2 The Transdisciplinary Protocol for the Restoration

Every restoration project needs to be based on a transdisciplinary knowledge protocol to
be effective and long-term. This is intended “not only as the integration of knowledge of
a specific research topic but also as the assimilation of reciprocal bodies of knowledge,
overcoming the concepts of multidisciplinary and interdisciplinary works [9]. In such an
approach, there are no boundaries between sectorial disciplines that are fully integrated
with the aim of a deep knowledge of the monument in every aspect: from the historical-
archival point of view to the geometric-architectural and material-structural features, as
well as to those related to pathologies of decay and their causes, crucial information
regarding the state of conservation. Then, it is possible to hypothesize the possible
interventions to be performed.

This approach considers the integrated use of different techniques and different skills
that, according to the current standards of good practice of conservation and preserva-
tion of the architectural heritage such as the ISO 13822:2010 “Bases for design of
structures-Assessment of existing structures”, should involve the use of non-destructive
methodologies and tools [10, 11] designed to ensure the geometric surveys, detailed
inspections, material testing and structural analyses [12–14].

In particular, the transdisciplinary protocol for the knowledge of the cultural heritage
carried out, consists by the integration of three fields of research:

a) architectural history with the analyses of documents and iconographic materials, use-
ful to reconstruct the unknow construction history of the fabric and its evolution con-
sidering its context and the previous restoration works. In this phase all information
can be indirectly investigated through the consultation of all the documents regarding
the monument: bibliographic, archival, cartographic, iconographic, and archaeolog-
ical studies have paramount importance for reconstructing the building’s history and
evolution, providing important information about the building materials and tech-
niques as well as possible previous interventions. Also, prior geometrical surveys,
when available, can help in this phase of knowledge. This phase of analysis should
be conducted through the consultation of National, Civil, Ecclesiastic and Council
Archives, the documentary, photographic, iconographic archives of the Superin-
tendence for Architectural, Landscape, Historic, Artistic and Ethno-Anthropologic
Heritage and the Archaeological Superintendence.

b) geomatics surveys, fundamental basis for the geometric knowledge and health
assessment of a building. During the last decade, the Terrestrial Laser Scanner (TLS)
has been one of the main methods for the 3D survey and modelling of historical and
cultural heritage, providing high data acquisition rates and high spatial data density
[15–17]. Interesting reports on point clouds from TLS to 3D reconstruction can be
found in Napolitano, 2019 and in Remondino, 2011 [18, 19]. Many works with the
TLS have also involved the survey of paintings or frescoes to obtain orthophotos
to be used for the construction of virtual paths [20]. On the other hand, there are
countless works for the study of deformations or for the conservation of the archi-
tectural heritage [21, 22]. Currently another geomatics technique, widely used to
produce high-density point clouds is the multi-image Close Range Photogrammetry
(CRP) which is based on the Structure from Motion (SfM) algorithm [23, 24]. CRP
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produces dense point clouds with high accuracy [25] that can be treated like those
from TLS. The state-of-the-art of dense image-matching is discussed in Remondino,
2014 [26], where a comparison of the available software is also presented. Most of
the published studies [27–29] estimate the accuracy of the point cloud using targets
or through sections extracted from the point cloud and compared with the design
ones or to preservation of archaeology and cultural heritage based on point cloud
surveys. In Remondino, 2012 [30] a critical review of the developments in auto-
mated image processing is discussed. In architectural surveying it is common to find
complex geometries with different configurations, the combination of the two TLS
and CRP methods must therefore be seen as an integration that can provide a more
complete 3D model than the use of individual techniques [31]. The main advantage
of this technique is surely its ability to accurately acquire the colour of the surveyed
object. This is a substantial difference with the TLS technique, due to the nature of
the data acquisition method [32, 33] for this reason, the two techniques are often
used together.

c) material analyses, investigated through a detailed diagnostic protocol with minero-
petrographic analyses such as optical microscope and Xray-diffraction. Materials
represent topography and the interaction between nature and builders’ skills and
abilities. Not only stones but also mortars, mixtures of aggregates and binder are
investigated because an integral part of historical masonry with the functional role of
bonding or protecting. In this light, this step of the protocol underlines the importance
of the characterisation, the identification of historical mortars and the analysis of
their state of conservation considering composition, shape, size, particle size of
aggregates, binder type, and to the assessment of the level of degradation. This
analysis allows to define the nature of the natural materials, to hypothesize the
origin and the extractive sites, and to identify the different types of decay [34].

3 Results

The codified methodology has been carried out for the study of the Beata Vergine Assunta
Basilic placed in Guasila (CA), a neoclassic monument designed by the local famous
architect Gaetano Cima in the middle nineteenth century (Fig. 1). Since its construc-
tion, this monument has shown signs of decay and structural failure such as cracks and
infiltration of rainy water mainly located on the dome, on all the smaller vaults, arches,
and headers. All these problems concerning the quality of the building materials, a local
sandstone historically quarried in the surroundings hills, and the poor building skills have
been investigated to understand the origin of the current state of decay and to define, after
several years of unsuccessful restorations works, effective guidelines for the safeguard
of the monument.
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In the following paragraphs results arisen from the application of the protocol are
presented, with specific regard to historical, geomatics and diagnostic investigations
carried out on the Basilica in wider research titled Architectural and structural survey
of the Santuario della B.V. Assunta in Guasila, financed by the Guasila council [35].

Fig. 1. Aerial view of the Basilic (Pilia E.)

3.1 From the Document to the Monument

The study of the documents has been essential to reveal the controversial construction
history of the basilica, built on the ruins of a previous church and as already known,
characterised by several building issues related to the poor quality of craftsmanship and
materials used. Three archives concerning documents, photographs and iconographies
were consulted in order to reconstruct the historical events related to monument: the first
one is the Parish archive, which provided important information about the foundation
phase of the church with drawings and written documents (reports of project, sketches
and correspondence about the construction site) that state detailed design intentions of
the architect Gaetano Cima, the ongoing planned changes, problems and outcomes of
the construction site; the archive of the Superintendence of Architecture, Landscape,
Historical, Artistic and Ethno-anthropological Heritage of the Provinces of Cagliari and
Oristano and of the Guasila municipality which instead provided projects, drawings and
photographic evidence of the restorations carried out on the monument, interventions
that start as early as 1897, after only forty years since the consecration and opening to
the community happened.
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Thus, the data contained has been for the first time crossed with the aim of recon-
structing not only the chronology and the overall stratigraphy of the monument, in some
phases still unknown, but also to identify materials and construction techniques used
in the construction and restorations phases, going to understand the possible causes of
decay in place. All the materials have been then cross-checked with the direct analysis
of the monument, finding interesting and crucial findings and differences for planning
the last intervention of restoration.

The Parish Church of the Beata Vergine Assunta was built in 1839 by Gaetano Cima
[36]. The construction site started in 1842 is immediately linked to controversy with
the impresario Crobu who realised several variations during the execution phase of the
building site. It is so clear that the main structures and the decorative apparatus are
therefore different from the original project placed in the Parish archive.

It is precisely because of these faults during the construction that it is already neces-
sary to require a first restoration in 1897, when Vivanet, Director of the Regional Office
of Antiquities and Fine Arts receives the first report concerning the presence of injuries
and recommends the use of concret instead of ordinary mortar, for “profiling of the
lesions”. From this first intervention of restoration, highly incompatible with the mate-
rials of the structure, several ineffective interventions were designed and conducted, all
aimed at solving two issues that are recurring with continuity during time: the lesions
on the elevation structures and the infiltrations of water from the roofs.

As reported in the archives of the Superintendence, the interventions included: the
consolidation of masonries with the application of iron chains, the compensation of
injuries with iron bars and grout and the mending of damaged masonry (arch. Crudeli,
1954); the construction of a new reinforced concrete retaining wall (1988), operations
of “cuci e scuci” and armed seams with iron bars (199–1993), the waterproofing of the
dome as well as the complete demolition of all the decorated plaster of the dome and its
reconstruction (Arch. Rollo, Ing. Medda and Mameli, 1978), the waterproofing and the
complete replacement of the roof covering and finally, interventions on the rainwater
disposal system and on the fixtures of the lantern to promote the air circulation in the
dome (Arch. Secci and Morand, half 80s) [37].

Despite this long series of interventions, we are still facing the same problems of
decay: the presence of moisture and water infiltration from the roofs, and widespread
injuries on the dome and arches.

Overall, during these restoration activities, prolonged for over a century, it has been
possible to recognise the total incompatibility of materials used and the interventions,
often not connected to each other creating significant further discontinuities on the
masonries. The indirect study of the monument has therefore, accurately outlined the
historical facts concerning the monument, providing important information to re-read
the factory thanks to the support and integration of direct analysis, focused on studying
with reliability the geometries and anomalies already witnessed at the design level and
modified over time due to subsidence and diagnostic analysis of characterisation of
materials (natural and artificial), considering the specific properties of building and
restoration materials, their compatibility and their current state of conservation (Fig. 2).
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Fig. 2. Drawing of the main façade of the church. Cima’s project is conserved in the Archive of
the church.

3.2 Geomatics Survey

The Terrestrial Laser Scanner (TLS) and Close Range Photogrammetry (CRP) tech-
niques were used and integrated for the metric-dimensional survey and 3D modeling
of the Basilica. In particular, the entire internal and external building was detected with
the TLS. The CRP was used for the internal 3D survey of the dome. The need for this
integration was to improve the texture of the 3D survey of the dome and its paintings, a
result that could not be achieved with the TLS survey alone, both due to the distance of
the TLS from the dome and due to the resolution of the digital camera associated with
the laser scanner used.

3.3 Terrestrial Laser Scanner

For the TLS technique, the Faro Focus 3D Terrestrial Laser Scanner was used. It is a
compact scanner characterized by an operative range that varies between 0.6 and 120 m,
with a ranging error of ±2 mm for scanner–object distances between 10 and 25 m. The
scans were processed using the JRC Reconstructor software v. 3.1.0 by Gexcel Ltd.

For the design of the scans, we started by thinking about the geometry of the building
and the scale of restitution. The presence of architectural details and the situation of the
deformations to be detected were taken into account. From these considerations, it was
decided to perform the scans at a resolution of ¼, with 3x quality, which corresponds
to a resolution of 7 mm/10 m. To ensure an overlap between the scans of at least 30%,
33 internal scans from the ground and 8 internal scans from the elevator basket were
performed to survey some niches not directly accessible by the detector. The external
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scans were 15 from the ground and 8 from a crane equipped with a telescopic arm on
which the TLS was mounted (Figs. 3 and 4).

Fig. 3. TLS survey of the roof

Fig. 4. a) Outdoor TLS stations; b) Indoor TLS stations, ground floor; c) Indoor TLS stations of
chapels.

The survey was carried out on 12 October 2017, a non-windy day, and with the crane
engine turned off to avoid harmful vibrations that could have affected the scans The 64
scans were initially pre-processed and subsequently, using only natural features, they
were pre-aligned and then aligned obtaining closure errors of less than one centimetre.
The complete point cloud of the Basilica was therefore geo-referenced in the ETRF2000
reference system (with geoidal heights), through the use of 20 Ground Control Points
located outside the Church (Fig. 5) and surveyed with a GNSS survey in RTK mode,
using the differential corrections from the SARNET network of permanent stations in
Sardinia [http://www.geodesia.biz/sarnet/].

http://www.geodesia.biz/sarnet/
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Fig. 5. GCPs position (image from Google Earth)

Fig. 6. Front (d) and rear (e) 3D model

After processing the 64 point clouds and obtaining a single point cloud, still using
JRC 3D Reconstructor, we produced the mesh and then the 3D model. From this we
extracted the following graphic elements:

• horizontal sections at different heights: ground level, ground + 3 m, ground + 6 m
(Fig. 7);

• vertical sections;
• orthophotographs of the vertical and horizontal elements, both on the inside and

outside, with ground sampling distance (GSD) of 2 cm.

From the sections and orthophotos, through a long editing work, all the drawings of
the Basilica’s plans, sections and elevations have been prepared (Fig. 6).
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Fig. 7. Orthophotographs and horizontal sections at different heights: a) ground level, b) ground
+ 3 m, c) ground + 6 m (edited by Pilia, E)

3.4 CRP Survey

The CRP survey was used exclusively to survey the dome of the basilica and thus allow
to obtain a high-resolution 3D relief with a high definition of the paintings shown on it
(texture).

We used a digital non-metric camera (Canon EOS M3) with a CMOS 22.3 × 14.9 mm
(3.7 mm pixel dimension) sensor, Field of View (FoV) 81.5 g, and 24.2 Megapixel
resolution; objective EF-S 18–55 mm; the output data formats are Exif 2.3 (JPEG) and
RAW (CR2 Canon original).

In order to obtain high metric and texture resolutions, the photogrammetric survey
was performed using an elevated platform, with distances between the camera position
and the dome varying between 3 and 8 m.

The images were processed with Metashape, a commercial software by Agisoft,
using the “Structure from Motion” algorithm. 97 photos have been acquired by the EOS
M3 and processed on an HP Z420 workstation with 64 GB RAM, Intel Xeon E5-16200
3.60 GHz CPU, and NVIDIA Quadro K2000 video card.

The image processing workflow follows the standard steps of SfM software with the
solution of the Bundle Adjustment on sparse point cloud, external orientation of the block
and generation of the dense point cloud. All images have been elaborated in Medium
mode, in fact, as verified in Grillo, 2019 [38] the accuracy does not vary with respect
to UltraHigh mode and processing times are reduced. The processing produced a point
cloud of 11,315,919 points with a processing time of 6 h. The cloud was georeferenced



680 S. M. Grillo et al.

using 10 GCPs extracted from the TLS point cloud. The global RMS of georeferencing
is 2 cm. Figure 9 shows the textured point cloud of the dome.

Fig. 8. Internal view of the dome.

Fig. 9. Dome 3D model

3.5 Diagnostic for Materials

The analysis of the materials consisted of the systematic study of natural and artificial
materials both used during the construction and the restorations. All these materials
studied have allowed us to define the nature of materials, to hypothesize their origin and
the quarry of extraction.
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Particular attention has been given to the characterization of mortars and plasters in
order to define their minero-petrographic nature: composition, shape, size, aggregates
grain size, type of binder and to assess their state of conservation. Therefore, a rea-
soned sampling was carried out on mortars and plasters with scalpel and micro chisels
for more compact materials, in accordance with the “Normal Recommendation UNI
EN 16085:2012 Conservation of Cultural property - Methodology for sampling from
materials of cultural property - General rules ICS: [97.195]”.

The number of samples collected, sufficient to represent all the different types of
materials, is the result of a preliminary analytical survey conducted in different parts
of the structure with the help of a crane during the endoscopic survey campaign. So,
different types of mortars, plasters and paint layers made with different techniques at
different times have been sampled. These samples were characterised by investigations
carried out under transmitted microscopy light. All the investigations were carried out
at the laboratories of the DICAAR of LabMast (Mediterranean Laboratory for Materi-
als and Historical-Traditional Architectures). The basilica is located in a landscape that
presents a flat and hilly morphology called Trexenta, specifically characterized by silky
marl, alternating with arenaceous levels from medium coarse to fine with strong vul-
canoclastic component”, and anthropic deposits, Eluvio-colluvial and terraced alluvial
cultivars. Nine samples taken during endoscopic investigations were characterised by
optical microscopy in transmitted light. From the macroscopic analysis of the Church,
it was clear that all the load-bearing structures were made of local sandstone as also
confirmed by the results provided by the geotechnical surveys. The building material are
those extracted in the nearby historic quarries around the mining poles of Nuraminis-
Samatzai, Pimentel and reused materials from the previous church and other monuments
in the area, The sands, instead, as prescribed by Cima (ACCA, Carte Cima, b.2 fasc. 84)
came from the cava de is Concas located in the same municipality of Guasila and now
closed.

In summary, the analysis of the material samples shows that these are elements
attributable to restoration work (C 02, C 04a-b, C 05, C07 | C 04, C 02). Hypothetically,
historical mortars show a finer aggregate and a lower aggregate/binder ratio (C 04b, C
05, C 01). The forms of decay such as the strong decohesion, the presence of biological
patinas, as in sample C03, are attributable to the strong presence of water infiltrations
from the walls and roofs (Figs. 10 and 11).
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Fig. 10. Map of the samples at the level + 6 m (Pilia E.)

Fig. 11. Minero-petrographic analysis. From the left: macro photo and thin sections under the
optical microscope in Transmitted Light (Laboratory analysis: Grillo S.M., LabMaST. Graphic
elab.: Pilia E.).
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4 Discussion and Conclusions

The research, conducted according to an integrated approach of the investigative field of
research, has allowed to outline the history of the case study from the connexion between
direct and indirect sources, to define its state of conservation with regard to geometries,
techniques and materials, to provide a valid knowledge base for future insights, studies
and for the preparation of a restoration project truly suited to the needs of the monument.
From the sources we learn the information relating to the reconstruction of the schedule
from its origins to today, which we know to be different from the one designed by Cima
also from the feedback in the graphic rendering of the geometries of the asset. These
geometries highlight a stable structure from a structural point of view, albeit characterized
by the presence of widespread lesions present above all in correspondence of arches
and vaults, attributable to the typical collapse of the platbands and their consolidation
passed with cementitious binder mortars, and other superficial lesions, mainly due to the
material degradation caused above all by the continuous infiltration of rainwater. As for
the materials, on the other hand, a widespread use of concrete as a restoration material
was found, which, being totally incompatible with the factory, has led to further problems
of detachment of plaster and loss of decorative apparatus, which can be compensated by
means of the constitution of a compatible mortar similar to the historical ones analysed.

Finally, no less important from this cross study is the possibility of having put up
for tender the last intervention of 2019 for “safety and extraordinary maintenance of
the Sanctuary of the Beata Vergine Assunta” concerning the problems that were still
present in the monument such as the arrangement of the lantern, the rehabilitation of
the recessed downspouts, the rehabilitation of the mezzanine walls from humidity, the
reconstruction of the roof covering on the connection with the bell tower, appropriate
natural and mechanical ventilation systems against condensation humidity.
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Abstract. During the last decade, the rising interest in the marine world has
enriched the planning discourse with issues such as the protection, preservation,
sustainable and resilient exploitation of marine resources. At the European level,
Maritime Spatial Planning (MSP) has come to the forefront in this respect, as
part of the EU blue growth strategy and a powerful tool for facilitating the transi-
tion from traditional maritime sectoral approaches to an integrated, place-based,
data-driven, participatory and multi-dimensional new maritime planning ratio-
nale. Among the maritime resources concerned, Underwater Cultural Heritage
(UCH) gains ground as a valuable asset in pursuing developmental objectives
of coastal/insular communities. Towards this end, MSP endeavours need to suc-
cessfully incorporate UCH management and compromise UCH-related uses with
other sectoral ones in the sea. Along these lines, this paper aims at highlighting
the context of sustainable and resilient UCH management within the MSP realm
by innovatively integrating the conceptual framework for its understanding and
the key methodological steps for its implementation. The aforementioned con-
text is parallelized to current UCH management reality in order to explore UCH
handling within MSP in practice; and illuminate successful UCH management in
MSP approaches in selected countries/regions at the EU level.

Keywords: Underwater Cultural Heritage · Marine Spatial Planning ·
Sustainable coastal and insular communities · Participatory planning ·
Place-based approach

1 Introduction

Megatrends of the last few decades, such as the globalization, urbanization, resource-
intensive developmental pathways, digital transition, overpopulation and lifestyle, have
led to more demanding resource consumption patterns, with severe impacts on resource
availability and sustainability objectives [1]. The already visible strain of continental
reserves has shifted interest in ocean ones, bringing to the surface the blue economy
concept. This concept, already highlighted in the Blue Growth Strategy of the European
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Commission [2], is getting flesh and bones as technological advances offer the means
for gathering significant data about the marine environment at more and more greater
depths, unveiling the benefits that can be reaped by the oceans and the abundance of their
resources in comparison with the terrestrial ones [3]. Such an ascertainment has placed
maritime resources at the epicenter of the discourse about a maritime-based sustainable
future of humanity [4].

Marine world exploration, however, brings also to the forefront cultural resources
of global significance that lay at the sea bottom and form the Underwater Cultural
Heritage (UCH). UNESCO [5] defines UCH as all traces of human existence having
a cultural, historical or archaeological character; and being partially or totally, period-
ically or continuously, under water for at least 100 years. These may concern sites,
structures, buildings, artifacts and human remains; vessels, aircraft, other vehicles or
any part thereof, their cargo or other contents; and objects of prehistoric character. UCH
constitutes an essential element of the marine world that bears social, environmental,
cultural and economic value [6, 7]; and is currently highly appreciated as the humanity’s
trace in the marine world through centuries [7–13]. Nonetheless, UCH in many cases
remains largely unknown, unexplored and, most importantly, unprotected, being thus
placed at significant risk of degradation and even loss [14]. Deterioration of UCH state
is further stressed by the lack of available data as to the exact location, current status,
historical documentation as well as conditions of the surrounding environment, in which
these submerged parts of heritage are laid [15, 16].

The growing interest in the blue economy and related maritime economic activities
further threatens UCH integrity in multiple ways. In fact oceans, during the last decade,
have become extremely crowded places due to the development of maritime economy.
Thus, the need for managing conflicting interests and regulating maritime uses, includ-
ing UCH-related ones, is rising. In response to this need, the European Union (EU) has
published the 2014/89/EU Directive [17], introducing Marine Spatial Planning (MSP)
as a powerful and essential spatial tool, capable of handling conflicts among sectoral
interests and reconciling marine resource conservation along with maritime economic
stakes. Based on an ecosystem and place-based approach and taking into account the
distinct levels of the sea world (seabed, water column and ocean surface), MSP attempts
to effectively organize a complex, highly complicated range of activities that are inter-
woven in both sectoral as well as spatial and temporal terms [17, 18]. Furthermore, MSP
presents a great chance for the preservation and sustainable exploitation of UCH in the
blue economy realm.

Managing UCH, as a maritime asset serving multiple objectives – e.g., environmental
protection; cultural heritage acquaintance, awareness and valuation; as well as authentic
diving tourism experiences [19] – constitutes a challenging planning task and a distinct
dimension of MSP duties. Along these lines, this paper aims at highlighting the context
of sustainable and resilient UCH management within MSP, by firstly delimiting the con-
ceptual framework for grasping UCH. Based on that, key methodological concerns for
implementing UCH planning exercises in MSP studies are sketched and their practical
implementation is explored. The structure of the paper has as follows: in Sect. 2, UCH
management is framed by MSP’s key principles that demarcate methodological adjust-
ments/guidance of related planning processes; Sect. 3 elaborates on two MSP examples
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(Finland and Estonia), in an effort to parallelize conceptual/methodological concerns
with current practice; while, finally, in Sect. 4 discussion and conclusions are drawn.

2 Framing UCH Management Perspectives within MSP

MSP is a spatial tool in support of policy making as to the allocation, in a sustainable
and resilient way, of competing economic activities/uses in the marine environment
[20]. Its practice is challenging planners, so far accustomed to a more stable and easier
to explore ground, the land. This holds even truer when comes to UCH and maritime
uses, addressing UCH protection/preservation and sustainable exploitation in coastal
and insular contexts. Below, conceptual and methodological issues, addressing planners’
concerns for grasping UCH within MSP studies, are discussed.

2.1 Highlighting the Locus of UCH along the Key Principles of MSP

According to the United Nations (UN) [21] and UNESCO-IOC/European Commission
[22], successful MSP outcomes are grounded in nine commonly accepted principles,
featuring key concerns of the planning process and placing stakeholders and community
engagement as an integral part. These are discussed below, in the effort to locate UCH
within MSP.

A. Multiple spatial scale (or multi-scale) approach to MSP
This principle delineates the need for properly demarcating the spatial scale of an MSP
endeavour in order to adjust for the unique attributes of each single marine environ-
ment (e.g. geographical features, existence of vulnerable areas), but also kind of mar-
itime uses (e.g. intensity, synergies or conflicts among different uses) and diversifying
legal/administrative jurisdictions in charge. According to the UN [21], the recommended
spatial scales can range from the local to the regional/sub-regional or even national ones.
In order for plans to be successful, actors from different spatial scales should share com-
mon visions and objectives; and display a sort of hierarchical relationship/cooperation
for building consensus as to the action plans that are capable of reaching this vision. The
multi-scale approach is quite essential when managing UCH that is of glocal (global
and local) concern, since UCH is in many cases a heritage of global resonance and inter-
est [5]. Achieving a certain balance among divergent hierarchical priorities at multiple
spatial scales [23] implies governance and engagement of a range of actors and stake-
holders (authorities, NGOs, businesses etc.) [24]. Thus governance and stakeholders’
engagement lie at the heart of UCH management as a means for UCH location iden-
tification, exploration, excavation, documentation, conservation, valuation, sustainable
and resilient exploitation according to local beliefs and experiential knowledge [13],
monitoring and safeguarding; and are issues aptly pronounced in the 2001 UNESCO
Convention [25].

B. Integration
The term accounts for different meanings and approaches. Thus, it may refer to the
integration of:
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• environmental, social, economic objectives in pursuing marine sustainability goals;
• sectors’ perception for establishing synergies (e.g., UCH management and diving

tourism/recreation) [26] and handling conflicts;
• vertically- (across different spatial levels) and horizontally-related (stakeholders, com-

munity, decision-making bodies, NGOs, etc. within a specific spatial level) actors’
engagement for accommodating all stakes/interests in the planning process;

• land- and maritime-based planning endeavours for assuring harmonization and
coherence among interacting parts of the same coastal system [27].

When it comes to UCH, integration further relates to the inseparable consideration of
the:

• cultural (UCH) and natural dimension (marine environment) [13, 28]. UCH is inex-
tricably linked with its hosting land and sea environment; it is largely interpreted by
use of locational aspects of this environment; and is, in most of the cases, adjusted to
or formed by such an environment, e.g., UCH as artificial reefs [29];

• tangible and intangible dimensions of UCH and their interconnection with elements
of the terrestrial world, e.g., monuments, war installations, maritime museums.

In addition, the aforementioned interrelationships render synergies among a variety of
stakeholders (in both vertical and horizontal terms) quite essential in order for conflicts
between developmental and protection prospects to be eliminated; and a sustainable and
resilient exploitation of UCH to be accomplished.

C. Land-sea interactions
Such interactions are of high importance in MSP studies, seeking to achieve the sus-
tainable use of maritime resources. These may relate to natural processes embedding
land-sea interaction (e.g. coastal erosion); land- and sea-related uses and activities (e.g.
ports); outcomes of policy decisions for land and sea areas and respective planning-
related land-sea interactions (e.g. areas designated for tourism or aquaculture activities).
In case of UCH in particular, the neighboring coastal area largely determines the way
UCH can be utilized, the pressures it receives by e.g. intense coastal activities, but also
the linkages with land-based activities or even terrestrial cultural heritage sites. The
relationship with the coastal land is also determined by the intangible elements attached
to UCH, such as nautical stories, legends and myths that accompany the local (U)CH1

narrative [7, 30].

D. The MSP ‘four dimensions’ of reference
MSP should include planning directions for all four marine dimensions, namely the:
ocean surface, sea water column, seabed and time. Same holds for UCH manage-
ment within MSP, where these dimensions can ensure: UCH protection and handling
of conflicts with other uses, e.g., diving activities (all dimensions), surface observa-
tion/snorkeling (ocean surface), maritime transport [surface, seabed (anchoring)], mate-
rial extraction (seabed), to name but a few. Time is also of high importance in the marine

1 (U)CH: the term refers to both UCH and land-based Cultural Heritage (CH).
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environment, perceived both in a short term, demarcating the changing marine condi-
tions (e.g. season weather); and a longer one, displaying alterations of the marine state
(e.g. climate change, changing water texture) and related repercussions to UCH.

F. Knowledge-based projects
MSP has to rely on high-quality spatio-temporal data, used for demonstrating the state
of play of the marine environment. These data are coupled with empirical knowledge,
emanating from actors’ engagement and delineating expectations/priorities that need to
be factored into the MSP (Fig. 1). Data and related sources, when implementing MSP,
are also essential for monitoring/evaluating results and fueling relevant adjustments to
both the MSP outcome and related policy paths (Fig. 1).

Fig. 1. The Marine Spatial Planning process, Source: Adapted from [31]

Data availability is also of utmost importance for UCH management. Gathering and
interpreting data about UCH sites is a multi- and inter-disciplinary endeavour, shedding
light on the: tangible attributes, e.g., current physical condition of submerged relics,
state of the surrounding environment, location and depth, cargo in case of a shipwreck;
and intangible ones, e.g., historical evidence/references, sinking conditions, human and
material losses, to name a few [15]. Of course, gathering such UCH data is not an easy
task; and despite the technological progress in the field of data collection, resulting crop
still remains limited due to considerable time and cost constraints [32]. Considering that
currently only 20% of the oceans are mapped [33], valuable data as to the location and
current status of a large part of UCH is lacking, a deficit that places formidable barriers
to their very protection at first and, subsequently, their sustainable management within
MSP endeavours.

G. Suitability and spatial efficiency
During the last decade, attractiveness of marine resources has rendered oceans highly
contested spaces. However, prioritizing uses in the sea space within MSP endeavours
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is crucial for the sustainable exploitation of marine resources. Such a prioritization can
be accomplished by the identification of immovable and non-renounceable resources
that normally gain priority in marine space allocation [21]; and the multi-use of marine
space by establishing synergies among uses. UCH, as an immovable and valuable to
community heritage [34], gets high priority in marine space for in situ preservation and
protection [5]. As stated also by Stancheva and Stanchev [35], UCH management allows
multi-use of marine space by establishing the triptych of cultural heritage management,
environmental protection and recreation/diving tourism.

H. Connectivity
This is realized in terms of networking among, e.g., sectors or activities of the same
nature; areas with similar characteristics or interrelated uses or functions, such as net-
works of protected areas; but also connections among marine stakeholders, establishing
‘bridges’ for sharing knowledge and coordinating maritime activities. Connectivity is
essential among UCH-related activities, e.g., cultural and natural maritime protection
and recreation/diving tourism, a fact also related to the aforementioned multi-use dimen-
sion. Spatial connectivity can strengthen common developmental directions of sites that
have similar characteristics or fall into the same historical narrative (e.g. WWII remains
in coastal/marine areas). It can support exchange of knowledge and good practices, thus
broadening the benefits reaped in societal, environmental and economic terms. Speak-
ing of stakeholders’ connectivity, a robust, well-structured and impactful UCH manage-
ment perspective presupposes networking and interaction among interested stakehold-
ers, falling into UCH-related sectors, such as marine archeology, tourism, maritime and
diving communities [36].

I. Cross-border cooperation
Although MSP can be seen primarily as a state-based process, cross-border cooperation
is essential to ensure coherence of MSP plans; and coordinated action across coastal
zones and marine regions. Cross-border cooperation addresses also the transboundary
dimension of marine problems and challenges, the resolution of which requires common
regional or sub-regional approaches [37]. This holds true for UCH management as well,
taking into account that submerged cultural assets do not always originate from the
country these are eventually detected. Especially when it comes to e.g., war shipwrecks,
jurisdiction issues arise between the wreck’s origin country and the country in which the
wreck is sunk, being in charge for its preservation [38]. In such a context, cooperation
between both sides is critical. Cross-border cooperation can also be perceived among
regional, and/or local plans within a single national territory.

G. Adaptive approach
This constitutes one of the most critical principles in MSP. It follows a process of inter-
active and repetitive planning cycles (Fig. 2) for continually improving maritime plans,
policy outcomes and management practices. Each repetition of a planning cycle steps
forward understanding, learning and knowledge gains with regard to goal achievements
and inexpediencies. Steady monitoring of results of each planning cycle lies at the heart
of the adaptive approach, resulting in data collection that is capable of drafting outcomes
of the allocation of MSP uses and related maritime activities in the marine environment.
Such data emanates from field observation and experiential knowledge, collected from
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stakeholders who are active in the marine environment. The latter is quite valuable for
monitoring and evaluating the performance of maritime uses, as these are allocated by
the MSP.

Fig. 2. The adaptive approach of MSP, Source: [21]

When it comes to UCH, the adaptive approach as a process of repetitive planning
cycles (Fig. 2) can be regarded in alignment with the Cultural Heritage Cycle (CHC)
(Fig. 3). CHC presents a participatory stepwise process that guides understanding, valu-
ing, caring and enjoying cultural heritage, both in land and at sea; and a process that
strengthens appreciation and awareness raising as to the value of UCH and desire to
keep it intact [13, 39]. Furthermore, it broadens community’s understanding as to the
role of UCH for safeguarding local identity and pursuing sustainable development goals
in coastal and insular regions; and renders local people the guardians of their UCH [30].
A better understanding and valuation of UCH can be a precious feedback in the MSP
monitoring process, steadily improving results of each single planning cycle and pro-
viding a clearer, more powerful and motivating image of the true nature of UCH [30].

Fig. 3. The people-centered Cultural Heritage Cycle, Source: [13]
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As stated by the Spanish Ministry of Culture [40], involvement of fishermen, divers and
local inhabitants in the conservation of local marine sites has proved to be the most
effective measure for UCH protection.

2.2 UCH Handling Within the MSP Context

Having described the way UCH can be embedded in the key MSP principles, some
critical methodological concerns arise, when it comes to UCH management for serving
local/regional sustainable development goals in coastal and insular regions, in harmony
with the general directions provided by an MSP plan.

In particular, seeking to achieve sustainable and resilient exploitation of UCH in
coastal and insular regions implies the need for a methodological approach that roughly
consists of three closely interrelated components (Fig. 4), namely the: core component,
representing steps of an integrated and adaptive planning process, accompanied by a
monitoring mechanism for assessing and retrofitting the outcome of the planning pro-
cess; and two essential for the core component pillars, being spatial data analysis and
public engagement (Fig. 4, Pillar 1 and 2) [12, 13], also recognized as the bedrocks of
well-documented and robust MSP decisions. These two pillars crosscut both compart-
ments of the core component, i.e. the planning and monitoring process; provide essential
information and valuable feedback for coping with the complexity and dynamic nature
of the marine environment and land-sea / sea-land interactions; and guide well-informed
and robust planning choices for sustainable and resilient UCH management. The way
conceptual principles of MSP and CHC (Fig. 4) are instilled into the components of such
a methodological framework is shortly discussed below.

More specifically, all MSP principles are infused into all concrete steps of the core
planning component and accompanied pillars, addressing sustainable management of
UCH and defining the way decision-making is taking place and policy directions are
drawn. In more detail, the aforementioned principles frame choices as to the spatial
data collection, processing and visualization for planning the sustainable exploitation
of UCH within the MSP general directions. These data are used to unfold the current
spatial context and the dynamics of the coastal and marine environment in which UCH
is located. They strengthen knowledge as to the: natural and cultural attributes of land
and marine environment; MSP uses allocated in the surrounding area and respective
interactions, assessing whether these are in harmony or conflict with predicted UCH uses;
and complementary uses, shaping an integrated and multi-use approach of marine space.
Regarding the purely planning steps of UCH management, MSP principles highlight all
those dimensions that need to be addressed in order for the most suitable planning
decisions for allocation of UCH maritime uses and complementarity/appropriateness
of their coexistence, but also potential reallocation of uses currently or potentially in
conflict with UCH to be made. Monitoring, as an integral part of the planning discipline
in general and MSP in particular is the mechanism for assessing and redefining UCH
planning exercises and related policy decisions according to the dynamics of the wider
marine environment. It is based on spatio-temporal data management and constitutes the
means for initiating adaptive planning cycles. Finally, MSP principles frame the context
of community and stakeholders’ engagement, as a defining element of UCH management
for demarcating who is going to be part at which stage of the planning process; what
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kind of synergies is essential to be established; and what should be the role or power
given to stakeholders in the planning process, ranging from pure awareness raising or
consultation to co-design or co-decision.

Fig. 4. Linkages between the conceptual and methodological framework for UCH management
in coastal and insular communities, Source: Own elaboration

The Cultural Heritage Cycle is also a key asset from a methodological point of view
of UCH management. It is strongly related to qualitative and quantitative spatial data
collection/analysis, demarcating the value attached to tangible and intangible aspects of
UCH as well as the prevailing attitude as to its protection/preservation. Distinct stages
of CHC result in the: maturing of community with respect to the understanding, valuing,
caring and enjoying cultural heritage and its surrounding environment (Fig. 3), both in
land and at sea; and steadily broadening of willingness to keep it intact for the next
generations, rendering thus locals the guardians of UCH. The planning process itself
is also fueled by the deepening of knowledge on the local perception of UCH, guiding
planning outcomes that fit well with the value system, historical paths and position of
UCH in each single local context. Gradual awakening of the value of cultural heritage,
as realized by the maturing process presented by the Cultural Heritage Cycle, goes
hand-in-hand with the monitoring process. Indeed, assessment of the impacts of the
UCH management plan, coupled with the gradually enhancement of UCH knowledge,
awareness, appreciation and valuing, sharpens UCH consciousness, deepens willingness
to engage in UCH planning endeavours and provides valuable feedback for further
improving such planning outcomes (Fig. 2). Finally, proper integration of the Cultural
Heritage Cycle in planning is strongly associated with the collaboration among planners,
decision makers and local communities, broadening public engagement and resulting in
community-driven UCH protection/preservation and sustainable exploitation plans [7,
12].
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Last, but not least, comes Information and Communication Technologies (ICT) as a
significant enabler of effective UCH management [41]. Speaking of spatial data collec-
tion/analysis, ICT offer the means for collecting, elaborating, visualizing and communi-
cating a vast amount of planning-related content. Crowdsourcing can also be a valuable
mean for enriching tangible, but notably intangible aspects of UCH, thus enabling the
placement of UCH within the right historical, value, social etc., context. Such a poten-
tial creates a more fertile ground for conducting planning exercises, a fact that is further
enhanced by the ICT potential for opening up the planning exercise in the Web – e-
planning [42] – and thus strengthening planners-community interaction at the various
planning stages. Web-based Geographical Information Systems (Web-GIS), social net-
works, participatory platforms etc., constitute complementary valuable tools for broad-
ening communicative and interaction potential; opening also up planning data to local
communities [7]. ICT’s role is also exceptional when it comes to the monitoring stage.
ICT-enabled tools can support online monitoring of UCH site, but also gather feed-
back from stakeholders in order for continuously adjusting the UCH management plan.
Furthermore, e-engagement can facilitate or even broaden potential for more active
stakeholders’ commitment at this stage.

All in all, sustainable management of UCH implies a local value-driven problem and,
at the same time, an integral part of a highly controversial MSP process. Furthermore,
handling of UCH is carried out within a highly dynamic environment – the marine one –
and, in most of the times, in adjacent to lagging behind, from a developmental point
of view, neighbourhoods, such as remote coastal or insular regions. Thus integrated,
place-based, data-driven, and highly community-engaging planning procedures seem to
be the prevailing option in handling UCH to the benefit of such regional contexts, but
also society as a whole. Such procedures should be embedded into the MSP process,
setting priority to the protection/preservation and sustainable exploitation of, among
others, this particular marine cultural resource. Towards this end, integration of the
conceptual principles of MSP and CHC into the methodological approach of UCH
management seems to establish a rather more powerful and community-valued decision-
making process.

3 Gathering Successful European Experiences of UCH Integration
into MSP

The complexity of allocating maritime uses in a harmonizing and conflicts’ alleviating
way; and the need to establish multi-scale and multi-stakeholders’ interaction across the
different spatially-defined administrative levels, render spatial data availability/analysis
and their unimpeded flow as well as multiple stakeholders’ consultation the bedrocks for
well-documented and robust MSP decisions, including UCH management decisions as
well. Further to that, of crucial importance is the expansion of the participatory planning
process beyond the stage of plan development, i.e., in plan evaluation, implementation
and revision [20]. In both MSP and UCH management, this denotes a dynamic process for
constantly reconsidering, adjusting and improving policy decisions as well as alleviating
potential conflicts among maritime uses, based on proper and stable monitoring and
feedback mechanisms. But how are the aforementioned attributes embedded in efforts
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carried out at the EU level along the blue growth strategy and MSP; and in particular how
UCH is integrated into MSP plans and aligns with the previously discussed conceptual
and methodological ground? An effort to respond to this question follows in this section,
by indulging into two examples of MSP from the European scene and the way UCH is
managed within respective plans.

At present, most of the 22 member states of the EU, disposing a maritime border,
have adopted MSP practices, adjusting key priorities to their own needs. According to
data published in the European MSP Platform [43], 45% of these states have already
adopted the final version of their national MSP plans, 36% of them are at the stage of
MSP preparation and 18% have not yet embarked upon this duty. From a geographical
point of view, the majority of already in place MSP plans concerns spatial units of the
Baltic Sea, covering almost 78% of the Baltic countries.

Thus the MSP examples presented in the following refer to two neighboring countries
of the Baltic Sea, namely Finland and Estonia. Assessment of the two case studies is
conducted by use of the below presented five criteria, highlighting aspects of integrated,
data-driven and participatory approaches in alignment with the key principles of MSP
and having a specific focus on UCH. These have as follows:

• C1: Alignment with the multi-scale approach.
• C2: Integration/inseparable consideration of UCH and surrounding natural marine

environment, tangible/intangible UCH dimensions as well as vertical/horizontal
integration of UCH-related stakeholders.

• C3: Land-sea interaction with a focus on cultural assets.
• C4: Data-driven planning choices and maritime spatial plans.
• C5: Public and stakeholders’ engagement for gathering empirical knowledge and

enriching both the planning process and outcomes with local flavor.

3.1 Case Study Finland

Finland has taken the first steps in Maritime Spatial Planning in 2010, by chance of the
Bothnian Sea Transboundary Pilot Project between Finland and Sweden (2010–2012).
This experience has fueled work carried out in the first Finland’s MSP 2030, in alignment
with the MSP Directive [17]. This National Marine Spatial Plan is composed by three
regional MSPs, following a place-based approach and covering both territorial waters
and the Exclusive Economic Zone (EEZ) (Fig. 5a).

UCH in the Finnish National Marine Spatial Plan is designated as one of the blue
growth sectors. Known UCH sites are categorized and managed by means of regional
zones, integrating both terrestrial and maritime sites and delimiting zones of cultural
significance. These are clusters of nation-wide: valuable landscape areas, significant built
cultural environments, UCH landscapes, traditional coastal fishing areas, etc.; but also
entities related to maritime cultural heritage, e.g., military history, seafaring, traditional
biotopes, landscape as well as coastal and archipelago areas [46]. Among the strategic
objectives of the plan fall the protection/preservation of (U)CH, enhancement of cultural
values, accessibility of cultural areas as well as integration of cultural and natural values,
both in land and at sea. Stakeholders’ engagement is grasped as a powerful tool for
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Fig. 5. National Maritime Spatial Planning of: (a) Finland [44] and (b) Estonia [45]

successful MSP and long-standing regional cooperation in Finland. Indeed, decision-
making processes in the Finnish MSP have at their heart participatory approaches,
including consultation workshops with local authorities and targeted stakeholders [47]
as well as public hearings for the general public [44]. Based on these collaborative
procedures, an interaction plan was prepared, providing an MSP overview and the chance
for stakeholders and citizens’ engagement in order for their involvement in all planning
stages to be deepened [48]. Finnish MSP is also a subject of matter in the Baltic Cultural
Heritage Committee [49], in which Finland is a member; and in the Working Groups on
UCH and Coastal Heritage, addressing a holistic, cross-border cooperation in the Baltic
Sea [50].

3.2 Case Study Estonia

Estonia is one more state of the Baltic Sea with previous experience in MSP. Since 2010,
two pilot MSP plans were carried out (Fig. 5b) – one in the surrounding area of Hiiu
Island and another one in the Pärnu Bay Area, around Kihnu Island – both driven by the
growing interest in offshore energy [45]. These MSP Projects stimulated the government
to establish, in 2011, legal processes resulting in MSP legislation; and have led to two
legally binding county plans of Hiiu Island (2016) and Pärnu Bay (2017). In Hiiu MSP,
designation areas for offshore wind energy were abolished by the National Court in
2018; while with regard to other topics the Hiiu MSP remains still valid.

The two aforementioned MSPs reveal differences as to the level of participation
of interested stakeholders. In Hiiu Island, representatives approached stakeholders and
invited them to take part in the leading group, engaged with the development of the MSP
Plan. The planning process was thus led by a multi-scale steering board, consisting of
members from different national authorities, sectoral stakeholders (energy, fisheries) and
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local communities. In the Pärnu Bay Area, stakeholders were engaged in a participatory
process, opened to anyone willing to participate at each single meeting; while through
the Strategic Environmental Assessment (SEA) process, a transboundary participatory
process with Latvia was implemented. The SEA results and the MSP plan were presented
to Latvia when the planning proposal was drafted.

Within the aforementioned regional plans of Estonia, UCH is considered as an inte-
gral part of the local cultural identity and one of the blue growth sectors; and is grasped
by means of natural and cultural, coastal and underwater as well as tangible and intan-
gible dimensions, leading to the formation of cultural clusters. Finalized plans are the
outcome of a knowledge-based process and intensive data collection and analysis, tak-
ing the form of UCH thematic maps and Impact Assessment Reports [51]. From a policy
point of view, UCH sites are managed through the setting of guidelines and rules; and
include processes of information exchange and collaboration with local communities
and organizations, having a stake in coastal and underwater cultural heritage. In situ
preservation prevails, taking the form of diving parks as a means of UCH protection
[52].

According to the Amendment of the 2015 Planning Act, today MSP in Estonia is
developed at the national level. The new Planning Act makes a clear distinction between
terrestrial planning and MSP. The finalization of the MSP plan is the result of several
public discussions and also transboundary consultations with national authorities of
the neighbouring states of Finland, Latvia and Sweden. The plans’ extroversion is also
evident through the participation of Estonia in the Baltic Region Heritage Committee,
recognising the need for UCH governance by adopting a multi-level, multi-scale and
transborder approach. Worth noticing is also the fact that in the newly established MSP,
land-sea clusters are also drawn, integrating coastal and UCH assets and supporting,
within MSP, the land-sea and sea-land interaction principle.

4 Discussion and Conclusions

Completion of national MSP strategies at the European level – ought to be delivered
already by March 31, 2021 [17] – displays a certain delay. This leads to a blurred image
as to the way MSP is being carried out in the European seas; and what position UCH
holds in this effort. Experience gained from the two MSPs in Finland (already in force)
and Estonia (at the final stage, expected to be adopted in May 2022) unveils the interest
of both states in preserving underwater cultural and natural heritage, being perceived
as a distinct objective of related MSP plans. It also reveals certain convergences but also
divergences with respect to the previously defined set of criteria.

More specifically, a certain deviation is noticed as to the criterion C1. Finland, in
this respect, follows a more regional approach that is marked by collaborative schemes
embedding local municipalities. On the contrary, Estonia pursues a more centrally-
driven (national government) approach, apart from the two legally binding county-based
regional MSPs of Hiiu Island and Pärnu Bay. MSPs in both states conform to the inte-
grated approach – criterion C2 – featuring (U)CH as an interwoven complex of tangible
and intangible, land and underwater, natural and cultural dimensions. This aspect is also
in favor of C3 criterion, considering land-sea and sea-land interactions of UCH and
land-based cultural heritage in general, fulfilled by both states. In addition, data analysis
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and unimpeded information flow – criterion C4 – are considered of high importance in
both Finland and Estonia’s MSPs; unfolding through deep insights into the current state
of areas concerned, mapping of their attributes and intense use of GIS, both at the prepa-
ration and finalization stage. Finally, certain divergences between the MSPs of the two
states appear in the way stakeholders and citizens are engaged in the process – criterion
C5. In Finland, co-operation among stakeholders at the regional level is top priority and
occurs at both the stage of analysis and the one of visioning and scenario building steps,
engaging experts and the general public. Extroversion of MSP, however, is not so obvious
at the stage of preparation. Nonetheless, the country’s involvement in the Baltic Region
Heritage Committee provides the ground for getting also feedback at the transnational
level. In Estonia, stakeholders’ engagement is accomplished at the national/regional and
the transboundary level, with public engagement at the national/regional level being
open at each single stage of the process. Compulsory public displays and discussions
are also held at different stages of the MSP process.

In general, it could be inferred that UCH has not yet gained the eminent position it
deserves within the MSP process [53]. As revealed by the studied examples, prevailing
sectors in MSP still remain energy, maritime industry and logistics, fishing and aqua-
culture as well as tourism and recreation. However, the rising importance attached to
UCH resources in society as a whole, coupled with academic research works and policy
guidelines that shed light on respectful UCH management for serving local development
purposes, are already noticeable trends; and are pushing forward the interest in UCH,
properly valuing this resource within MSP; and managing it as an equally important
maritime resource and in harmony with other maritime resources and related activities.
Along these lines, keeping track with the conceptual frame of UCH management within
MSP as well as its counterpart in the planning arsenal, presented in this paper, seems to
be critical when dealing with UCH in MSP studies. In particular, the role of integrated,
data-driven and place-based approach for UCH management is stressed; while same
holds for collaborative planning as a means to overcome MSP complexity/conflicts; and
properly grasp the value and position UCH should gain within such a marine spatial
planning exercise. At present, MSP seems to present a priceless chance for effectively
protecting/managing UCH, provided that this can be adapted to the multiple considera-
tions and understanding of UCH; and shift from a process of purely allocating maritime
uses for managing conflicts and establishing synergies, to a more creative one, socially-
and culturally-sensitive, aiming to keep up with peculiarities of the marine world as well
as the valuable for the community land- and sea-scapes, including the cultural ones [54].
Future research ambition of authors, as soon as relative MSP studies are accomplished,
is a comparative study of the locus of UCH in practical MSP exercises in two quite
distinct marine spatial contexts, such as the Mediterranean and the Baltic Sea, in order
for a more robust UCH management approach to be established and assessment of MSP
in UCH protection, preservation and sustainable exploitation to be grasped.
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