
TABLE III
COMPARISON TO STATE OF THE ART IN OTHER STUDIES

Research Strength Weakness

Al-Naami et al., [7] Accuracy from
99.05% to 99.7%

Further investigation
required MODWT as
a noise removal tool.

Liu et al., Arvind
Chakrapani [6]

Accuracy 85.0%,
Sensitivity 75.8%,
Specificity 96.9%

limiting its robust-
ness, relies solely on
RR intervals.

Hammad et al., [8] Accuracy 99.20%,
Precision 99.09%,
Recall 98.24%,
F-score 98.58%

limited of compre-
hensive evaluation.

Santanu Sahoo,
Pratyusa Dash, B.S.P.
Mishra, and Sukanta
Kumar Sabut [9]

Accuracy 98.29%,
Computational
Complexity 0.14 s

limited the availabil-
ity of testable data

Niyigena et al., [10]
Accuracy 99.97±0.02,
99.50±0.10,
99.61±0.18,
99.85±0.07

study is still in the
proposal stage

further research is
needed

Shan et al., [11] Accuracy 0.9673,
Precision 0.9854,
Recall 0.9486, F1-
Score 0.9666

the noise filtering did
not yield optimal re-
sults for ECG data
with large variations

Arun Kumar M.,
Arvind Chakrapani
[12]

Accuracy 99.7% the proposed system
only compared it to
the traditional system

Malik et al. [13] Average Accuracies
98% and 99.04%,
Average F1 Scores
76.6% and 93.7%

ONNs were limited
connectivity and
weight sharing

Eltrass et al. [14] Accuracy 98.75%,
Specificity 99.00%,
Sensitivity 98.18%

the system demands
high-specification de-
vices

Zubair and Yoon [15] Accuracy 96.36% the proposed method
did not effectively ad-
dress the issue of
overall data imbal-
ance.

Li et al. [16] Accuracy 96.97% the method used to
mitigate the impact of
increasing categories
is still not optimal.

Irfan et al. [17] Sensitivity 98.37%,
Specificity 99.59%,
Positive Predictive
Value 98.41%,
Accuracy 99.35%

approach incurs
higher processing
costs due to the
addition of more
networks.

Proposed method Sensitivity 98.79%,
Specificity 99.41%,
Accuracy 98.79%

further research is
needed to avoid
misclassification

field of arrhythmia detection. It successfully overcomes chal-
lenges such as untested noise reduction tools, overreliance
solely on RR intervals for atrial fibrillation detection, limited
comparative analysis with other classification models, con-
straints in acquiring testable data, and suboptimal techniques
for noise screening and basic drift removal. By incorporating
IG methods for feature selection, the proposed method offers
a comprehensive and effective solution, resulting in enhanced
accuracy and performance.

In conclusion, the proposed method represents a signifi-
cant advancement in the realm of arrhythmia detection using
ECG signals. It provides a robust and accurate approach,
empowering healthcare professionals with a valuable tool

for early and precise diagnosis. Future research endeavors
can concentrate on augmenting the model’s differentiation
capabilities, addressing challenges related to misclassification,
and exploring the potential application of IG methods for
dimensionality reduction in signal analysis and classification.
The novelty and importance of the proposed method lie in its
ability to improve accuracy, mitigate overfitting, and offer a
comprehensive solution for arrhythmia detection.
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