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Preface



Researchinthedomainsoflearninganalyticsandeducationaldatamininghasprototypedanapproach
wheremethodologiesfromdatascienceandmachinelearningareusedtogaininsightsintothelearn-
ingprocessbyusinglargeamountsofdata.Variousexperimentshavebeenpilotedacrosslearningand
traininginstitutionswithvariousdegreesofsuccesslimitedlargelytotheinterestofindividualsorsmall
groupsinaffectingacademicandbusinessoperationssupportinglearningactivities.Asmanytraining
andacademicinstitutionsarematuringintheirdata-drivendecisioning,useful,scalable,andinterest-
ingtrendsmaystartemerging,andorganizationscanbenefitfromsharinginformationonthoseefforts.
Whiletrainingandacademicinstitutionsmayvaryindefinition,approach,size,andmission,learning
aboutthelearnerandprovidingservicesthatareascloselyalignedtotheirbehaviorsasneedsisthe
essenceoftheirexistence.

Thisbookexaminesnovelandemergingapplicationsofdatascienceandsisterdisciplinesingaining
insightsfromdatatoinforminterventionsintothelearners’journeyandinteractionswithanacademic
ortraininginstitution.Topicswillfocusonbuildingmodelsoflearnersforsuccess,usingdatatoinform
coursewareandassessmentwaredevelopment,andplanningservicessupportingthelearningprocess,
includingcapturing,understanding,impacting,andimplementingchangesinlearning,teaching,and
assessment.Dataarecollectedatvarioustimesandplacesthroughoutthelearners’lifecycles,andthe
learnersandtheinstitutionshouldbenefitfromtheinsightsandknowledgegainedfromthosedata.

Theprimarytargetaudienceforthisvolumeareleadersatacademicandtrainingorganizationsinter-
estedinputtingthedatatheyhavebeencollectingintoactionviainsightsandprescriptionsenabledbythe
applicationofvariousmethodsfromdatascience,machinelearning,businessintelligence,BigData,data
mining,statistics,andotherrelateddisciplines.Productdesignanddevelopmentprofessionals,including
instructionaldesigners,assessmentdevelopers,instructionaltechnologists,andpsychometricians,will
usethetopicscoveredinthepublicationtodevelopenvironmentsfordata-drivendecision-makingin
theirrespectivedomains.Datascientistswillcontributeandbenefitfromthepublicationbyreviewing
theapplicationofmethodologiesinthedomainoflearning.
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PERSPECTIVES ON DATA

Chapter 1: Mind the Gap – From Typical LMS 
Traces to Learning to Learn Journeys

CarmelKent,AbayomiAkanji,BenedictduBoulay, IbrahimBashir,ThomasFikes,SueRodríguez
DeJesús,AlyshaRamirezHall,PaulAlvarado,JenniferJones,MutluCukurova,VarshitaSher,Canan
Blake,ArthurFisher,JulietGreenwood,RosemaryLuckin

Manyuniversitiesaimtoimprovestudents’‘learningtolearn’(LTL)skillstopreparethemforpost-
academiclife.ThisrequiresevaluatingLTLandintegratingitintotheuniversity’scurriculumandas-
sessmentregimes.DataisessentialtoprovideevidencefortheevaluationofLTL,meaningthatavailable
datasourcesmustbeconnectedtothetypesofevidencerequiredforevaluation.Thischapterdescribes
acasestudyusinganLTLontologytoconnectthetheoreticalaspectsofLTLwithauniversity’sexist-
ingdatasourcesandtoinformthedesignandapplicationoflearninganalytics.Theresultsproducedby
theanalyticsindicatethatLTLcanbetreatedasadimensioninitsownright.TheLTLdimensionhas
amoderaterelationshiptoacademicperformance.ThereisalsoevidencetosuggestthatLTLdevelops
atanunevenpaceacrossacademictermsandthatitexhibitsdifferentpatternsinonlineascomparedto
face-to-facedeliverymethods.

Chapter 2: Relationships Between Out-of-School-Time Lessons and Academic 
Performance Among Adolescents in Four High-Performing Education Systems

David Litz, Shaljan Areepattamannil, Scott Parkman
Researchintotheeffectsofout-of-school-timemathematicsandsciencelessonsonacademicper-

formancehasthusfarprovedinconclusive.Therelationshipbetweenthetworequiresinvestigationto
elucidatethebenefitsoftheselessonsorlackthereof.Usingdatafromthe2009ProgramforInterna-
tionalStudentAssessment (PISA), this studyexamined the relationshipbetweenout-of-school-time
mathematicsandsciencelessonsandacademicperformanceamong15-year-oldsinHongKong-China,
Korea,Shanghai-China,andSingapore.Inlightofdifferentculturalcontexts,educationalstandards,
andsocietalnorms,andafteraccountingforgenderandfamilysocioeconomicstatus,whichtakesinto
considerationparents’occupationalstatus,yearsofeducation,andhomepossessions,regressionanalyses
revealedinconsistentresultsacrossthesecountries.Thestudyconcludeswiththeimplicationsofthe
findingsandscopeforfutureresearch,underscoringtheneedforfurtherinvestigationthataddresses
educationaldisparitiesinAsiaandglobally.

Chapter 3: An Assessment of Self-Service Business Intelligence Tools for 
Students – The Impact of Cognitive Needs and Innovative Cognitive Styles

Mohammad Daradkeh
Whilepreviousresearchhasmainlyfocusedonimprovingthetechnicalcapabilitiesofself-service

businessintelligence(SSBI)tools,verylittleisknownabouthowstudentsevaluatedifferentself-service
BItools,especiallyiftheyhavedifferentlevelsofexperience.Thegoalofthischapteristounderstand
howstudents’characteristicsinfluencetheirevaluationofdifferentself-serviceBItools.Inthischapter,
wefocusspecificallyontwoimportantstudentcharacteristics:needforcognition(NFC)andinnovative
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cognitivestyle(ICS).Theseend-usercharacteristicswereincorporatedintoaresearchmodeldeveloped
basedontheElaborationLikelihoodModel(ELM).Totestthemodel,alaboratoryexperimentwas
conductedwithundergraduatestudentsfordataanalysisandreportingtasks,andtheresultingdatawere
analyzedusingthepartialleastsquares(PLS)approach.TheresultsshowedthattheeffectofNFCandICS
ontheevaluationofSSBItoolsvarieddependingonstudents’experienceandfamiliaritywiththetool.

APPLICATIONS

Chapter 4: Univariate and Multivariate Filtering Techniques for Feature 
Selection and Their Applications in the Field of Machine Learning

Dharmendra Patel, Nirali Honest, Pranav Vyas, Atul Patel
MachineLearning’sfeatureselectiontechniqueaidsintheselectionofasubsetoforiginalfeatures

inordertodecreasehigh-dimensionaldataspace.Aspertheliterature,therearetwobasicstrategies
forfeatureselectionare:SupervisedandUnsupervised.Thischapterwillfocusonsupervisedfiltering
approachesonly.Filter,Intrinsic,andWrapperarethethreetypesofsupervisedfilteringalgorithms.
Filteringstrategiesarethesubjectofthischapter.Thechaptercoversthemostpopularunivariatefiltering
algorithmswithexamples,advantagesanddownsides,andRimplementation.Thechaptercomparesuni-
variatefilteringtechniqueswithnumberofparameters.Thechapteralsodepictstwopopularmultivariate
filteringtechniques:MinimumRedundancyandMaximumRelevance(mRMR)andCorrelationbased
featureselection(CFS)usingappropriateexampleandimplementationwithRprogramming.Finally,
thechapterdealswithprominentapplicationsoffilteringtechniquesincontexttoMachineLearning.

Chapter 5: Scalable Personalization for Student Success – A Framework 
for Using Machine Learning Methods in Self-Directed Online Courses

Thomas Wagner, Morgan Diederich
Mostonlinecoursesareself-directed,“navigateanywhere”intheirdesign.Personalizationinthose

coursesinvolvedrawingstudents’attentiontothemoduleswheretheyneedadditionalstudytime.Using
anexamplefromanonline,competency-basedinstitution,weexplorethestepsnecessarytousemachine-
learning-directedpersonalizationinawaythatcanscaletohundredsofcourses.Thisprocessisbroken
downintoeightsteps:featureselection,clustering,identificationoftargetedbehaviors,identifyingthe
mostimportantmodules,determiningthestudent’slocationinthecourse,assessingwhatthestudent
understandsatapointintime,understandingwheretheyareintheirassessmentcycle,andthenusingall
thatinformationtocreatebusinessrulesthatcanbecodedintosoftwaretoproducerecommendations.

Chapter 6: User Sentiment Analysis and Review Rating 
Prediction for the Blended Learning Platform App

Md Shamim Hossain, Md. Kutub Uddin, Md. Kamal Hossain, Mst Farjana Rahman
Understandinghowtoassessthelearners’evaluationhasbecomeanessentialtopicforbothacademics

andpractitionersasblendedmobilelearningapplicationshaveproliferated.Thisstudyexaminesusers’
sentimentandpredictsthereviewratingoftheblendedlearningplatformappusingmachinelearning
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(ML)techniques.ThedataforthisstudycamefromGooglePlayStorereviewsoftheGoogleClassroom
app.TheVADERandAFINNsentimentalgorithmswereusedtodetermineifthefilteredsummary
sentenceswerepositive,neutral,ornegative.Inaddition,fivesupervisedmachinelearningalgorithms
wereusedtodifferentiateuserevaluationsoftheGoogleClassroomappintothreesentimentcategories
inthecurrentstudy.Accordingtotheresultsofthisinvestigation,themajorityofreviewsforthisapp
werenegative.Whileallfivemachinelearningalgorithmsarecapableofcorrectlycategorizingreview
textintosentimentratings,therandomlogisticregressionoutperformsintermsofaccuracy.

Chapter 7: Analyzing and Predicting Learners’ Sentiment Toward 
Specialty Schools Using Machine Learning Techniques

Md Shamim Hossain, Mst Farjana Rahman, Md. Kutub Uddin
Theobjectiveoftheresearchistousemachinelearningtechniquestoevaluateandpredictlearners’

sentimenttowardspecialtyschool.ThecurrentstudyusedtheYelpwebsite’sreviewstoobtaindataon
specialtyschoolsafterfiltering.Followingcleaning,thefilteredsummarysentenceswereratedasposi-
tive,neutral,ornegativesentimentsusingtheAFINNandVADERsentimentalgorithms.Inaddition,to
splitlearnerratingsofspecialtyschoolsintothreesentimentcategories,thecurrentstudyalsousedfour
supervisedmachinelearningtechniques.Themajorityofratingsforspecialtyschoolswerefavorable,
accordingtothefindingsofthepresentstudy.Furthermore,whileallofthetechniques(decisiontree,K
NeighborsClassifier,logisticregression,andSVM)canaccuratelyclassifyreviewtextintosentiment
class,andSVMoutperformsintermsofhighaccuracy.Specialtyeducationalinstituteswillbeableto
betterunderstandlearners’psychologicalsentimentsbasedonthefindingsofthestudy,allowingthem
toimproveandadjusttheirservices.

ADVANCING THE PROFESSION

Chapter 8: Working Towards a Data Science Associates Degree 
Program – Impacts, Challenges, and Future Directions

Wendy Chin, James Braman, Melissa Hanks, Paulette Comet
Asdatasciencecontinuestogrowandbecomeintertwinedintomanydomains,itsapplicationbecomes

increasinglyrelevant.Datascienceisbecomingapartofaninterdisciplinarywebofmethodologiesthat
canbeusedtoextractessentialinsightsfrommanytypesofdataandareusedinnumerousoccupations.
Duetotherisingimportanceofthisemergingfield,additionaleducationalopportunitiestolearndata
sciencewillbebeneficialinthefuture.Inthischapter,theauthorsdiscussthedevelopmentofanassoci-
ate’sdegreeprogramindatasciencethatprovidesstudentswithspecificcourseworkrequiredtotransfer
tootherinstitutionsthatofferbachelor’sdegreesindatascience.Alternatively,studentscouldalsouse
thisprogramtolearnnewskillsindatasciencetochangecareerpathsortocontinuetheireducation.
First,thegeneraldevelopmentofthedatascienceprogramisdiscussed,followedbydevelopmentchal-
lengesandopportunities,specificcourses,andfuturedirections.
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Chapter 9: A Storied Approach to Learning Data 
Analytics in Graduate Data Analytics Program

Brandon Vaughn
Thisstudyconsiderstheconstructionandapplicationofastoriedapproachtoteachinggraduate-level

dataanalytics.Althoughsomeresearchstressesreplacingtraditionallectureswithmoreactivelearning
methods,theapproachofthisstudyistoconstructanentiredataanalyticsprogramarounda“story”idea
ofactivelearningandprojects.Theresultsofthisstudyindicatethatsuchastoriedapproachtolearning
notonlyimprovesstudentcognitionofcoursematerial,butstudentmoraleaswell.Aninstructionalap-
proachthatcombinesactive-learningactivitiesinaprogressive,storiedapproachappearstobeabetter
approachthantraditionallecturingaloneforteachinggraduate-levelstudents.

Chapter 10: Identifying Structure in Program-Level Competencies 
and Skills – Dimensionality Analysis of Performance Assessment 
Scores From Multiple Courses in an IT Program

Heather Hayes, Goran Trajkovski
Programsinanonlinecompetency-basedhighereducation(OCBHE)institutewillfocusonasetof

skillsandcompetenciesthatformathemethroughoutmultiplecourses,whereonecoursebuildsupon
anotherintermsofincreasingthestrengthordepthofcompetency.Thus,forstudentswithinagiven
programormajor,itisidealforscoresfromcourseassessmentswithoverlappingcontenttocorrelate
andindicatehigher-orderskillsorcompetencies.Thepurposeofthisstudywastousefactoranalysis
totesttheinternalandstructuralvalidityofcourse-levelperformanceassessmentscoresforagroupof
coursestakenaspartofadataanalyticsprograminanOCBHEinstitution.Moreover,thepresenceof
program-levelcompetencieswasinvestigatedusinghierarchicalfactoranalysisfortwogroups:afaster,
shortercoursetrackandaslow,longercoursetrack.Resultssupportedvalidityatthecourselevelas
wellasthepresenceofahigher-orderfactor(program-levelcompetency)forthefastcoursetrackbut
nottheslowtrack.

CONSIDERATIONS

Chapter 11: Don’t @ Me – A Study of the Perception 
of Twitter Users of Educational Offerings

Goran Trajkovski, Eduard Fabregat
Withthechangesinsocietiesandeconomies,newformatsandpackagingofeducationalproducts

havebeenemergingasalternativestothetraditionaldegreesandcertificates.Mostoftheseofferings
emergeoutsidehighereducationinstitutionsandaimtoalleviatethegapbetweenthesupplyofskills
andtheneedsofindustrieswhichhadabigimpactontheeducationalspace.Westudiedapproximately
fourhundredthousandtweetsdiscussingeducationalofferings.Weusedacombinationoftopicmodel-
ingandnetworkanalysistogrouptopicsintowiderthemesoverthetopicnetwork.Wealsousedword
embeddings tomeasuresemanticsimilarityofwordsrelated tospecificeducationalpackagingsand
furtherunderstand thediscussioncarriedoutonTwitter.Theresultsof thisstudyshowhowpublic
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opiniononTwitterdiscussedformalandnon-formaleducationalofferingsinwaysthatstresseconomic
andprofessionaladvancement.Finally,theresultsfromthewordembeddingsanalysisrevealedaneed
forcommonandcleartaxonomythatdifferentiatesbetweeneducationalformats.

Chapter 12: The Secret Lives of ePortfolios – Text Network 
Analysis and the Future of Algorithmic Hiring

Samuel Collins
ThischapterlooksatstudentePortfoliosasapotentialresourceforgraduatecareersthroughtextnet-

workanalysis.ThechapterbeginswithacriticalexaminationofthecurrentstateofApplicantTracking
Systems(ATS)andthewaytheyutilizerankingalgorithmstoreducegraduatestoabundleoffungible
skills.Asacomplementarycorrectivetothesesystems,theessaysuggeststextnetworkanalysisofeP-
ortfolios,arguingthatthiswouldbeonewaytohiregraduatesforthefuturebyopeningthepossibility
forlatent,networkedskillsandmeaningstore-definejobs.Networkapplicationsallowforprospective
employerstoquicklyanalyzeePortfoliocontentandseepotentialconnectionsandinnovations.Moreover,
atextnetworkanalysiswouldbeonewaytodevelopmoreteam-basedapproachesthatwouldfocusless
ontheindividualthanonthewaythatgraduatesmightcombinewitheachotherininnovativeteams.
Eportfoliosemergehereasawayofbringingbackcomplexityintowhatisfastbecominganentirely
automatedhiringprocess.

Chapter 13: Do We Need a Digital Data Exorcism? End of Life 
Considerations of Data Mining Educational Content

James Braman, Alfreda Dudley
Consideringthemanyinteractionswehavewith technologyoverour lifetime,manydatapoints,

records,files,andothercontentarerecordedinmanydigitalforms.Weinevitablyconstructanarrative
ofvariouslifeeventsinadigitalformatthatoftenlastswellbeyondtheexpirationdateofourphysical
form.Thisconstructionofadigitalnarrativeisespeciallytrueregardingeducationrecordsandtheir
usefordataminingasourfilescanbeusedforanalysis.Inthischapter,wediscusstheideaofadigital
dataexorcismasthepotentialabilitytopurgeeducationalrecordsifitisthedesireoftheindividual.A
dataexorcismcanbeseenastheneededprocessforremovingorexpellingdata,donesotoprotectthose
fromwhichitwasderived.Manyformsofdatawillbediscussedinthischapter;however,thefocuswill
beoneducationalrecordsrelatedtoend-of-lifeconsiderations.Themainthemeofthischapteristhat
facetthatwehavetherighttobeforgotten.Therighttobedeletedor,inotherwords,“exorcised”from
thevarioussystemsinwhichourdataresides.

IMPACT ON THE FIELD

Thisbookcontributestothefieldoflearninganalyticsinaneducationalcontextbyprovidingstate-
of-the-artdatasciencemethodologyfor thepurposeofevaluatingand improvingbothstudent-level
andprogram-levelaspectsoftheeducationaljourney.Perspectivesondataintroducetheimportance
ofevaluatingtheusefulnessofalternativelearningstrategiesbothinandoutsidetheclassroomaswell
asmatchingself-servicebusinesstoolstothecognitiveneedsandstylesofthestudents.Datascience
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methodssuchasmachinelearningcanbeappliedinnovelwaystohelpguidestudentstowardareasin
needofimprovementatalargescaleaswellaspredictlearnersentimenttoward,andthuspropensityfor,
avarietyofcompetingteachingmethodologies.Moreover,thisbookcontributestotheunderstandingof
howtobestdevelopeducationalprogramsandevaluateprogram-levelskillstomeettheneedsofboth
thestudentsandtheirfutureemployers,thusadvancingtheprofessionitself.Finally,thisbookintroduces
additionalconsiderationsindataanalyticsandeducationsuchasscouringandinterpretingdatafrom
opensourcesocialmediatoidentifytrendsorpatternsofinterestinnon-traditional,alternativedegree
programsandcertificates,networkanalysisofePortfoliosforpotentialemployers,andunderscorethe
delicacyandsensitivityofhandlingandprotectingidentitydatasuchasdemographicsaswellasthe
collectionofdigitaldatapointsthatprovideanarrativeforagivenstudent.Thecoordinationofdata
sciencewitheducationaltheoryandgoalsdetailedinthisbookequipeducatorsandstudentswiththe
toolstheyneedtosucceednotonlyineducationbutintheworkplace.
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ABSTRACT

Many universities aim to improve students’ ‘learning to learn’ (LTL) skills to prepare them for post-
academic life. This requires evaluating LTL and integrating it into the university’s curriculum and as-
sessment regimes. Data is essential to provide evidence for the evaluation of LTL, meaning that available 
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INTRODUCTION

This study was initiated to explore how, and to what degree, students at Arizona State University (ASU) 
acquire skills in Learning to Learn (LTL).

Helping students learn to learn is a worthwhile aim, but it needs to be actioned through explicit 
teaching and reflective assessment. If LTL is one of the aims of higher education, it also needs to be as-
sessed at various stages to ensure its growth. Just as the students routinely get transcripts that reflect their 
performance grades, there needs to be some validation about their increasing effectiveness as learners 
(Molenaar et al., 2019). However, most learning management systems (LMSs) record students’ actions 
largely as ‘users’ of the university rather than as learners. For example, LMSs often record students 
watching a video or submitting an assignment, rather than activities that offer more evidence about LTL, 
such as reacting to feedback (Suraworachet et al., 2021) and self-reflecting on their learning activity 
(Lau et al., 2017).

A Working Definition for LTL

The concept of LTL is derived from the definition of learning. Scholars continually debate the definition 
of learning, but most of them would agree that learning is a process, that it involves change that follows 
experience (Schunk, 2012), and that, for the most part, it is internal and so invisible (Lefrançois, 2019). 
These characteristics - all have direct consequences on how learning can be evaluated.

In this chapter, LTL was conceptualized as a process of improvement in self-regulated learning (SRL). 
Self-regulated learners are “meta-cognitively, motivationally, and behaviourally active participants in 
their own learning process” (Zimmerman,1989, p. 4).

LTL depends on each learner’s ability and willingness to reflect on and thus improve their self-regulated 
learning capability (Education Council, 2006; Hautamäki et al., 2002). To measure this process, it is 
necessary to adopt a temporal viewpoint of the progress learners make in their ability to understand (and 
adapt) their own learning strategies, strengths, and motivation as learners (The Campaign for Learning, 
2007). In the current study, the researchers operationalized the LTL journeys of university students as 
a temporal sequence of “snapshots”, each of which might contain some evidence about students’ SRL 
(or SRL-related) capabilities. Examples of the types of snapshots, along with the process of suggesting 
which moments should be captured as snapshots are given in the ‘LTL Ontology’ section. The temporal 
order of these snapshots and their individual strengths of evidence about students’ SRL capability were 
used to create an overall view of their LTL journeys.

data sources must be connected to the types of evidence required for evaluation. This chapter describes 
a case study using an LTL ontology to connect the theoretical aspects of LTL with a university’s existing 
data sources and to inform the design and application of learning analytics. The results produced by 
the analytics indicate that LTL can be treated as a dimension in its own right. The LTL dimension has 
a moderate relationship to academic performance. There is also evidence to suggest that LTL develops 
at an uneven pace across academic terms and that it exhibits different patterns in online as compared 
to face-to-face delivery methods.
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Learning to Learn in the Literature

Being aware of one’s learning processes, one’s inclinations and then improving them is a crucial edu-
cational objective for many learners in the 21st century. Learners live in a constantly changing environ-
ment and must adapt to its changing demands. These uncertainties call for the need to make it easier for 
learners to transition across disciplines and become independent learners. In fact, LTL is mentioned as 
one of the eight critical competencies in the recommendations for lifelong learning, which were adopted 
by the Education Council and the European Parliament in December 2006 and revised in 2018 (Educa-
tion Council, 2006, 2018).

As LTL is defined in this study as an improvement in students’ SRL capabilities, other related 
constructs such as expectations, motivation, goals, and self-regulatory learning strategies immediately 
come into play (Eccles & Wigfield, 2002; Robbins et al., 2004). These constructs related to LTL are 
both malleable and highly context-sensitive (e.g., Carver & Scheier, 1981; Richardson, 2012; Wolters 
et al., 2003). This raises the question as to how an academic institution can know how well its students 
are able to self-regulate their learning processes? The indicators are far from being straightforward and 
directly observable.

SRL is based on students’ self-awareness, regulatory skills, and their ability to then transfer those 
learning skills to domains other than those in which they were originally developed (Epstein, 2019; 
Halpern, 1998). Note that the authors are not referring to the transfer of problem-solving skills or con-
ceptual understanding from one domain to another, for example, from arithmetic to algebra, but to the 
transfer of the learning skills themselves from one context to another. For instance, learning to self-explain 
effectively in one context to choosing to self-explain in an unrelated context because it is an effective 
learning strategy is an example of such a transfer (see, for example, Chi et al., 1989). Awareness of one’s 
own learning focuses on knowing what one knows, what one does not know, what are the skills one has 
gained, and what are one’s attitudes and desires with regards to learning. Regulatory skills comprise 
individuals’ ability to organize their actions to achieve their learning goals (Matrić, 2018). They include 
learning management skills such as planning what to do next, setting goals, monitoring progress, and 
then reflecting on it all (Zimmerman, 2002).

Research has shown that the observable outcomes related to LTL, such as improved academic per-
formance and retention, are also closely related to constructs such as SRL, engagement, motivation, and 
self-efficacy (Richardson, 2012). LTL is also related to personality traits, which are widely studied in the 
learning literature (e.g., conscientiousness, openness, agreeableness, emotional stability, extraversion; 
Poropat, 2009). Nevertheless, it was hypothesized in this work that, despite these interrelations between 
these related pedagogic constructs, LTL represents a unique dimension of learning.

The research reported here is concerned with the challenge of how the gap between the desired and 
the existing data can be bridged when exploring LTL. Specifically, two research questions were explored:

Research Question 1 (RQ1): Is LTL, specifically the SRL sub-construct, a distinct dimension from 
other, well-researched dimensions, such as academic performance and engagement?

Research Question 2 (RQ2): How does LTL, specifically the SRL sub-construct, change over time, 
in particular across academic terms?
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METHODS

As described above, LTL is considered as an improvement in students’ SRL, which is a mental attribute. 
Researchers have tried to study various observable approximations to it, such as heart-rate variability 
(Spann et al., 2017), question-asking and engagement in online discussions (Pardo et al., 2016), and the 
association of learning strategies with teachers’ feedback (Matcha et al., 2019). Some researchers have 
used self-reporting mechanisms, such as interviews or questionnaires (Pintrich et al., 1991). While there 
are questionnaires which measure LTL-related constructs, they do not capture the external signifiers of 
LTL ecologically as they take place and are harder to scale to a large number of students. To overcome 
these shortcomings, some researchers have used clickstream data from LMSs (Cicchinelli et al., 2018; 
Motz et al., 2019). LMS clickstreams are themselves limited since they are rarely developed to reveal 
the contextual complexity and multi-dimensionality of constructs such as SRL (Boulton et al., 2018). 
Other researchers have used other approaches to assess LTL-related constructs. For example, Hender-
son (2018) employed a phenomenological approach to study the engagement of history students with 
a simulation. He collected memos and diagrams throughout the students’ learning process, following 
Corbin and Strauss’s (2014) memos and diagrams protocol, and complemented it with semi-structured 
interviews with some of the students. Another example is the use of the Baker Rodrigo Cumpaugh Moni-
toring Protocol (BROMP), a well-validated protocol for quick and time-synchronized quantitative field 
observations of students’ affect and behaviour (Baker et al., 2018). BROMP has been used to evaluate 
different teacher practices (Hymavathy et al., 2014), and students’ regulatory skills and engagement 
(Downer et al., 2010; Hymavathy et al., 2014).

Data Sets and Cohort

This section describes the data sources the researchers used in the analysis, as well as the details of the 
observed cohort of students. This study was conducted using data from two courses at ASU. The raw data 
included students’ demographic information, their enrolment and learning context information such as 
courses, scholarships and grades, details about the submission of assignments and the digital footprints of 
their work in the LMS. The observed cohort consisted of students who took one or other of two courses: 
BIO181 (the most basic course in the Biology programme) and PSY101 (the most basic course in the 
Psychology programme). The students were enrolled in two different study delivery modalities (online 

Table 1. Main datasets used

Data Granularity Description

Academic performance, enrolment 
data and socio-demographic data

One record per 
student, course, 
year, and term

See bullet points o, p and q in Figure 2 below. These are the contextual data 
of the students, containing information such as each student’s admission, 
courses taken, term, academic performance and loans.

Assignment dataset from the LMS Daily

See bullet point s in Figure 2. These are records of assignments that were 
either submitted or not. The same student could submit several assignments 
each week, which would result in several records. The data contain the 
student’s anonymized ID, the contextual assignment information, dates 
associated with the submission, their grade etc.

Clickstream data from the LMS Weekly See bullet point r in Figure 2. These contain students’ digital footprints of 
their engagement, such as sessions, clicks, and duration.
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or face-to-face – F2F) during 2019 and 2020. Each of these two academic years consisted of three terms 
(Fall, Spring, Summer). In each term, students could study in one of the three possible sessions: Session 
A, which typically spanned the first seven and a half weeks of the term; Session B, typically the last seven 
and a half weeks of the term; or Session C, which was fifteen weeks long and ran in parallel with A and 
B. Students learning in the online provision (called ASU Online – ASUO) were enrolled in Sessions A 
and/or B, while students enrolled on the F2F provision took the longer Session C. In some instances, 
especially in the F2F sessions, students were still active in the LMS even after the end of their session.

Tables 1 and 2 below show detailed information about the data sources used and the cohort of students 
observed, respectively. The numbers in Table 2 do not always match up since there were intersections 

Table 2. Cohort data

Courses Description Number of students

BIO181 Biology’s typical first course 2,056

PSY101 Psychology’s typical first course 1,895

Terms Description Number of students

Spring of 2019 520

Summer of 2019 298

Fall of 2019 979

Spring of 2020 924

Summer of 2020 454

Fall of 2020 950

Sessions Description Number of students

A Seven and a half weeks of online learning. 1,872

B Seven and a half weeks of online learning. 1,653

C Fifteen weeks of F2F learning (runs in parallel with Sessions A 
and B). 467

Figure 1. An ontology as a bridge
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among the elements in the categories. For example, a specific student might be participating in both 
courses in the same term and session. In that case, the student’s instance would be counted twice in the 
courses (once in each course) but would be counted just once for the term and session.

The LTL Ontology

Most LMSs are designed to provide ‘institutional analytics’ and are missing a layer of semantics needed 
to provide any sense of the students’ behavioural and emotional points of view. To build this semantic 
bridge, the authors developed an LTL ontology, which expresses the complexities of the LTL concepts, 
along with their relationships and properties. As mentioned earlier, there is a gap between the data sources 
which are typically found in higher educational institutions, and data that would be helpful for analyzing 
LTL. Here the authors address this gap and how they designed the required bridge.

Connecting Theoretical and Operationalized Constructs

Most LMSs use concepts such as courses, assignments and grades, rather than theoretical concepts such 
as engagement and SRL. The LTL ontology was designed to distinguish between theoretical constructs 
and observable bits of behaviour (see Figure 1 below).

At the left-hand end of this bridge are the theoretical constructs of LTL, such as SRL, attention, 
reflection, motivation and so on. Along the ground are the core notions, such as a course, a session and 
programme. The main span of the bridge is made up of what the researchers have called operationalized 
classes. These describe observable “bits of behaviour” that students engage in, such as taking part in a 
group assignment or undertaking some peer review tasks. At the right-hand end of the bridge is the data.

The ontology expresses the associations between theoretical constructs and their possible opera-
tionalizations and represents the fact that a theoretical construct might be operationalized in more than 
one way. For example, to operationalize student engagement, one might want to collect data about their 
interactions in class discussions, as well as their engagement with the course materials. The other way 
round is also possible. Namely, a single observable behaviour might contribute to the operationaliza-
tion of more than one theoretical construct. For example, a student attending their instructor’s office 
hours might operationalize a behaviour of help-seeking but might also indicate their engagement and 
motivation in the course.

Connecting Temporal and Static Information

To capture the notion of LTL as a process, the authors built the ontology around the concepts of a snap-
shot and a sequence of snapshots. A snapshot is a time-stamped event capturing data about a student’s 
behaviour. The snapshot includes properties such as the snapshot’s type (e.g., submitting an assignment) 
and its granularity (e.g., occurring at a specific instant in time or across a whole week). A sequence of 
snapshots captures the order and frequency of individual snapshots and thus encapsulates the essence 
of an LTL journey.
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Connecting Existing and Desired Data Points

To bridge between the semantics of the existing data and LTL, the researchers derived a set of features, 
represented via a coding system that classified those snapshots providing some evidence of LTL to-
gether with a score indicating the degree of relevance of its evidence to LTL. The LTL coding system 
was validated, both by experienced tertiary educators (who are among the authors of this chapter) and 
by identifying significant correlations with well-established metrics, such as the Grade Point Average 
(GPA). To do that, an LTL rule-base was designed (seen at the righthand end of the bridge in Figure 
1, and some of which is shown in Appendix 1). This set of rules was designed to enrich the existing 
evidence as collected from the raw dataset (see bullet points o, p, q, r and s in Figure 2).

Two of the engineered features that were created using the LTL rule-base were an LTL Classification 
scheme and a measure of the strength of the LTL Evidence. Each LTL Classification feature assigned 
an LTL-related annotation to the activities described in the snapshots. The classification types were 
Analysis, Assessment, Engagement, Feedback, Motivation, Practice, Reflection and Review. The LTL 
evidence strength used a numerical scale from –3 to 3, which indicated the strength and valence of the 
evidence related to LTL that was associated with different snapshots. Negative values (from –3 to –1) 
were assigned if the evidence was considered to be associated negatively with LTL, 0 if the evidence 
was considered to be independent of LTL, or positive (from 1 to 3) if the evidence was considered to 
be associated positively with LTL.

Figure 2. Analytic architecture to bridge between the desired and existing data. The circled bullet point 
annotations are used in the body of the text to further explain each component. Bullet point k is planned 
for future research
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The above engineered features provided an insight into how different snapshots (such as interactions 
with the LMS) and outcomes (such as assignment grades) contributed to each student’s LTL evidence 
base. The researchers could now quantify how the LTL evidence strength for different LTL types changed 
across each term/session. Since these features were computed for each snapshot, the researchers could 
compare the LTL evidence of an individual student’s particular snapshot with the average value of all 
snapshots for that student. Similarly, they could also juxtapose each student’s LTL evidence against the 
average of all students in the same course during a specific term or session.

The Analytic Architecture

The semantic layer described above (see bullet point c in Figure 2 below) was created by the LTL rule-
base (see bullet point b in Figure 2 below). It was built based on experts’ pedagogical knowledge and 
based on a literature review about LTL, both of which were described by the ontology (see bullet point 
a in figure 2).

The way the LTL ontology was designed informed both a temporal view of the data (to capture be-
havioural trends, see bullet point f in Figure 2) and a static view of the data (to capture the rich contextual 
characteristics of the students’ LTL journeys, see bullet point g in Figure 2). To analyse the temporal 
nature of LTL, while not neglecting the rich context ASU maintained for their students, the researchers 
opted for a hybrid analytical approach, as described below, involving process mining (bullet point h in 
Figure 2), exploratory analysis (bullet point i) and dimension reduction & clustering (bullet point j). 
They also tried validating the whole approach using survey data (bullet point k). However, they could 
not complete this due to a low response rate (see more in the Limitations and future work section).

Process mining

Process mining (Van Der Aalst, 2012) (bullet point h in Figure 2) is a commonly used technique for 
analyzing and monitoring the processes of students’ behaviour (Saint, 2021). The researchers used it to 
model the LTL journeys, which were operationalized by the students’ sequences of snapshots. Those 
sequences exhibit the order and frequency of various LTL related snapshots throughout an academic 
term. The researchers employed Heuristic Miner (HM), a commonly used process mining algorithm 
to model the snapshots data (Weijters et al., 2006), which creates heuristic nets, implemented by using 
the pm4py Python library (Berti et al., 2019). HM’s aim is to generalize the process models. It seeks 
generic rules or patterns that the sequences of snapshots most frequently follow, which makes it more 
robust with respect to noise and outliers compared to other algorithms.

The HM nets were modelled with nodes representing snapshots, annotated by the combination of 
their corresponding LTL classification and the strength of LTL evidence. To make the models more 
interpretable the researchers decided to reduce the number of possible nodes. For that, they merged some 
of the combinations of LTL classification and evidence strength and reduced the number of possible 
nodes to 13. The merging was based on the semantics of those classifications, separately merging all 
the positive and negative evidence levels together. Then, the researchers chose a threshold of 0.05% and 
filtered out all nodes appearing with a lower frequency than that (See the filtered list in Appendix 2).

The directed edges between the nodes corresponded to temporal relationships between the snapshot 
nodes. For instance, an edge connecting snapshots s1 and s2 corresponds to the observation that snapshot 
s1 was followed by snapshot s2. The edge connecting the two snapshots could be embellished with extra 
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information, such as how many instances were found to follow this edge, or the average time taken per 
instance to go from s1 to s2.

Dimension reduction and clustering

Dimension reduction and clustering were carried out to complement the process mining approach with 
the context of the data. The researchers carried out a factor analysis to identify whether LTL features 
formed a unified dimension and whether this was a distinct dimension from other, well-researched di-
mensions, such as academic performance and engagement.

Using the dimensions identified, they clustered (Trivedi et al., 2015) the semantically enriched 
aggregated dataset to identify various learner profiles (del Valle & Duffy, 2007). In future work, the 
authors suggest that these clusters should be validated on a larger cohort of students and that learning 
interventions are designed to be tailored for each of them.

Table 3. Principal Component Analysis, rotation converged in 5 iterations. Only loadings above 0.3 are 
shown. The bolded numbers suggest a simple solution

Behavioural feature Component 1 - 
Engagement

Component 
2 – Academic 
performance

Component 3 - 
LTL

The average number of cursor clicks (transformed by square root) 0.825

The average time (number of minutes) spent on the LMS’s section of 
each course (transformed by square root). 0.793 0.316

An average LTL evidence level of the Practice category (as seen in 
assignments like lab works, simulations, case studies, problem sets and 
quizzes).

0.735

The average number of sessions a student spent on the LMS 
(transformed by square root). 0.707 0.356

The average submission earliness (how early a student submits a course’ 
assessment, before the due date) (transformed by log10). 0.661

The average percentage of grade points a student earned for their 
course’ assessment. 0.661 0.409 0.371

The number of grades a student has gained that are higher than their 
personal average grade. 0.897

The number of grades a student has gained that are lower than their 
personal average grade.

The number of grades a student has gained that are higher than the 
average of all students’ grades (transformed by square root). 0.613 0.657

The number of grades a student has gained that are lower than the 
average of all students’ grades (square root). 0.721

Average LTL evidence level of assessment (as seen in events such as 
final examinations and assignment). 0.598 0.463

Average LTL evidence level of engagement (seen through the number 
of clicks, sessions, and minutes spent online). 0.782

The percentage of assignments not submitted out of all assignments that 
should have been submitted (transformed by log10). -0.684
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In the next section, the results of the hybrid approach to learning analytics are detailed to answer 
both the research questions.

RESULTS

In this section, the authors present the models that resulted from their ontology-informed analysis.

RQ1: Is LTL Indeed a Distinct Dimension?

A principal components analysis (PCA) was run on the 13 variables aggregated from the dynamic dataset 
(after removing five variables as they were not adequate for a PCA) and 4,208 cases (after removing 
eight outliers). Each case represented a unique combination of a student, a term, a session within the 
term, and a course. The 13 variables, along with the transformations that were applied to them to make 
them adequate for a PCA, are shown in Table 3 below.

To inspect the suitability of the PCA, the correlation matrix showed that all variables had at least one 
correlation coefficient greater than 0.3. Variables with a correlation above 0.85 were considered as too 
highly correlated and some were therefore removed. The overall Kaiser-Meyer-Olkin (KMO) (Kaiser, 
1974) measure was 0.809, with individual KMO measures all greater than 0.7 (except for the number of 
low course-standardized grades, transformed by square root, which the researchers decided to leave in 
since it was semantically important). Bartlett’s test of sphericity was statistically significant (p < .001), 
indicating that the data was likely to be factorizable.

The PCA revealed three components that had eigenvalues greater than one and explained 69.15% 
of the total variance (out of which component 1 explained 46.69%, component 2 explained 13.66% and 
component 3 explained 8.79% of the total variance). Visual inspection of the scree plot indicated that 
three components should be retained (Cattell, 1966). In addition, a three-component solution met the 
interpretability criterion. A Varimax orthogonal rotation was employed to aid interpretability, which 
exhibited a ‘simple structure’ (Thurstone, 1947). The interpretation of the data was consistent with the 
theoretical assumptions about LTL with strong loadings of engagement items on component 1, grades 
on component 2, and LTL evidence items on component 3. Component loadings and communalities of 
the rotated solution are presented in Table 3 above.

It is interesting to note that the engagement component included the LTL evidence for practice, which 
might suggest that practice and engagement were strongly related. It is also interesting to note that the 
percentage of points earned (a standardized calculated feature) had a loading larger than 0.3 on all three 
components. For interpretability reasons, the researchers decided to base their analysis on associating it 
with the academic performance component, although statistically, it bears on all three components. It is 
shown already that academic performance and engagement are moderately related and yet still signify 
different dimensions (Kent et al., 2016), and as it will be shown later in this section, academic performance 
was also moderately related, yet signified a different dimension than LTL. The number of assignments 
that were not submitted was negatively loading onto the LTL component, which also suggests that LTL 
goes hand in hand with staying on track with the academic workload.

Once the researchers had gained some understanding of how students’ behaviour could be explored, 
they turned to clustering the students. For that, they added to the three components already revealed (see 
Figure 3) the five LTL evidence variables, which were excluded from the PCA beforehand to create a 
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distribution that was appropriate for a PCA. These five variables were namely – the LTL classifications 
of reflection, motivation, review, unclassified and analysis.

The researchers then carried a K-means cluster analysis (Lloyd, 1982) to explore various cluster-
ing solutions, used after various sorting options. They considered standardizing the eight variables but 
decided against it because they used completely different scales, and the solution on the standardized 
version was weaker. Finally, the chosen solution converged after 11 iterations.

Three clusters of students were identified: cluster 1 with 267 cases, cluster 2 with 2,818 cases, and 
cluster 3 with 1123 cases (see Figure 4 below). The proportions were not ideal, with cluster 1 being very 
small. However, further analysis showed that cluster 1 was more distant from clusters 2 & 3 (3.35 and 
3.61 respectively in the 8-dimensional space of the 8 variables) than they were from each other (1.82). 
This was deemed potentially interesting (taking into account the other variables) and was therefore 
further explored.

It seems from the analysis below that the three clusters could be characterized roughly as:

• Cluster 1 (in dots in Figure 4), which the researchers termed as ‘The Versatile (Adaptable) 
Achievers’: is the smallest cluster, which contains students exhibiting relatively high grades and 
high LTL levels;

Figure 3. A component plot of the PCA solution. It appears that grades (text without an outline), engagement 
(text with an outline but no fill) and LTL (text with outline and grey fill) were three distinct dimensions, 
which strengthens the hypothesis that LTL was a distinct dimension and should be evaluated separately



12

Mind the Gap
 

Figure 4. Percentage of cases in each cluster. Eight cases were not clustered due to missing values

Figure 5. The three clusters using a final centres profiling (i.e., the mean of each variable within the 
various clusters): cluster 1 in dots, cluster 2 with solid fill and cluster 3 with a grid fill
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• Cluster 2 (with solid fill in Figure 4), termed ‘The Engaged’: was by far the largest cluster, with 
the most engaged students in it;

• Cluster 3 (with grid fill in Figure 4), termed as ‘The Disengaged’: is the cluster that might require 
the most attention in designing interventions, since the students in it are characterized with rela-
tively low levels of engagement, low grades, and low LTL levels.

As shown in Figure 5 below and in the post hoc analysis shown in Appendix 3: (i) the differences 
between cluster 1 (the Versatile Achievers) and the other two clusters in terms of LTL evidence and 
grades were statistically significant, (ii) both clusters 1 (the Versatile Achievers) & 2 (the Engaged) had 
a statistically significantly higher level of the LTL component as compared to cluster 3 (the Disengaged), 
and (iii) cluster 2 (the Engaged) had a statistically significantly higher level of the engagement compo-

Figure 6. The clusters’ Heuristic nets: (a: left top): cluster 1 (the Versatile Achievers); (b: right top): 
cluster 2 (the Engaged); and (c: bottom): cluster 3 (the Disengaged)
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nent over cluster 1 (the Versatile Achievers), which was statistically significantly higher than cluster 3 
(the Disengaged).

The clusters were chosen to maximize the differences among cases in different clusters. All variables 
had a significant impact on determining the clusters, as shown in the ANOVA table in Appendix 3.

To further strengthen the observations from the ANOVA analyses, the researchers decided to inves-
tigate the process models from the three students’ clusters using HM (see Figure 6 below). The black 
and the white discs indicate the start and the end state nodes of those process models respectively. In 
two of the HMs they seem disconnected as the edges connecting them to the rest of the model were not 
manifested frequently enough. As can be seen in Figure 6, the HM of the Disengaged cluster showed 
the highest number of instances of negative engagement snapshots and subsequent negative assessment 
snapshots when compared to the remaining two clusters. These observations support the hypothesis 
that poor academic performance is associated with this cluster. Surprisingly, even though the Versatile 
Achievers cluster was characterized as the group with the highest grades, their engagement levels were 
lower when compared to the Engaged cluster and they registered fewer instances of positive practice 
snapshots following positive engagement snapshots. In other words, even though the Engaged cluster 
students’ engagement level with the course curriculum was higher and they were more likely to transform 
their positive engagement levels into positive practice, their grades were not reflective of their efforts. 
Recently, Suraworachet et al. (2021) have shown that high SRL students react to their feedback faster 
than low SRL students. Similarly, these findings are supported to some extent by the three process mod-
els, shown below, where the ratio of positive to zero LTL snapshots which directly follow being given 
feedback was 79%, 61% and 49% for clusters 1, 2 and 3 respectively.

To further understand the relationship between academic performance and LTL, the researchers 
examined how the average value of students’ LTL (across all LTL types) changed in relation to their 
cumulative GPA (Figure 7(a)) and their cumulative grades (Figure 7(b)).

As can be seen, higher academic performance corresponds to higher average values of LTL evidence. 
Figure 7(a) shows that when the cumulative GPAs are below average, there is a much higher variance 

Figure 7. (a: left) Relationship of the strength of average LTL evidence (Y axis) against the cumulative 
GPA (X axis); (b: right) The relationship between the strength of evidence of LTL (Y axis) and the grade 
awarded (X axis)
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and inconsistency in the average LTL evidence, with most values of LTL evidence levels also lying 
below the average. However, for above-average cumulative GPAs, a tighter spread of LTL evidence can 
be seen, with almost all the values consistently lying above the average. A Spearman’s rho correlation 
coefficient was used to assess the relationship between a student’s cumulative GPA and the strength of 
their LTL evidence (as the examined data were not normally distributed). There was a moderate positive 
relationship between the two, i.e., a student’s cumulative GPA and their LTL evidence, r=0.46, p<0.001. 
Since the LTL evidence was not normally distributed, Mann-Whitney U test was used to show that the 
average LTL evidence was significantly higher for students with A grades (including A+, A & A-) than 
those with C grades (including C & C+), U=251755.50, p<0.001.

RQ2: How Does LTL Change throughout the Term?

Next, the researchers explored how LTL levels changed throughout the term (see Figure 8 below).
Both teaching modalities (online and F2F) show a clear pattern of decrease in the LTL evidence across 

the term. Finer grained interpretations, which are more descriptive and should be taken more cautiously 
might suggest other similar trends. For example, both the online and F2F samples show higher than 
median LTL evidence before the middle of the term (week 4 for online, week 7 for F2F) followed by a 
steep drop at the middle of the term (which might be around the half-term evaluations), followed by a 
decelerating drop thereafter. Interestingly, the F2F students are showing a partial “bounce back” after 
the mid-term slump, which does not seem to happen for the online students. However, even when the 
F2F students do recover their LTL levels, the LTL evidence generally stays below the median. For both 
teaching modalities, there is another local dip near the end of the session (possibly around the time of 

Figure 8. The average LTL evidence (Y axis) throughout the term weeks (X axis), for online students 
(ASUO in black, attending shorter sessions A and B) and F2F students (F2F in grey, attending 15 weeks 
sessions C)
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the final evaluations). Note that the assumption underlying this analysis was that the behavioural patterns 
of sessions A and B were similar and were therefore combined. Future analysis, however, should look 
into potential differences between them.

To further examine whether the learning design or the content might have an impact on the pattern of 
change of the LTL evidence levels throughout the term, the researchers compared the heuristic nets from 

Figure 9. (a: above) the Heuristic Net for BIO181; (b: below): the Heuristic net for PSY101. Within each 
of the figures, the authors have added a magnified image of weeks 5-10 to show the details of the patterns
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the biology course BIO181 (in Figure 9(a)) with that of the psychology course PSY101 (Figure 9(b)). 
Given that the two courses differ widely based on factors such as instructional design, overall learning 
goals, content, criteria, and evaluation methods, they hypothesized there would be a visible difference 
in the process flows in the two courses. On the contrary, both the heuristic models were shown to be 
quite similar in their design. This might be due to LTL’s factors being relatively resilient or not affected 
by the learning design. However, it might also be that the process models or the LTL classifications are 
not sensitive enough to those differences and validating it with other courses could shed some light on it.

Within each week, the researchers observed patterns of learners transitioning from zero engagement 
to positive engagement through feedback (whereas in the biology course it has also transferred to positive 
practice). This pattern is presumably signalling an effective LTL process flow. However, the patterns 
during weeks 8 and 9 were strikingly different from the rest of the weeks, where a lower translation rate 
to LTL evidence of practice and engagement were found. This is consistent with the findings shown 
in Figure 8, where there are dips in LTL levels in the middle of both the long and short sessions and 
another dip towards their end.

Summary of the Results

RQ1: A dimension reduction analysis has shown that academic performance, engagement, and LTL are 
three distinct dimensions, although the standardized assignment scores (which are a strong proxy for 
academic performance) also loaded on all three components. Although the LTL component contributed 
the least to the variation in the data, to answer the first research question the researchers suggest that LTL 
can be referred to as a dimension on its own with a moderate relationship to academic performance. It 
was also interesting to note that, similarly to the moderate relationship between engagement and academic 
outcome in higher education (Kent et al., 2016), the data also provide evidence for a moderate relationship 
between academic outcome and LTL. This was more evident for students with above-average academic 
performance, which is consistent with evidence about the relationship between academic performance 
and engagement (Boulton et al., 2018). It might suggest that for students on the below-average side, 
academic performance might be also affected by factors other than LTL.

The cluster analysis identified three distinct clusters based on three components (engagement, academic 
performance, and LTL). The clusters were characterized as the Versatile Achievers (cluster 1), the Engaged 
(cluster 2) and the Disengaged (cluster 3). From a process mining perspective, the Disengaged cluster 
registered the highest number of instances of negative engagement and subsequent negative assessment. 
These observations align with the poor academic performance and engagement levels associated with 
this cluster, but also might suggest that low engagement precedes low academic performance. Clearly, 
the researchers do not have evidence of a causal relationship, but future research could look to validate 
that. Also, the Versatile Achievers cluster was characterized as the group with the highest grades. This 
is despite the fact that students in the Versatile Achievers cluster showed significantly lower engagement 
levels compared to the Engaged cluster students, and they registered fewer instances of positive practice 
levels following positive engagement. Even though the Engaged cluster students’ engagement levels 
were higher and they were more likely to transform their positive engagement into positive practice, the 
evidence shows that they were not able to transform it into higher academic performance. Their grades 
were not reflective of their efforts. Interestingly, their LTL evidence was lower than the Versatile Achiev-
ers, which might explain this inability to translate engagement into performance.
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RQ2: Both the online and F2F modalities exhibited similar LTL levels patterns across the weeks 
of the term, regardless of the content. They both exhibited a general decline and a further local decline 
during the middle of the term. However, the F2F students showed a partial recovery pattern after the 
half-term, which was not exhibited by online students. Given the small number of observations for F2F, 
the noise in the time series, and the limited number of courses in the sample, it is hard to know whether 
the recovery is real or whether the 15 week F2F time series is simply decreasing at a lower rate. Even if 
the recovery pattern were real, it is hard to hypothesize why this difference would be observed. It might 
be due to the modality or due to the different length of the sessions, as the online courses are half as long 
as the F2F courses; or it could be due to subject matter or instructional design differences (the longer, 
F2F course was just in biology). Regardless, it is apparent that LTL levels were generally in a decline 
throughout the term, both for online and F2F students.

CONCLUSION

In this chapter, the authors have discussed the process of implementing a practical operationalization 
of a pedagogical construct (such as LTL), which usually remains largely theoretical or is explored in 
a qualitative manner. For universities to base students’ assessment and feedback on those meaningful 
constructs, a semantic bridge must be used to connect the selected theoretical concepts with the actual 
data that is typically collected to assess students’ progress. The case study reported here was carried 
out on an initial cohort of more than 4,000 students who took one of two undergraduate courses during 
2019-2020. It undertook an end-to-end process that began from the university’s decision to focus on the 
concept of LTL, through the development of an ontology, and on to a modeling and analysis framework 
dedicated to LTL.

LIMITATIONS AND FUTURE RESEARCH

Data from further courses and departments should be added, for ecological and internal validity and 
to enrich the framework with the contexts of various instructional designs, assignment types, content 
domains, reflection mechanisms, and an enlarged cohort of students. To better understand if there are 
significant differences in students’ LTL patterns between online and F2F teaching provisions, data from 
students participating in equal-length sessions would need to be obtained, which the researchers did not 
have. Furthermore, enriching the raw data layer with additional data sources to be transformed into both 
the dynamic and static datasets is crucial to further refine the LTL models. Specifically, enriching the 
dynamic dataset with further levels of granularity (such as daily and even per millisecond) could give 
us a more accurate understanding of students’ behavioural patterns. Enriching the static (contextualized) 
dataset with data sources bearing more LTL-related semantics, such as students’ reflection journals, 
could reduce the theory-practice gap even further.

An additional expert review process should be undertaken to review the rule-base, extending the 
initial review carried out internally by the researchers and via the literature review.

To validate the relevance of the findings about students’ SRL progress, the researchers suggest that a 
set of standardized questionnaires be administered to validate students’ SRL levels. Ideally, these could 
be administered to a sample of the students, at specific points in time during their studies to establish a 
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longitudinal baseline. For example, the researchers suggest basing those questionnaires on the findings 
of a well-validated meta-analysis of adults’ SRL and educational attainment (Sitzman & Ely, 2011) to 
emphasize the following dimensions: goal setting (Bernard et al., 2009), self-efficacy (Pintrich, 1991), 
effort and persistence (Elliot et al., 1999). In this work, the researchers did try to conduct this external 
validation, however not enough responses were obtained to enable the validation to take place, so this 
remains as a limitation and a future research opportunity (see bullet point k in Figure 2).

Reflecting on possible future research on LTL, the researchers suggest looking at questions such 
as - do students in different programs and/or different delivery methods (such as online vs. F2F) make 
different amounts of progress in LTL throughout their learning journey? Do they show different kinds 
of SRL capability by the time of their graduation? Do the identified clusters lead to differences in either 
the overall progress or kind of LTL? Further, future research should explore the association between 
LTL and SRL through the diversity, equity, and inclusion lenses, given that there might be significant 
variations across different groups (e.g., gender, ethnicity). The diversities that exist amongst the student 
population across universities may have important implications in how LTL and SRL may be concep-
tualized and studied.

Practically, this study’s findings could suggest interventions, all of which should be closely validated. 
For example, the finding that LTL manifests a separate outcome dimension calls for a new outlook on 
the implementation of evaluation-feedback cycles. The finding that LTL levels were generally in a de-
cline throughout the term might call for a half-term intervention to refresh and boost students’ reflective 
capabilities.

To close the theoretical-practical gap, educational institutions must address bridging three main gaps 
between: (1) evaluating LTL vs. explicitly fostering it in the curriculum; (2) assessing LTL vs. universi-
ties’ more traditional assessment regimes, and (3) the data that is typically collected about students vs. 
the data that is required to evaluate LTL. This chapter has been very much focused on the third gap (i.e., 
the data collection gap). However, addressing the data collection gap reveals an opportunity to also ad-
dress the instructional design gap and the assessment gap. Although many studies have investigated the 
self-regulation processes of academic learning and the personal and contextual factors involved, it is still 
a challenge “to build and test instructional models that support and promote SRL within contexts that 
are full of new information technologies” (Nuñez, et al., 2011, p.275). Some classroom-based methods 
that can be used by instructors, such as paying attention to students’ prior knowledge, providing clear 
feedback, helping students organize concepts and terminology for the particular discipline that they are 
studying, as well as explicitly getting students to reflect on their learning as distinct from the subject that 
they are learning, can help learners make sense of their learning. Instructors may need to be reminded 
that students might have difficulty deploying their metacognitive skills and that this difficulty might 
manifest itself in different ways and at different stages of learning and level. This is sometimes even 
more the case when using technology-enhanced learning environments, as these environments sometimes 
add extra difficulties due to their open nature and students not knowing how to deploy self-regulating 
processes while learning (Azevedo, 2005).

Finally, the use of ontologies as the basis of any analysis framework also opens the possibility of 
using semantic technologies to integrate publicly available ontologies and data sources, semantic search 
and analysis, and semantically enriched decision support systems (Sabou et al., 2005).
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KEY TERMS AND DEFINITIONS

Clickstream: Data are traces of users’ operations within digital systems, such as which objects users 
clicked on and when and the duration through which they engaged with them.

Cluster Analysis: Is a common statistical analysis technique, focused on grouping a set of entities 
(e.g., students’ data) in such a way that entities clustered together are concerned as more similar to each 
other than to those in other clusters.

Learning Management System (LMS): Is a software application used by educational institutions 
to plan, implement and assess students’ learning process.

Learning to Learn (LTL): Is conceptualized as a process of improvement in the self-regulated 
learning (SRL) abilities of students.

Ontology: Is a formal, machine-readable representation of a specific body of knowledge. The on-
tology would typically include the definition of the relevant concepts, categories, properties and the 
relationships between them.

Process Mining: Is a data science technique used to analyze and identify common process-based 
patterns, based on event logs.

Self-Regulated Learning (SRL): Refers to students’ abilities to use their metacognition, planning, 
monitoring, and evaluating their own learning process.
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APPENDIX 1: EXAMPLES FOR THE LTL RULE BASE

APPENDIX 2: THE MERGED AND FILTERED LIST OF 
NODES USED IN THE PROCESS MODELS

All the merged combinations which do not appear below, did not cross the 0.05% frequency threshold.

1.  LTL classification Feedback, LTL evidence level zero
2.  LTL classification Assessment, LTL evidence level negative

Table 4. a list of the LTL engineered features and examples of the rules applied to compute them

Engineered 
Features Descriptions Examples rules

LTL classification

This feature classifies the snapshots 
with the type of LTL activity. The 
possible classification types are: 
Analysis, Assessment, Engagement, 
Feedback, Motivation, Practice, 
Reflection and Review.

A snapshot will be classified as Engagement if it’s about students’ 
engagement with their study (using indications such as the number of 
sessions, clicks, duration etc); Motivation if a student submits a bonus 
assignment; Reflection if a student engages with a reflective journal; 
Analysis if a student is involved in research; Assessment if a student 
submits a final exam; Feedback if the instructor has inputted on a 
student’s assignment; Practice if the student has submitted a lab work 
and; Review if their assignment is related to the lecture.

LTL evidence

The LTL evidence is on a numerical 
scale, with values from –3 to 3, which 
indicates the strength of the evidence 
related to LTL that is associated with 
different snapshots. 
Values from –3 to –1 would be assigned 
if the evidence is considered to be 
associated negatively with LTL, 0 if 
they are not considered indicative of 
LTL at all, or 1 to 3 if the evidence is 
considered to be associated positively 
with LTL.

For example, LTL evidence would be assigned as -2 when the snapshot 
is about an assignment that was not submitted. 
In contrast, when a snapshot indicates a submission of an assignment 
that is classified as a Reflection snapshot, the LTL evidence would be 
assigned +3, as this is a strong positive indication for LTL.

Course- 
standardized grade

For an assignment submission snapshot, 
it compares a student’s grade to all 
students’ average grades (in a course/
term/session)

HIGH: if the student’s grade is equal to or higher than the average 
course grade. 
LOW: if the student’s grade is lower than the average course grade.

Self-standardized 
grade

For an assignment submission 
snapshot, it compares a student’s grade 
to that student’s average grade in all 
assignments (in a course/term/session)

HIGH: if a student’s grade is equal to or higher than the student’s 
average grade. 
LOW: if a student’s grade is lower than the student’s average grade.

Course-
standardized LTL 
evidence

For an engagement snapshot, it 
compares the student’s engagement 
level to all students’ average 
engagement levels (within a course/
term/session).

+2: if the student’s engagement count is equal to or higher than the 
course average engagement count. 
-2: if the student’s engagement count is lower than the course average 
engagement count.

Self-standardized 
LTL evidence

For an engagement snapshot, it 
compares the student’s engagement 
level to their average engagement level 
(in a course/term/session).

+2: if the student’s engagement count is equal to or higher than their 
average engagement count. 
-2: if the student’s engagement count is lower than their average 
engagement count.
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3.  LTL classification Assessment, LTL evidence level positive
4.  LTL classification Analysis, LTL evidence level positive
5.  LTL classification Motivation, LTL evidence level positive
6.  LTL classification Practice, LTL evidence level negative
7.  LTL classification Practice, LTL evidence level positive
8.  LTL classification Reflection, LTL evidence level positive
9.  LTL classification Review, LTL evidence level positive
10.  LTL classification Unclassified, LTL evidence level positive
11.  LTL classification Engagement, LTL evidence level zero
12.  LTL classification Engagement, LTL evidence level negative
13.  LTL classification Engagement, LTL evidence level positive

APPENDIX 3: FURTHER DETAILS ABOUT THE CLUSTERING ANALYSIS

Post-Hoc Comparisons Between the Clusters

A Games-Howell post hoc test was used because the homogeneity of variance was violated. The main 
significant results are detailed below:

Significant differences in Component 1 (engagement)

• The Engaged cluster had a statistically significant higher level of Comp1 (engagement) than the 
Versatile Achievers cluster (mean increase of 0.72), 95% CI [0.62, 0.81] (p<0.001) and than the 
Disengaged cluster (mean increase of 1.34), 95% CI [1.27, 1.41], (p<0.001).

• The Versatile Achievers cluster had a statistically significant higher level of Comp1 (engagement) 
than the Disengaged cluster (mean increase of 0.62), 95% CI [0.51, 0.73], (p<0.001).

Significant differences in Component 2 (grades)

Table 5. ANOVA table for the clustering solution, all the variables contributed significantly to the solution

Mean Square F Significance

Component 1 (engagement) 735.36 1130.06 0.00

Component 2 (grades) 1288.45 3323.67 0.00

Component 3 (LTL) 634.81 908.75 0.00

reflection Average LTL evidence for 38.23 267.10 0.00

Average LTL evidence for motivation 1.20 175.60 0.00

Average LTL evidence for review 1.36 110.73 0.00

Average LTL evidence - unclassified 12.69 147.41 0.00

Average LTL evidence for analysis 10.10 156.88 0.00
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• The Versatile Achievers cluster had a statistically significant higher level of Comp2 (grades) 
than the Engaged cluster (mean increase of 3.19), 95% CI [3.04, 3.35], (p<0.001), and than the 
Disengaged cluster (mean increase of 3.24), 95% CI [3.08, 3.40], (p<0.001).

A significant difference in Component 3 (LTL)

• The Versatile Achievers cluster had a statistically significant higher level of Comp3 (LTL) than 
the Disengaged cluster (mean increase of 1.29), 95% CI [1.16, 1.43], (p<0.001).

• The Engaged cluster had a statistically significant higher level of Comp3 (LTL) than the Disengaged 
cluster (mean increase of 1.24), 95% CI [1.15, 1.32], (p<0.001).

Significant differences in LTL evidence for reflection

• The Versatile Achievers cluster had a statistically significant higher level of LTL evidence for 
reflection than the Engaged cluster (mean increase of 0.56), 95% CI [0.39, 0.72], (p<0.001) and 
than the Disengaged cluster (mean increase of 0.54), 95% CI [0.37, 0.71], (p<0.001).

Significant differences in LTL evidence for motivation

• The Versatile Achievers cluster had a statistically significant higher level of LTL evidence for 
motivation than the Engaged cluster (mean increase of 0.098), 95% CI [0.05, 0.14], (p<0.001) and 
than the Disengaged cluster (mean increase of 0.097), 95% CI [0.05, 0.14], (p<0.001).

Significant differences in LTL evidence for review

• The Versatile Achievers cluster had a statistically significant higher level of LTL evidence for 
review than the Engaged cluster (mean increase of 0.10), 95% CI [0.05, 0.16], (p<0.001).

Significant differences in LTL evidence for unclassified LTL

• The Versatile Achievers cluster had a statistically significant higher level of evidence for unclas-
sified LTL than the Engaged cluster (mean increase of 0.31), 95% CI [0.23, 0.40], (p<0.001) and 
than the Disengaged cluster (mean increase of 0.32), 95% CI [0.24, 0.41], (p<0.001).

Significant differences in LTL evidence for LTL classification of analysis

• The Versatile Achievers cluster had a statistically significant higher level of evidence for LTL 
analysis than the Engaged cluster (mean increase of 0.29), 95% CI [0.20, 0.37], (p<0.001), and 
than the Disengaged cluster (mean increase of 0.27), 95% CI [0.18, 0.35], (p<0.001).
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ABSTRACT

Research into the effects of out-of-school-time mathematics and science lessons on academic performance 
has thus far proved inconclusive. The relationship between the two requires investigation to elucidate 
the benefits of these lessons or lack thereof. Using data from the 2009 Program for International Student 
Assessment (PISA), this study examined the relationship between out-of-school-time mathematics and 
science lessons and academic performance among 15-year-olds in Hong Kong, China; Korea; Shanghai, 
China; and Singapore. In light of different cultural contexts, educational standards, and societal norms, 
and after accounting for gender and family socioeconomic status, which takes into consideration parents’ 
occupational status, years of education, and home possessions, regression analyses revealed inconsistent 
results across these countries. The study concludes with the implications of the findings and scope for 
future research, underscoring the need for further investigation that addresses educational disparities 
in Asia and globally.
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INTRODUCTION

The Program for International Student Assessment (PISA) focuses on students’ preparedness for life 
(OECD, 2010c). “PISA underlines, in particular, the need for many advanced countries to tackle educa-
tional underperformance so that as many members of their future workforces as possible are equipped 
with at least the baseline competencies that enable them to participate in social and economic develop-
ment” OECD, p. 3). Shanghai-China and Singapore took part in PISA for the first time in 2009, while 
Hong Kong and Korea had begun to participate from 2000 (OECD, 2011a).

The exemplary performance of 15-year-olds from all these four countries on the 2009 PISA placed 
these education systems on the list of strong performers and successful reformers in education (OECD, 
2010b). Moreover, Hong Kong, Korea, Shanghai-China, and Singapore have continuously served as 
nations with some of the highest-performing education systems in the world (OECD, 2010b; OECD, 
2018; Jensen, 2012). According to the OECD (2010b), countries are high-performing educationally 
if almost all of their students are in high school at the appropriate age; average school performance is 
high; the top quarter of performers are among the best performers in the world (with respect to their 
mastery of the complex knowledge and skills needed in advanced economies as well their ability to ap-
ply that knowledge and those skills to problems with which they are not familiar); student performance 
is minimally related to socio-economic background; and spending per pupil is comparatively low. Thus, 
high-performing education systems place importance on high participation, high quality, high equity, 
and high efficiency (OECD, 2010b).

The average scores of 15-year-olds in Hong Kong, Korea, Shanghai-China, and Singapore on the 
PISA 2009 reading, mathematics, and science assessments showcase their excellent performance. The 
average scores of Shanghai-China’s adolescents in reading, mathematics, and science were 556, 600, and 
575, respectively (OECD, 2010c), and they outscored their counterparts from more than 70 countries/
economies in all three assessments (Walker, 2011). Korea ranked second in reading (fourth and fifth in 
mathematics and science, respectively), Singapore ranked second in mathematics (fourth and fifth in 
science and reading, respectively), and Hong Kong ranked third in mathematics and science and fourth 
in reading (OECD, 2010c). To contextualize literacy in science, a considerable percentage of students 
in these societies can identify the scientific components of many complex life situations, apply scientific 
concepts and knowledge to these situations, and reflect on the appropriate scientific evidence when 
responding to life situations (OECD, 2011a).

Given the continued superior performance of 15-year-olds in Hong Kong, Korea, Shanghai-China, 
and Singapore over the last decade on the PISA reading, mathematics, and science assessments, it is 
crucial to examine the factors that influence these adolescents’ academic performance. Although several 
such factors may influence the academic performance of adolescents (Winne & Nesbit, 2010), one of 
the sparsely explored elements influencing the academic performance of adolescents is out-of-school-
time lessons; that is, school subject lessons and academic supports held outside of normal school hours 
(OECD, 2011a). Specifically, there is scarcity of research on the influence of out-of-school-time lessons 
in mathematics and science on adolescents’ mathematical and scientific literacy in the high-performing 
East Asian education systems of Hong Kong, Korea, Shanghai-China, and Singapore.

Out-of-school-time instruction is both an openly accepted method and rapidly expanding service in 
most developed and hyper-competitive East-Asian societies as many families increasingly seek out com-
prehensive tutoring services to suit their children’s academic needs and future aspirations. The instruction 
may occur outside the classroom or school and may be planned for enrichment or remedial purposes, 
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particularly in contexts that are characterized by examination-oriented systems, the commodification of 
education, and socio-economic disparities of household wealth (Pallegedara & Mottaleb, 2018; Yung, 
2020). As the OECD (2011b) posited, secondary school students are often encouraged to take after-school 
classes and/or tutoring in subjects already taught in school to help them improve their performance in 
key subjects. Students can take part in after-school lessons in the form of remedial ‘catch-up’ classes 
or enrichment courses, with individual tutors or in-group lessons provided by schoolteachers, or other 
independent courses. These lessons are sometimes financed publicly, but most often they are funded by 
students and their families (p. 382).

Exploring the relationships between participation in out-of-school-time programmes and student 
performance in mathematics and science may shed light on the influence of such programmes on ado-
lescents’ academic performance and greater well-being in these countries. Hence, the purpose of the 
present study is to examine the relationship between out-of-school-time lessons in mathematics and 
science and academic performance in these subjects among adolescents in four high-performing Asian 
education systems. Specifically, the study addressed the following research question:

• To what extent do out-of-school-time lessons in mathematics and science predict mathematical 
and scientific literacy among adolescents in Hong Kong, Korea, Shanghai-China, and Singapore?

LITERATURE REVIEW

As mentioned previously, out-of-school time instruction is quite common in many Asian countries. Fig-
ure 1 provides an overview of the percentages of children enrolled in enrichment and remedial lessons 
in Singapore, Korea, Hong Kong, Shanghai, as well as the overall OECD average. More specifically, 
in Singapore, 48% of 15-year-olds attend out-of-school-time enrichment lessons in mathematics, while 
34% of 15-year-olds undertake such lessons in science. Further, over 48% and 41% of 15-year-olds in 
Singapore attend out-of-school-time remedial lessons in mathematics and science, respectively. In Korea, 
over 36% and 16% of 15-year-olds are enrolled in out-of-school-time enrichment lessons in mathematics 
and science, respectively; whereas 60% and 44% of 15-year-olds attend out-of-school-time remedial les-
sons in mathematics and science, respectively. Meanwhile, approximately 30% and 17% of 15-year-olds 
in Hong Kong attend out-of-school-time enrichment lessons in mathematics and science, respectively, 
and over 22% and 12% of 15-year-olds attend out-of-school-time remedial lessons in mathematics and 
science, respectively. In Shanghai-China, more than 27% and 9% of 15-year-olds attend out-of-school-
time enrichment lessons in mathematics and science, respectively, while 38% and 7% of 15- year-olds 
attend out-of-school-time remedial lessons in mathematics and science, respectively. The OECD noted the 
averages for out-of-school-time lessons in mathematics and science as enrichment lessons in mathematics 
(17%), enrichment lessons in science (9%), remedial lessons in mathematics (18%), and remedial lessons 
in science (8%), and stated, “The higher proportion of students attending out-of-school-time classes in 
mathematics as compared to science is only partly due to the lower proportion of students taking regular 
science classes. Some 38% of students who take regular classes in science attend out-of-school-time les-
sons for science and 48% of students who take regular classes in mathematics attend out-of-school-time 
lessons in mathematics. Students not only attend more mathematics and language of instruction classes 
in regular hours when compared to science, they are also more likely to attend classes in mathematics 
and the language of instruction after school” (OECD, 2011a, p. 2)
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Given the extent of out-of-school-time lessons in mathematics and science across these four high-
performing education systems, it is critical to investigate the relationship between out-of- school-time 
lessons in mathematics and science and adolescent academic performance in these subjects among these 
four high-performing education systems. A deeper understanding of the relationship between the quantity 
and quality of out-of-school-time lessons in mathematics and science and academic performance may 
help us gauge whether or not investing in out-of-school-time instruction in mathematics and science is 
ultimately beneficial. It might also bolster arguments to enhance opportunities for students living in so-
cieties in which educational systems do not customarily or actively endorse these types of supplemental 
learning programmes.

Out-of-School-Time Lessons and Academic Performance

The findings of current research on the impact of out-of-school-time lessons in mathematics and science on 
student achievement have been inconsistent; studies have found both a positive and a negative association 
between participation in out-of-school-time lessons in mathematics/science and student performance in 
these subject areas. For example, a two-year intervention and random assignment evaluation of adapted 
models of regular-school-day mathematics instruction in US after-school settings for 1,961 students in 
grades 2 through 5 revealed that students in the enhanced mathematics programmes experienced more 
targeted instruction, resulting in significant gains in mathematics (Black et al., 2008). These students 

Figure 1. Out-of-school-time lessons in mathematics and science
Source: Authors, based on OECD PISA 2009 database (http://pisa2009.acer.edu.au/interactive.php)
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were provided with 30% more hours of math instruction over the school year than students in the regular 
after-school programme group and, as measured by the SAT 10, this intervention helped to increase their 
average test score by 35.8 scaled score points (Black et al., 2008).

Similarly, a two-year longitudinal study that examined the effects of participation in high-quality 
after-school programmes among 2,914 US students—1,796 elementary and 1,118 middle school stu-
dents—found that regular participation in high-quality after-school programmes combining recreational, 
arts-based, and other enrichment activities with trained professionals was linked to significant improve-
ments in standardised mathematics test scores (Vandell, Reisner, & Pierce, 2007).

This study, which was largely centered around low-income students of color from immigrant families, 
noted that programmatic initiatives encompassed tutoring and games to support students in their math 
and reading development, recreational engagements, service opportunities in the community, and more. 
It was determined that this type of programme also yielded improved work habits, mitigation in behavior 
problems among underprivileged students, and positive interpersonal relationships among students. These 
multifaceted academic benefits are significant, demonstrating that high quality programmes can stifle 
the negative academic outcomes that many disadvantaged children otherwise face because of minimal 
after school supervision.

Meta-analyses of the effectiveness of out-of-school-time educational interventions have also found the 
positive effects of out-of-school-time instruction in mathematics on students’ performance. For instance, 
meta-analyses of 35 out-of-school-time educational outcome studies indicated small but statistically 
significant positive effects of out-of-school-time programmes on low-achieving and at-risk students’ 
performance in mathematics (Lauer et al., 2006). In their meta-analysis of after-school programmes 
that seek to enhance the personal and social skills of children and adolescents, Durlak, Weissberg, and 
Pachan (2010) indicated that, compared to controls, participants demonstrated significant increases in 
their school grades and levels of academic achievement. In some cases, when the programmes included 
specific tutoring, not just enrichment activities, the positive effects on student achievement were even 
greater (Lauer et al., 2006).

It should also be considered that not all programmes of out-of-school-time enrichment are the same: 
they may many vary in quality, and they also differ from culture to culture. Lee (2007) noted the prevalence 
of after-school mathematics tutoring in Korea and the United States but observed that this tutoring is used 
for different purposes and, thus, has differing results. In the United States, tutoring is mostly reserved 
for low-achieving students who need remediation, while in Korea many of the students being tutored 
in mathematics seek enrichment in hopes of being prepared for success in high-ranking universities. 
These subtle differences in the prevalence, type, and goals of after-school or out-of-school-time tutoring, 
even when that tutoring is effective, make correlations with positive achievement harder to generalize.

Studies have also documented the negative effects of out-of-school-time programmes on student per-
formance in mathematics. Firstly, it is not entirely clear that out-of-school-time academic programmes 
are a net positive for student development, regardless of educational achievement or demographic. De-
spite the success of the enhanced math programme highlighted in the 2008 study by Black et al., there 
were no statistically significant impacts on the behavioral measures of student engagement, behavior, 
or homework completion. These are important considerations, as they broaden the scope through which 
student performance and achievement are defined, in turn painting a more holistic picture of remedial 
programmes and their advantages. Cosden et al. (2004) also raise important concerns, highlighting that 
too much homework or structured academic activity might not be propitious for students. Understand-
ing the importance of maintaining a balance between academic activities and unstructured time, they 
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recommend free play for younger children, or time to explore non-academic interests and enrichment 
activities for older students.

Indeed, while Dettmers, Trautwein, and Lüdtke’s (2009) meta-analysis of data from 231,759 students 
in 9,791 schools and 40 countries from the 2003 PISA cycle did find a positive association between 
school-average homework time and mathematics achievement in almost all countries, the size of the 
association decreased considerably once socio-economic background and school track were controlled. 
Additionally, at the student level, no clear-cut relationship was established between homework time and 
achievement across the 40 countries. More recently, the OECD (2011a), drawing on data from the 2006 
PISA cycle, examined the relationship between time spent in deliberate learning activities in and out of 
school and academic performance among 15-year-olds in 57 countries. The study found that students in 
most of the OECD-member countries who spent more time learning mathematics in out-of-school-time 
lessons tended to perform poorly in mathematics. Specifically, it was found that students who spent less 
than 2 hours per week in mathematics performed more poorly than students who did not spend any time 
learning mathematics in out-of-school-time lessons, while students who spent 2 to less than 4 hours per 
week in out-of-school-time mathematics lessons tended to perform 31 score points lower in this subject. 
Furthermore, students who spent 4 to less than 6 hours per week in out-of-school-time lessons in math-
ematics tended to perform 46 score points lower in mathematics than students who did not spend any time 
learning mathematics in out-of-school-time lessons, and students who spent 6 or more hours per week 
in out-of-school-time lessons in mathematics tended to perform 47 score points lower in mathematics.

Discrepancies of this kind may be rooted in a few issues. First, outcomes for those receiving out-of-
school-time lessons from a schoolteacher and those from a non-school teacher are not equitable (OECD, 
2011a). Group lessons with a non-school teacher seem to be related to high performance, but they might 
reinforce educational inequity given socio-economically advantaged students are more likely to be in-
volved in this type of out-of-school-time lesson and consequently achieve higher scores (OECD, 2011a). 
Furthermore, students who spend long hours in individual study are often those who need more time 
than others, resulting in a use of time that does not necessarily put them at an advantage (OECD, 2011a).

In Korea and Taiwan, however, there was a positive relationship between learning time in out-of-
school-time lessons and performance in mathematics, as students who spent time learning mathematics 
in out-of-school-time lessons tended to achieve higher scores than those who did not. Zehr (2009), on 
the other hand, found mixed results for after-school programmes featuring specific subjects: while one 
particular mathematics programme was helpful for students, others were not, underscoring the fact that 
such enrichment is not consistently helpful for all students when compared to regular, non-academic 
after-school programmes that do not include additional instruction.

Some studies, however, have not uncovered a significant relationship between participation in out-
of-school-time programmes and student performance in mathematics. For example, Lauver (2002) 
investigated whether an after-school programme administered by an urban, public middle school could 
induce meaningful improvements in academic and social outcomes for young adolescents aged 10 to 
14 years in the United States and did not find any measurable benefits of the after-school programme 
on academic grades or standardized mathematics test scores. Prenovost (2001) also revealed similar 
results in a quasi-experimental study conducted among 620 middle school students in the United States.

Although there is a growing body of research examining the effects of out-of-school-time instruction 
on students’ achievement in mathematics, only a small number of studies have focused on the associa-
tion between out-of-school-time instruction and student performance in science (Schwartz & Noam, 
2007). The OECD study (2011a) demonstrated that students in most of the OECD-member countries 
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who spent less than two hours per week in out-of-school-time lessons in science tended to perform 19 
score points lower in science than students who did not spend any time learning science in such lessons, 
while students who spent between two and six hours per week in out-of-school-time lessons in science 
tended to perform 28 score points lower. However, in the OECD partner economies—Hong Kong and 
Taiwan, students who spent time learning science in out-of-school-time lessons tended to achieve higher 
scores than students who did not. Nevertheless, even here the association is not entirely straightforward. 
Suter (2016) found that in many countries, the longer students attended science-focused after-school 
programmes, the lower their standardised test scores became (as described above); however, their inter-
est in science careers and science activities, in fact, increased, despite the reductions in their test-score 
achievements.

Specifically, in Hong Kong, Lam and Lau (2014) found that interest in science careers and self-effi-
cacy in science had higher impacts on student achievement in science than many other more traditional 
predictors, such as parental involvement. These findings offer a broader understanding of the kinds of 
benefits engendered because of supplemental academic supports, including those of the professional and 
socio-economic realm. Although these utilities are not seen immediately, students in various countries 
who receive out-of-school-time instruction can often identify and work towards their professional goals 
sooner, as well as profit from the eventual financial gains acquired from potential work in the STEM fields.

In short, prior research on the association between participation in out-of-school-time lessons and 
student performance in mathematics and science has produced a myriad of findings. Divergent results 
concerning the relationship between participation in out-of-school-time programmes and student per-
formance may be due to variability in research designs, sample characteristics, or programme features 
(Mahoney, Parente, & Zigler, 2010). However, the majority of studies examining the effects of out-
of-school-time programmes on student performance have been conducted in Western countries, and 
in the United States in particular, because “stakeholders [there] have a growing interest in knowing if 
these programmes are attracting those most in need of services and if youth are acquiring the intended 
benefits of programme participation, such as improved school performance” (Harvard Family Research 
Project, 2003, p. 1).

Instructional Design Model and Theoretical Framework

Instructional design (ID) is at the core of planning lessons and the method of instruction. Out-of-school 
lessons are also a part of instructional design. Instructional design (ID) is also known as instructional 
systems design (ISD). It is the practice of systematically designing, developing, and delivering instruc-
tional materials, such as lessons, and creating teaching and learning experiences that can be done both 
digitally and physically, in a consistent manner. Instructional design interventions help in creating ef-
ficient, effective, and engaging ways of acquiring knowledge.

Additionally, instructional design models show how the instructional design process can be planned 
to conduct the process of teaching and help educators to plan the overall teaching process. Gustafson & 
Branch (2002) have suggested the following characteristics should be present in all effective instructional 
design models:

• Instructional design is learner-centered as learner performance is the most important factor.
• Instructional design must be guided by well-defined goals.
• Instructional design focuses on improving performance of learners.
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• Instructional design focuses on measurable outcomes of instructions through performance.
• Instructional design is based on data and empirical evidence.
• Instructional design is based on team effort of teachers and students.

Likewise, Branch and Kopcha (2014) have stated that “instructional design is intended to be an it-
erative process of planning outcomes, selecting effective strategies for teaching and learning, choosing 
relevant technologies, identifying educational media and measuring performance” (p. 77). Moreover, 
according to Reigeluth (1999), instructional design theories offer guidance on how students can learn 
better and how to improve the learning process. The learning process could be cognitive, emotional, 
social, physical, and spiritual. In the case of cognitive learning, the instructional process must involve 
clear information, thoughtful practice with opportunity given to learners to engage actively, extrinsic 
and extrinsic motivation of students, as well as informative feedback and/or counselling as part of the 
learning process.

Instructional Intervention Framework

There are several frameworks that are applicable to instructional design. For instance, out of school 
lessons or teaching interventions can be explained with data analytics and the instructional intervention 
model or framework. Instructional interventions are focused on supporting underachieving students 
and help to measure or monitor their progress. Instructional interventions can use specific educational 
programs or a set of goals to steps to meet the special needs of these students. These steps or methods 
of teaching are based on specialized, out of school or other methods of instruction that are meant to 
support the students who may be struggling in the classroom. Instructional interventions are used to 
help students who struggle with science, maths or reading (Andreas and Stylianides, 2014). Instruction 
interventions are based on continuous monitoring, assessing, and updating the instructions to fit the 
needs of the students. After the scores of the lessons are obtained and progress is monitored, a feedback 
loop is created with the data that helps to assess whether the instructional interventions are effective 
(Boudett, City, & Murname, 2013).

Figure 2 illustrates how the diagnostic data from an intervention can aid in monitoring the progress 
of the student’s learning (NCII, n.d.). Using this theoretical framework, an out-of-school lesson pro-
gramme or instructional intervention can only be effective if there is constant feedback on whether the 
students are making responsive and significant progress in their learning. Out of school interventions 
can be leveraged and used globally to support students from different cultures, nations, and educational 
systems. However, for such interventions to be effective, it is necessary to use a theoretical framework 
and the relevant data to understand where or in which educational systems, out of school interventions 
are likely to be most effective, and in which systems such interventions are likely to fail or remain inef-
fective (Tennyson et al.,1997).

The ADDIE Instructional Model

Another applicable framework is the ADDIE Model. ADDIE stands for the 5 phases contained in the 
model (Analyze, Design, Develop, Implement, and Evaluate). The first phase of instruction is content 
development for the instruction, and this requires analysis. Analysis is the act of gathering and sorting 
information that can be used for the students, and how the learners view the content, considering the 
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overall goals of the project. The instructional material must then be designed and classified, and the 
project must be created using theories and models on how the learning process will occur. The design 
phase specifies a learning objective and tasks are identified and the learning activities are specified. In 
the third phase of development, the activities that will be implement are created. The fourth phase of the 
model involves implementation, and all materials are tested to determine whether they are functional. 
The final phase is the evaluation of the materials acquired and the desired outcomes. There is a also a 
formative and summative assessment process. Since the model is iterative, it allows the designer to as-
sess and update or revise every stage of the instructional design process. In the final stage of evaluation, 
the instructor or educator can change, enhance, or revise the design.

The ADDIE model is efficient as it allows a continuous feedback, update, and revise opportunity 
to enhance the instructions. Revisions to the method of teaching can be done at all phases for improve-
ments. Many current educational models are based on the ADDIE model, as continuous teacher and 
student feedbacks help to enhance and update the learning process. Figure 3 provides a depiction of the 
ADDIE Model.

Figure 2. Diagram of instructional intervention framework
Image Credit: National Center on Intensive Intervention
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The Systems Approach Framework

Another well-known instructional design framework is the Dick and Carey Systems Approach Model. 
This model was initially proposed by Walter Dick and Lou Carey in 1978 in their book “The Systematic 
Design of Instruction”. Dick and Carey (2005) provide a systems approach methodology of instruction, 
focusing on a holistic approach to teaching. The model emphasizes the interrelationships of context, 
content, instructions, and learning, and suggested that the components like instructors, learners, learning 
materials, activities, delivery of instructions, and performance tend to interact and provide continuous 
feedback to result in desired learning outcomes (Dick & Carey, 2005).

According to Dick & Carey (2005), the Systems Approach model indicates the following steps for 
instructional effectiveness:

1.  Instructional Goal(s): the teacher or educator must first identify the goals of learning and the skills 
or knowledge that the learner is expected to acquire at the end of the learning process.

2.  Instructional Analysis: this step specifies what activities the learner must perform to acquire certain 
skills.

3.  Learners and Contexts: the learners’ attributes such as prior skills, experience, performance, and 
characteristics directly related to the skills will be identified and analyzed at this stage.

4.  Performance Objectives: in this stage, the educator must specify the performance objectives with the 
description of ideal behavior and the objectives that will be used to judge the learners’ performance.

5.  Assessment Instruments: the learning assessment process must be elaborate, objective with assess-
ment instruments that would test entry behavior, and learning behaviors with practice problems.

6.  Instructional Strategy: the instructional strategy must include pre-instructional activities, content 
presentation, learner participation and assessment.

7.  Instructional Materials: once the strategy is finalized, it would be necessary to select and develop 
the most appropriate instructional materials.

Figure 3. The ADDIE Model
Image Credit: International Society for Educational Technology
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8.  Formative Evaluation of Instruction: in this stage designers would evaluate the instructional ma-
terials and processes and identify areas that need improvement.

9.  Instruction Revision: this stage identifies ineffective instructional materials and methods,
10.  Summative Evaluation of Instructions: in this stage designers would evaluate the learning processes 

of students and identify areas that need improvement.

Figure 4 provides a graphical representation of the Systems Approach model.

Like the other two models described here, the learning process and evaluation of materials and meth-
ods, are all done iteratively, and parallelly, rather than in a linear manner, so that there is continuous 
change, and improvement of the learning methods and instructional activities.

METHOD

Sample

Data for the study were drawn from the OECD’s 2009 PISA results. PISA assesses the knowledge and life 
skills of 15-year-old students as they approach the end of their compulsory period of schooling (OECD, 
2010b). Approximately 475,000 15-year-olds from 65 countries/economies took part in PISA 2009. Of 
these, 20,224 adolescents were from Hong Kong (N = 4837; male = 2557, female = 2280), Korea (N 

Figure 4. The Systems Approach model
Image Credit: Educational Technology
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= 4989; male = 2590, female = 2399), Shanghai-China (N = 5115; male = 2528, female = 2587), and 
Singapore (N = 5283; male = 2626, female = 2657).

Outcome Measures

Mathematical literacy

Although the focus of PISA 2009 was reading literacy, paper-and-pencil tests were also conducted to 
assess 15-year-olds’ mathematical literacy (35 test items; see OCED, 2010b). According to the OECD 
(2010d), mathematical literacy is an individual’s capacity “to formulate, employ, and interpret mathemat-
ics in a variety of contexts”. It includes mathematical reasoning and the use of mathematical concepts, 
procedures, facts, and tools to describe, explain, and predict phenomena. It assists individuals to recog-
nise the role that mathematics plays in the world and to make the well-founded judgments and decisions 
required of constructive, engaged, and reflective citizens (p. 4).

PISA generally reports achievement scores in the form of plausible values, which are multiple esti-
mates of individual student performance that enable group-level estimates. PISA 2009 computed five 
plausible values for each student’s mathematical literacy. The IEA International Database (IDB) Analyzer 
for PISA (IEA, 2009), a plug-in for SPSS, was used to combine these five plausible values, produce their 
average values, and correct standardized errors.

Scientific literacy

In addition to paper-and-pencil tests to assess 15-year-olds’ mathematical literacy, PISA 2009 also 
included paper-and-pencil assessments of 15-year-olds’ scientific literacy (53 test items; see OCED, 
2010c). According to the OECD (2010c), scientific literacy is an individual’s scientific knowledge and 
use of that knowledge to identify questions, acquire new knowledge, explain scientific phenomena, and 
draw evidence-based conclusions about science-related issues; their understanding of the characteristic 
features of science as a form of human knowledge and inquiry; their awareness of how science and 
technology shape our material, intellectual, and cultural environments; and their willingness to engage 
in science-related issues, and with the ideas of science, as a reflective citizen (p. 137). Again, PISA 
2009 computed five plausible values for each student’s scientific literacy. The IEA IDB Analyzer for 
PISA (IEA, 2009) was once more used to combine these five plausible values, to produce their average 
values, and correct standard errors.

Predictor Variables

The PISA 2009 questionnaire asked students to identify the type of out-of-school-time mathematics and 
science lessons they attended and to report how many hours they spent attending these out-of-school-
time lessons. Such lessons could be held at school, home, or elsewhere, and might be taught by school or 
non-schoolteachers, tutors, or staff. The types of out-of-school-time lessons in mathematics and science 
were enrichment lessons in mathematics (1 = yes, 0 = no), enrichment lessons in science (1 = yes, 0 
= no), remedial lessons in mathematics (1 = yes, 0 = no), and remedial lessons in science (1 = yes, 0 
= no). The amount of learning time spent in out-of-school-time mathematics and science lessons was 
rated on a 5-point Likert scale ranging from 1 (I do not attend out-of-school-time lessons) to 5 (6 or more 
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hours a week). In addition to these predictors, control variables such as gender (0 = male, 1 = female) 
and socio-economic status (SES) were also included in the study. The PISA 2009 index of economic, 
social, and cultural status (ESCS), an index of SES derived from parental occupations, parental educa-
tion, and home possessions (see OECD, 2010b), was used as an SES measure.

RESULTS

The descriptive statistics and correlation between outcome measures and predictor variables are pre-
sented in Tables 1 and 2. To address the purpose of the study, regression analyses were conducted and 
presented in Tables 3 and 4. The dependent variables were mathematical literacy and scientific literacy.

Predicting Mathematical Literacy

In the first step of the regression analysis, the control variables of gender and ESCS were entered into 
the regression model, producing an adjusted R2 = 0.07, 0.13, 0.11, and 0.15 in Hong Kong, Korea, 
Shanghai-China, and Singapore, respectively. In the second step of the regression analysis, the main 
independent variables—out-of-school-time lessons in mathematics and science and learning time in those 
lessons—were entered into the regression model, and they explained an additional 5%, 5%, and 2% of 
variability in the students’ mathematical literacy in Hong Kong, Korea, and Shanghai-China, respec-
tively. However, the addition of these variables to the regression equation did not result in a statistically 
significant increment in explained variance in Singapore.

Statistically speaking, out-of-school-time enrichment lessons in mathematics were significantly 
positively associated with mathematical literacy in Korea and Shanghai-China, while such lessons in 
mathematics were significantly negatively associated with mathematical literacy in Hong Kong. How-

Table 1. Descriptive statistics for outcome measures and predictor variables
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ever, out-of-school-time enrichment lessons in mathematics were not significantly associated in either 
direction with mathematical literacy in Singapore. Interestingly, out-of-school-time enrichment lessons 
in science were significantly positively associated with mathematical literacy in Hong Kong and Sin-

Table 2. Correlation between outcome variable and predictor variables

Note. ML = mathematical literacy. SL = scientific literacy. OST = out-of-school-time.
*p < 0.05. **p < 0.01. ***p < 0.001.

Table 3. Regression analyses predicting mathematical literacy

Note. OST = out-of-school-time
*p < 0.05. **p < 0.01. ***p < 0.001.
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gapore, whereas such lessons in science were not significantly associated with mathematical literacy in 
Korea or Shanghai-China.

Out-of-school-time remedial lessons in mathematics were significantly negatively associated with 
mathematical literacy in Hong Kong, Shanghai-China, and Singapore, while such remedial mathematics 
lessons were not significantly associated with mathematical literacy in Korea. In addition, out-of-school-
time remedial science lessons were not significantly associated with mathematical literacy in Hong Kong, 
Korea, Shanghai-China, or Singapore.

Learning time spent in out-of-school-time lessons in mathematics was significantly positively associated 
with mathematical literacy in Korea. In contrast, learning time spent in out-of-school-time mathematics 
lessons was not significantly associated with mathematical literacy in Hong Kong, Shanghai-China, or 
Singapore. Whereas learning time in out-of-school-time lessons in science was significantly positively 
associated with mathematical literacy in Hong Kong, it was not statistically significantly associated with 
mathematical literacy in Korea, Shanghai-China, or Singapore.

Predicting Scientific Literacy

In the first step of the regression analysis, the control variables of gender and ESCS were entered into 
the regression model, producing an adjusted R2 = 0.05, 0.10, 0.12, and 0.16 in Hong Kong, Korea, 
Shanghai-China, and Singapore, respectively. In the second step of the regression analysis, the main 
independent variables—out-of- school-time lessons in mathematics and science and learning time in 
those lessons—were entered into the regression model, and they explained an additional 14%, 3%, and 
1% of variability in the students’ scientific literacy in Hong Kong, Korea, and Shanghai- China, respec-
tively. However, the addition of these variables to the regression equation did not result in a statistically 
significant increment in explained variance in Singapore.

Out-of-school-time enrichment lessons in mathematics were significantly positively associated with 
scientific literacy in Korea and Shanghai-China, while such enrichment lessons in mathematics were 
significantly negatively associated with scientific literacy in Hong Kong. However, out-of-school-time 
enrichment lessons in mathematics were not significantly associated with scientific literacy in Singapore. 
Out-of-school-time enrichment lessons in science were significantly positively associated with scientific 
literacy in Shanghai-China alone; such enrichment lessons in science were not significantly associated 
with scientific literacy in Hong Kong, Korea, or Singapore.

Out-of-school-time remedial mathematics lessons were significantly negatively associated with sci-
entific literacy in Hong Kong, Shanghai-China, and Singapore. They were not, however, significantly 
associated with scientific literacy in Korea. Out-of-school-time remedial science lessons were also not 
significantly associated with scientific literacy in Hong Kong, Korea, Shanghai-China, or Singapore.

Learning time spent in out-of-school-time mathematics lessons was significantly positively associated 
with scientific literacy in Korea, whereas it was significantly negatively associated with scientific literacy 
in Singapore. In Hong Kong or Shanghai-China, learning time spent in out-of-school-time mathemat-
ics lessons was not significantly associated with scientific literacy. Furthermore, learning time spent in 
out-of-school-time lessons in science was significantly positively associated with scientific literacy in 
Hong Kong, while it was not significantly associated with scientific literacy in Korea, Shanghai-China, 
or Singapore.
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DISCUSSION

The present study examined the influences of out-of-school-time lessons in mathematics and science, 
as well as on mathematical and scientific literacy among adolescents in four high-performing education 
systems: Hong Kong, Korea, Shanghai-China, and Singapore. In accordance with previous research on 
the effects of out-of-school-time programmes on student performance (e.g., OECD, 2011a), the current 
study yielded mixed results.

Firstly, as PISA’s focal point of reference is the student’s role within society (i.e., successful education 
should achieve the goal of helping students engage with their social surroundings and learn about and 
actively contribute to life in both their local and global community) (OECD, 2009), some of the results 
may be, as expected, influenced by students’ immediate psychological needs in their process of learning 
within their wider socio-cultural and educational context (Yung, 2020). As such, it is important not to 
overlook the notion of students’ varying levels of self-concept. As noted by Lam and Lau (2014), while 
self-efficacy shows students’ perception of their abilities in specific subject-matter topics, self-concept 
takes into consideration students’ perceptions more broadly; that is, their beliefs about their abilities in 
a subject in its entirety. In this instance, adolescents in Korea and Shanghai-China who attended out-of-
school-time enrichment lessons in mathematics tended to perform significantly better in mathematics 
than their peers who did not attend such lessons. Out-of-school-time enrichment programmes are often 
offered to students who seek further enrichment; thus, adolescents in Korea and Shanghai-China who 

Table 4. Regression analyses predicting scientific literacy

Note. OST = out-of-school-time.
*p < 0.05, **p < 0.01, ***p < 0.001.
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attended out-of-school-time lessons in mathematics for enrichment purposes might be more interested in 
mathematics and have a greater sense of self-concept in the subject than peers who did not attend these 
lessons. After all, a substantial body of research has demonstrated the positive relationship between an 
interest in mathematics and mathematical achievement among school children (e.g., Heinze, Reiss, & 
Franziska, 2005; Koller, Baumert, & Schnabel, 2001).

In contrast, adolescents in Hong Kong who attended out-of-school-time enrichment lessons in math-
ematics tended to perform significantly worse in mathematics than their peers who did not; therefore, 
out-of-school-time enrichment lessons in mathematics offered in Hong Kong may not be conducive to 
enhancing mathematical literacy among adolescents there who seek further enrichment in mathematics. 
In Singapore, however, no significant relationship was found between out-of-school-time enrichment 
lessons in mathematics and mathematical literacy among adolescents. Nonetheless, no data in this study 
considered the type and quality of tutoring programmes that students might participate in outside of 
school and outside of the formal out-of-school-time programmes discussed here. As noted by Vandell 
et al. (2004) positive developmental settings encompass appropriate structure, physical and psychologi-
cal safety, supportive relationships, opportunities for belonging, positive social norms, support for the 
development of self-concept/efficacy, skill building opportunities, and the integration of family, school, 
and community.

Research (e.g., OECD, 2011a) also shows that variations in educational outcomes within the context 
of industrialised nations are more likely explained by the quality of human resources (i.e., teachers and 
school leadership) than by material and financial resources. Because information and analyses were 
lacking regarding the exact nature of these initiatives, specific student needs and demographics, and 
instructor qualifications were largely absent, it is difficult to make definitive conclusions. However, tak-
ing into consideration the extent to which programmes and people align with the aforementioned aspects 
in Hong Kong and in Singapore, these factors might well make a difference in achievement, and the 
same, of course, is true in the other areas of the world discussed in this study (e.g., Lauer et al., 2006).

Interestingly, however, adolescents who attended out-of-school-time remedial lessons in mathematics 
in Hong Kong, Shanghai-China, and Singapore tended to perform significantly worse in mathematics 
than their peers who did not engage in such remedial mathematics lessons. This finding is unsurprising 
since out-of-school-time remedial lessons in mathematics are often organized to help at-risk and un-
derperforming students successfully complete their classes alongside their peers. Therefore, the student 
population is, generally speaking, lower-achieving, or they would not be attending programmes of this 
type in the first place. Based on these findings, these populations may need to be considered separately 
in further analyses: despite living and receiving education in the same location, it is likely that they do 
not have a high enough level of homogeneity, to yield defensible data leading to real-world evidence.

The findings pinpoint the ineffectiveness of out-of-school-time remedial mathematics lessons to en-
hance at-risk and underperforming adolescents’ mathematical literacy in Hong Kong, Shanghai-China, 
and Singapore. At the same time, no significant relationship was also found between out-of-school-time 
remedial lessons in mathematics and mathematical literacy among adolescents in Korea. This might be 
due to curricular differences between the countries, attitudes toward remedial lessons, the use of tutoring 
(as discussed in the literature review on Korea in particular), or several other factors, all of which might 
provide directions for future research. It is, however, worth noting that overcoming socio-economic barri-
ers in academic settings is indeed possible for disadvantaged students (OECD, 2011b). A disadvantaged 
student is marked resilient if their residual performance as shown in PISA is found to be among the top 
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quarter of students’ residual performance from all countries. In fact, 72% of disadvantaged students in 
Hong Kong and 76% of students in Shanghai-China were deemed resilient.

Consistent with previous research (e.g., OECD, 2011a), learning time in out-of-school- time lessons 
in mathematics were significantly positively related to adolescents’ mathematical literacy in Korea, 
suggesting that adolescents who spent more time in out-of-school-time mathematics lessons tended to 
perform significantly better in mathematics than their peers who spent less out-of-school time learning 
mathematics. However, learning time in out-of-school-time mathematics lessons was not significantly 
related to mathematical literacy among adolescents in Hong Kong, Shanghai-China, and Singapore. 
Discrepancies between these countries suggest that it is worth looking further at the use of time in out-
of-school learning as it pertains to mathematics. According to a U.S. based study (Black et al., 2008), 
access to an enhanced academic after-school math programme improved the mathematical performance 
of the students in attendance. While 15% of students in the regular after-school programme group were 
offered academic instruction in the subject, the enhanced programme offered academic instruction to all 
students. This differed from the students in the regular programme who primarily received homework 
help and/or tutoring. Furthermore, 97% of staff members providing instruction to the enhanced group 
students were certified educators, compared with 62% of those instructing the regular after-school pro-
gramme. Enhanced programme staff also received considerably more training, suggesting the relevance 
of the presence of skilled and more knowledgeable adults in the learning process. In summation, students 
in the enhanced programme group received roughly 30% more robust academic instruction in math over 
the course of the school year. Even though educational standards and goals are not always aligned in 
different regions of the world, assessing the types of educational support that students are receiving is 
of great significance. Because out-of-school-time mathematics lessons were not significantly related 
to mathematical literacy among adolescents in Hong Kong, Shanghai-China, and Singapore, it could 
be suggested that the quality of instruction needs re-examining in these countries. After all, the way in 
which instruction time is spent and who it is led by does seem to matter in some contexts.

Regarding learning time, it is important to note that, according to research findings (OECD, 2011a), 
students are likely to perform better if much of their total learning time, including regular school lessons, 
out-of-school-time lessons, and individual study, is devoted to regular school lessons. Furthermore, some 
research (e.g., Vandell et al., 2004) postulates that the frequency at which students engage in high-quality 
programmes is significant, as those who receive a higher “dosage” of programming will see greater 
benefits than those who do not, putting into question the quality of such programmes in Hong Kong, 
Shanghai-China, and Singapore. Furthermore, it is important to consider that in both learning time spent 
in regular school lessons and in individual study, female students tend to spend more time than male 
students, socio-economically advantaged students tend to spend more time than disadvantaged students, 
students in private schools tend to spend more time than those in public schools, students in academic 
schools tend to spend more time than those in vocational schools, and students in urban schools tend to 
spend more time than those residing in rural areas (OECD, 2011a). However, knowing that females, for 
example, spend more time than males, yet perform worse overall (Lam & Lau, 2014) in some contexts 
(e.g., Hong Kong) raises important questions surrounding why this is the case. Is learning time of a 
better quality for male students in Hong Kong because, historically, more focus has been put towards 
males when it comes to the STEM subjects? Are remnants of these gendered academic structures the 
reason behind females’ lower success rates?

Additionally, the present study found an interesting significant positive association between out-of-
school-time enrichment lessons in science and the mathematical literacy of adolescents in Hong Kong 
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and Singapore. In other words, adolescents in Hong Kong and Singapore who attended out-of-school-
time enrichment lessons in science tended to perform better in mathematics than their peers who did not. 
This unexpected correlation between science and math discovered within the data provides interesting 
avenues for future exploration. Perhaps, for example, adolescents who attend out-of-school-time enrich-
ment lessons in science are already performing well in science, rather than requiring remedial help. Prior 
research has documented the positive relationship between scientific achievement and mathematical 
achievement based on adolescents’ standardised science and mathematics test scores (e.g., Wang, 2005). 
Nevertheless, no significant relationship has been found between out-of-school-time enrichment lessons 
in science and mathematical literacy in Korea and Shanghai-China.

However, the results of the study did not present a significant relationship between out-of-school-
time remedial science lessons and mathematical literacy among adolescents in Hong Kong, Korea, 
Shanghai-China, and Singapore. Learning time in out-of-school-time lessons in science was significantly 
positively related to mathematical literacy among adolescents in Hong Kong, suggesting that adolescents 
who spent more time in out-of-school-time lessons in science tended to perform significantly better in 
mathematics than their peers who spent less time in such lessons. However, learning time spent in out-
of-school-time lessons in science was not significantly related to adolescents’ mathematical literacy in 
Korea, Shanghai-China, and Singapore.

Regarding adolescents’ scientific literacy, only in Shanghai-China were out-of-school-time enrich-
ment lessons in science significantly positively related to scientific literacy: adolescents who attended 
out-of-school-time enrichment lessons in science tended to perform significantly higher in science than 
their peers who did not. The study did not find, however, a significant relationship between out-of-school-
time enrichment lessons in science and scientific literacy among adolescents in Hong Kong, Korea, and 
Singapore, suggesting that out-of-school-time enrichment lessons in science offered in these countries 
may not influence their adolescents’ scientific literacy. Likewise, no significant relationship was found 
between out-of-school-time remedial lessons in science and scientific literacy among adolescents in Hong 
Kong, Korea, Shanghai-China, and Singapore. It is also interesting to note that Hong Kong and Korea are 
examples of high-performing Asian countries/regions with low self-efficacy and self-concept in science 
learning. Lam and Lau (2014) note that this phenomenon may be explained “partly by the Asian cultures 
that emphasize modesty, but the sense of failure caused by the highly competitive exam cultures in these 
regions is likely one of the main causes” (p. 14). Regardless, studies indicate that these attitudinal factors 
are significantly associated with science performance, particularly for Hong Kong students.

Moreover, as it pertains to learning time, only in Hong Kong out-of-school-time lessons in science 
were significantly positively related to scientific literacy among adolescents. Adolescents from Hong 
Kong who spent more time learning science in out-of-school-time science lessons tended to perform 
significantly better in science than their peers who spent less time engaging in these lessons. No such 
relationship, however, existed between learning time in out-of-school-time science lessons and scientific 
literacy in Korea, Shanghai-China, or Singapore.

Furthermore, the study found significant relationships between out-of-school-time enrichment lessons 
in mathematics and the scientific literacy of adolescents in Hong Kong Korea, and Shanghai-China. In 
Korea and Shanghai-China in particular, out-of-school-time enrichment lessons in mathematics were 
significantly positively related to scientific literacy, suggesting that adolescents who attended such les-
sons in these countries tended to perform significantly better in science than peers who did not attend 
lessons of this type. Conversely, out-of-school-time enrichment lessons in mathematics were significantly 
negatively related to scientific literacy in Hong Kong, indicating that adolescents who attended out-of-
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school-time enrichment lessons in mathematics tended to perform noticeably more poorly in science 
than their peers who did not.

No significant relationship was found between out-of-school-time remedial lessons in mathematics 
and scientific literacy among adolescents in Korea, but the results of the present study did indicate a 
significant negative relationship between out-of-school-time remedial mathematics lessons and scientific 
literacy in Hong Kong-China, Shanghai-China, and Singapore. Adolescents who attended out-of-school-
time remedial lessons in mathematics tended to perform significantly lower in science than peers who 
did not attend out-of-school-time remedial lessons in mathematics; thus, adolescents who attend out-of-
school-time remedial lessons in mathematics might be at risk of underperforming in science.

Finally, learning time in out-of-school-time lessons in mathematics was significantly related to 
adolescents’ scientific literacy in Korea and Singapore, but was not significantly related to adolescents’ 
scientific literacy in Hong Kong and Shanghai-China. Adolescents in Korea who spent more time in 
out-of-school-time mathematics lessons tended to perform significantly better in science than peers who 
spent less time in these mathematics lessons, while, in contrast, adolescents in Singapore who spent 
more time in out-of-school-time mathematics lessons tended to perform significantly worse in science 
than peers who spent less time in out-of-school-time mathematics lessons.

Wang’s (2005) research demonstrates that students who tend to perform well in mathematics are more 
likely to do better in science as well, and vice versa. He also suggests that, regardless of context, including 
the country or curriculum setting, evidence supports the idea that mathematics and science instructions 
should be linked in some way. It is evident that these ideas both align and conflict with the findings of 
the present study, clarifying that the ways in which after-school and other out-of-school-time programmes 
influence math and science achievements are complex and made more so by the many hard-to-control 
variables that they encompass. As such, conflicting data underscores the need for further investigation 
surrounding this topic, including why some countries showcase positive correlations and why others 
illustrate the opposite, and the ways in which these two curricula can best be integrated.

SIGNIFICANCE OF FINDINGS

The present study evaluated the significance of out-of-school lessons in science and mathematics on the 
scientific and mathematical literacy of adolescent students as found in the four countries with advanced 
educational systems. The study suggests mixed results in overall school performance of the students 
in these countries. The target audience of this research are the academics, educational policy makers, 
teachers, and school administrators. From the findings of this study, several insights can be extrapolated 
to aid the decision-making process regarding educational policies that can be most effective. The results 
suggest that students who took out-of-school enrichment programs in mathematics, tended to perform 
better and scored higher in mathematics in Korea and Shanghai-China.

In Singapore, there was no significant difference between mathematical scores of students who at-
tended out-of-school-time enrichment lessons and students who did not attend out-of-school-time lessons. 
In Hong Kong, the opposite effect was seen, so students who attended out-of-school-time enrichment 
lessons in mathematics scored lower in mathematics than students who did not attend such lessons. 
From these findings, it can be suggested that out-of-school-time enrichment programs in mathematics 
are only effective in Korea and Shanghai-China, but not in Singapore and Hong Kong. The findings also 
show that students who attended out-of-school-time remedial lessons in mathematics in Hong Kong, 
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Shanghai-China and Singapore performed poorly in mathematics suggesting that out-of-school-time 
remedial lessons are probably not effective in any cultural context. There was no significant difference 
noted between students who attended remedial mathematics lessons in Korea and students who did 
not attend these remedial out-of-school-time lessons. Learning time in out-of-school lessons improved 
mathematical literacy for students in Korea but not for students in Hong Kong, Shanghai, and Singapore.

Additionally, students in Shanghai and Korea who attended out-of-school-time lessons in math-
ematics scored better in scientific literacy. In Hong Kong, the learning time of out-of-school science 
lessons significantly improved scientific literacy of students. Out-of-school-time enrichment lessons in 
mathematics significantly improved scientific literacy in students in Hong Kong, Shanghai, and Korea.

The overall findings from this study suggest that enrichment lessons in science are generally more 
effective in improving both mathematical and scientific literacy among students in Korea, Hong Kong, 
and Shanghai. Remedial lessons are generally not effective among students in Hong Kong and Shanghai. 
Learning time of these lessons improved scores for students in Korea, but not for students in Hong Kong, 
Shanghai, and Singapore. For the most part, lessons in mathematics and scientific literacy were correlated 
as students who attended out of school lessons in mathematics showed improvement in scientific literacy, 
and this was especially true in Korea and Shanghai, although not in Hong Kong. From these results, 
educators and policy makers can plan educational curricula that would have implications for student 
performance in science and mathematics, in these countries. Generally, mathematics lessons should help 
students with scientific literacy and vice versa, although in Hong Kong and Singapore, this trend was not 
noted. It could be suggested from the findings that in all these educational systems, enrichment lessons, 
whether in mathematics or in science would be effective and the effectiveness would depend on learn-
ing time, rather than the remedial lessons, which did not bring about significant improvement in scores, 
either in science or in mathematics. For educational programs and initiatives in these educational systems, 
several measures can be suggested, based on the findings. Table 5 is provided to show which methods 
of education are most effective in which specific countries in addition to advancing the understanding 
of the mechanisms by which out-of-school programs successfully improve student learning and suc-
cess. Out of school programs can work only in specific contexts and have different impacts in different 
regions, as seen from this table. For instance, enrichment lessons in mathematics are clearly effective 
in Shanghai and Korea, but not in Hong Kong and Singapore. So, to improve mathematical literacy, 
enrichment lessons could be recommended in Shanghai and Korea. Remedial lessons in mathematics 
need reconsideration in all these countries, as generally they are not effective. Increased learning time in 
mathematics improved mathematical literacy, only in Korea, so in Korea, students should be encouraged 
to spend more time in participating in these types of instructional programs.

Enrichment lessons in science improved mathematical literacy in Hong Kong and Singapore, so 
enrichment lessons should be considered in these countries. Likewise, although not effective in math-
ematics, in Hong Kong, enrichment lessons in science clearly improved mathematical literacy among 
students. This suggests that to improve mathematical literacy, out of school enrichment mathematics 
lessons must be given in Shanghai and Korea, and out of school enrichment science lessons must be 
given in Hong Kong and Singapore. Out of school remedial mathematics and science lessons have no 
impact on improving mathematical literacy and are not recommended to improve maths performance. 
Learning time in science positively influenced mathematical literacy only in Hong Kong students, and 
not among others. This can be compared with the fact that increased learning time in mathematics im-
proved mathematical literacy among students in Korea.
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So, as the data shows, increased learning time is suggested for out of school science programs in Hong 
Kong and out of school maths lessons in Korea. Enrichment lessons in science improved scientific literacy 
of students only in Shanghai. So, in Shanghai, out of school enrichment lessons are recommended, both 
in science and in mathematics. Remedial lessons in science or maths seem to have no impact or negative 
impact on both scientific and mathematical literacy and are not recommended in any of these countries. 
Learning time in mathematics improved scientific literacy for students in Singapore and Korea. In Korea, 
learning time significantly improved both scientific and mathematical literacy among students and is 
highly recommended. In Hong Kong learning time must be increased in out of school science classes 
to improve mathematical literacy and in Singapore, learning time should be increased in mathematics 
to improve scientific literacy and understanding among students. Insights from the data are crucial in 
understanding the overall significance of the findings (Hamilton et al., 2009).

Learning time, enrichment and remedial lessons, and the overall design of instructional programs 
can be done in accordance with the theoretical frameworks already presented here - the instructional 
interventional approach, the ADDIE model of instructions and the Systems Approach model. All these 
models or frameworks are iterative or have feedback control loops for continuous updating, change 
and improvement of the instructional process, and all are applicable to the educational contexts of the 

Table 5. Summary of impact of out-of-school lessons

Hong Kong Shanghai-China Singapore Korea

Enrichment lessons 
in mathematics and 
mathematical literacy

Negative Positive No relationship Positive

Remedial lessons 
in mathematics and 
mathematical literacy

Negative Negative Negative No relationship

Learning time in 
mathematics and 
mathematical literacy

No relationship No relationship No relationship Positive

Enrichment lessons 
in science and 
mathematical literacy

Positive No relationship Positive No relationship

Remedial science lessons 
and mathematical 
literacy

No relationship No relationship No relationship No relationship

Learning time in science 
and mathematical 
literacy

Positive No relationship No relationship No relationship

Enrichment lessons in 
science and scientific 
literacy

No relationship Positive No relationship No relationship

Remedial lessons 
in mathematics and 
scientific literacy

Negative Negative Negative No relationship

Learning time in 
mathematics and 
scientific literacy

No relationship No relationship Positive Positive
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countries examined in this study. However, these frameworks differ in terms of steps or stages or the 
methods that are used in the learning process.

As a comparison of these three models, the instructional intervention model is perhaps the simplest, 
as there is diagnostic data based on learner scores, and there is a progress monitor that helps to assess 
whether the learning protocols must be changed to fit the needs of the students. Instructional interventions 
can be out of school programs or even increased contact hours of formal teaching provided to all types 
of students and can be focused on improving science, maths, etc., skills of underachieving students, as 
well as those who enrolled in enrichment programs.

The ADDIE model is one of the most common models in instructional design and being based on the 
five stages of instruction, it is a more formal and a rigorous method used to improve learning (Branch & 
Kopcha, 2014). It is largely used by educators for instruction in all subjects but was originally used for 
training in the armed forces. Since the model is rigorous, objective, and methodical with stages clearly 
identified, it is also preferred as a learning method for university courses. However, the model can be 
adopted to suit the specific needs of underachievers, special needs, as well as high achieving students.

The final theoretical framework discussed is the Systems Approach model by Dick and Carey (2005). 
This framework is like the interventions model and is iterative with feedback loops, although there are 
more detailed stages all the stages in the model are connected and there are interrelationships between 
elements, stages, and activities, suggesting a holistic approach to instruction. This framework considers 
all aspects of the learning process from instructional goals and strategy to learner characteristics and 
performance objectives, so this is very well laid out, providing a comprehensive picture on all aspects 
of learning and how the learning objectives can be attained. There are formative evaluations of the in-
structional program with continuous opportunities for revision. Using this framework in out-of-school 
programs would be effective, only if there is continuous feedback and evaluation of learner performance 
at every stage and instructional goals are clearly specified after evaluation of learner characteristics. In 
fact, if this framework is applied to the instructional program(s) given to students, it can be most com-
prehensive and most effective, despite being sufficiently time consuming.

To sum up, regarding future educational planning, evaluation, and policy considerations, if sufficient 
information and data are available, the systems approach model of instruction can be most effective. 
However, for a simple and quick instructional feedback model, the interventions model can be used to 
improve the learning process of underachieving students.

LIMITATIONS AND DIRECTIONS FOR FURTHER RESEARCH

The limitations of this study can yield fruitful directions for further research. First, the study assumes 
that genuine PISA data—that is, statistically significant information from which one can seemingly 
generalize—can be taken from a certain population and applied to another population, specifically be-
cause that population lives and attends school in the same country or region. Regardless of any shared 
cultural norms, practices, or identities, differences in curriculum between countries, including issues of 
the order, speed of lessons, lesson design, pedagogic practices, and the timing and type of standardised 
testing were not considered, representing a further area of exploration.

Another area to consider might be the specific types of after-school programmes being examined: 
are they similar from country to country, and if so, how? Are they all taught by certified teachers, and 
do they include one-on-one instruction such as tutoring? If one-on-one instruction is not included, what 
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do these programmes entail? This is another set of variables that might provide meaningful directions 
for future work. In fact, diving deeper into the data for each individual country or region (e.g., analyzing 
data from Hong Kong separately from that of Singapore) from the same kind of theoretical perspective 
might be useful in unearthing additional information about the differences uncovered here between (and 
among) different geographic areas and contexts.

In addition, the retention of knowledge, commodification of education, utilitarian learning orienta-
tions, levels of student anxiety and stress resulting from educational intensity within examination-oriented 
systems, the ways in which societies transform their education systems, and further analyses surrounding 
the role of socio-cultural and contextual determinants in specific societies are all important consider-
ations for educators and policymakers. Is student data accumulated over the course of their lifespans to 
determine the effectiveness and sustainability of out-of-school-time lessons regarding the knowledge and 
tools they acquired? Are students in countries with rigorous, high performing education systems likely 
to experience more anxiety and stress? As noted by Winne and Nesbit (2010), learners are certainly 
considered agents in the educational process, choosing whether or not and exactly how they will engage 
in the learning process. However, they are not fully autocratic, as there are external and cognitive fac-
tors shaping the process. For example, a highly controlled and reflective metacognitive learner might 
address a problem and identify it as solvable, but memory activation might yield an understanding of 
the problem as being difficult, prompting anxiety in the learner.

It was only a few generations ago when South Korea’s economic output was equivalent to that of 
Afghanistan and ranked 23rd in terms of educational output among OECD countries (OECD, 2010b). 
Today, it is a top performer, but how exactly did this happen? It has been suggested that a student’s 
background as an immigrant can pose academic challenges (OECD, 2011a), but is it not important to 
look more closely at the exact demographics and experiences of immigrants in a particular location given 
they are not heterogeneous? In Hong Kong, for example, immigrant students tend to study at lower-grade 
levels, appearing to have weaker performance when compared to native peers studying at higher grade 
levels; however, after grade level is controlled, it seems that immigrant students actually benefit from 
this (Lam & Lau, 2014). The family structure must also be critically assessed to understand the types 
of assistive roles played by students’ parents and siblings. In Hong Kong it has been found that many 
parental factors do not have a significant impact on achievement after student attitudes are considered 
(Lam & Lau, 2014), but what about the other countries? In their efforts to institutionalize a sustainable 
and effective curriculum which addresses systemic inequities, educators and policymakers alike must 
become cognizant of and responsive to these queries.

Socio-economic variables also need further investigation. Various studies (e.g., OECD, 2010b; Av-
visati, 2020) suggest that a student’s socio-economic background is a more significant consideration 
than individual school characteristics, especially because some students lack many basic necessities 
and privileges, including adequate housing, nutrition, and medical care. This information is relevant for 
the present study because PISA utilizes the index of economic, social, and cultural status (ESCS) as a 
control variable in regression analysis to measure the influence of socio-economic status. Nonetheless, 
Avvisati (2020) notes that the cross-sectional nature of PISA data poses challenges for the interpretation 
of analyses that relate ESCS to outcomes, as measures of family background and socio-economic status 
can account for possible factors that may suggest inaccurate relationships between academic outcomes 
and the types of out-of-school experiences students are exposed to. Thus, the direct relationship between 
the role of a student’s socio-economic status and educational outcomes is not fully understood, but worth 
evaluating in future discussions surrounding equity in education.
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Next steps might also include action research comparing currently active after-school programmes 
to determine best practices that might be generalizable across geographic areas and student populations. 
These practices could be grounded in the same theoretical concepts as the approach to the current study. 
Specifically, they might focus on the development of student self-efficacy, since data shows that its re-
lationship to test-score improvement is poorly understood, but that its relationship to individuals’ goals 
to advance in science and maths careers is significant. Self-concept is also worth exploring, considering 
that students in many high-performing Asian countries/regions tend to have low scores in self-concept 
(Lam & Lau, 2014). Finally, more can be done to understand the factors impeding educational outcomes 
in certain countries. For example, what is known about the effectiveness of online out-of-school learning 
that has intensified around the World because of the Covid-19 pandemic? Likewise, is out-of-school 
remediation an opportunity to help students that may have fallen behind due to Covid-19? Moreover, 
which countries are more successful at moving students into a space where they can perform tasks 
independently and what are their processes? Ultimately, various environmental and contextual factors 
are believed to help students with the creation of meaning and with their broader academic success, but 
inconsistent academic outcomes necessitate further exploration surrounding the exact composition of 
out-of-school-time education.

CONCLUSION

In conclusion, the relationships between out-of-school-time lessons in mathematics and science and 
student performance in mathematics and science unquestionably vary from one education system to 
another, and the findings from this research are inconsistent and inconclusive. However, several insights 
can be drawn from the pattern of the general findings of this study. For example, in Hong Kong scientific 
literacy improves with out of school maths lessons given to students and by increasing learning time, In 
Singapore, learning time increase in science lessons helps improve mathematical literacy of students. 
Remedial science or maths lessons have been found to be generally unhelpful in all the countries stud-
ied here and enrichment lessons in science were helpful for students in Singapore and Hong Kong and 
enrichment lessons in maths resulted in performance improvement for students in Shanghai and Korea. 
The discrepant findings concerning the relationships between out-of-school-time lessons in mathemat-
ics and science and student performance in these subjects may be due to variability in the nature and 
characteristics of out-of-school-time programmes in Hong Kong, Korea, Shanghai-China, and Singapore. 
The nature and characteristics of out-of-school-time programmes may vary from country to country in 
terms of structural dimensions, process quality, and programme content (Vandell et al., 2004; Vandell 
et al., 2005). Moreover, variability in structural dimensions, process quality, and programme content 
may have a differential impact on student achievement outcomes (Mahoney, Parente, & Zigler, 2010). 
Hence, future research that considers the inherent nature and characteristics of out-of-school-time les-
sons in mathematics and science in these high-performing education systems may help educators and 
policymakers better understand the effects of such lessons on student performance and, in turn, restruc-
ture them as necessary to promote more equitable educational outcomes for students across cultural and 
national boundaries.
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ABSTRACT

While previous research has mainly focused on improving the technical capabilities of self-service 
business intelligence (SSBI) tools, very little is known about how students evaluate different self-service 
BI tools, especially if they have different levels of experience. The goal of this chapter is to understand 
how students’ characteristics influence their evaluation of different self-service BI tools. In this chap-
ter, the authors focus specifically on two important student characteristics: need for cognition (NFC) 
and innovative cognitive style (ICS). These end-user characteristics were incorporated into a research 
model developed based on the elaboration likelihood model (ELM). To test the model, a laboratory 
experiment was conducted with undergraduate students for data analysis and reporting tasks, and the 
resulting data were analyzed using the partial least squares (PLS) approach. The results showed that 
the effect of NFC and ICS on the evaluation of SSBI tools varied depending on students’ experience and 
familiarity with the tool.

INTRODUCTION

Self-service has recently become a defining feature of modern business intelligence (BI) tools (Daradkeh 
& Al-Dwairi, 2017; Tavera Romero, Ortiz, Khalaf, & Ríos Prado, 2021). This wave of disruption has 
led to shifting the market and new buying trends away from IT-centric to business-centric BI platforms 
with self-service reporting and analytics capabilities (Alpar & Schulz, 2016). The goal of self-service 
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BI is to empower business users to analyze, visualize, and glean insights from corporate data without 
the intervention of IT department (Imhoff & White, 2011). Self-service BI tools are characterized by 
intuitive and easy-to-use interfaces that support a full range of BI and analytics capabilities such as 
visualization, dashboards, OLAP multidimensional analysis, predictive analysis and statistical model-
ing (Daradkeh & Al-Dwairi, 2017). These capabilities focus on four main objectives: 1) providing easy 
access to source data for reporting and analysis; 2) building easy-to-use BI applications and improved 
support for data analysis; 3) providing fast-to-deploy data warehouse options such as cloud or mobile 
environments; and 4) designing intuitive, customizable and collaborative end-user interfaces (Imhoff & 
White, 2011; Salisu, Bin Mohd Sappri, & Bin Omar, 2021).

As BI and analytics vendors such as Tableau, Microsoft, MicroStrategy, Sisense, and QlikView are 
promoting different self-service BI tools in the market, they are interested in how to attract more consum-
ers and organizations to adopt and buy their products (Gartner, 2019). Often, end users need to carefully 
evaluate different self-service BI tools before making adoption decisions (Daradkeh & Al-Dwairi, 2017). 
Since these tools often have similar features and can support the same reporting and analytical tasks, 
end users often face a major challenge in choosing a tool that best meets their business needs. Previous 
research has made a great contribution towards maturing and advancing technical capabilities of self-
service BI tools (Abelló et al., 2013; Acito & Khatri, 2014; Alpar & Schulz, 2016; Bani-Hani, Pareigis, 
Tona, & Carlsson, 2018; Eckerson, 2014; Schlesinger & Rahman, 2016). However, there is limited 
understanding of how students evaluate different self-service BI tools before making a decision about 
their use, and how they determine which BI tool is appropriate for learning data analytics and business 
intelligence skills from an end-user perspective.

The main purpose of this chapter is to understand how student characteristics influence the evaluation 
of different self-service BI tools. Among the many student characteristics that can have a significant 
impact on the evaluation of self-service BI tools, this study focuses on two important characteristics: 
need for cognition (NFC) (Cacioppo & Petty, 1982) and innovative cognitive style (ICS) (Bagozzi & 
Foxall, 1996; Stum, 2009). NFC refers to the level of students’ elaboration and measures the cognitive 
effort that they are willing to exert in working on solving a problem or completing a task (Bhattacherjee 
& Sanford, 2006). Students with higher level of NFC are more inclined and motivated to exert greater 
effort to engage with technology evaluation (Xuequn & Yanjun, 2015). Therefore, NFC could have a 
significant impact on the evaluation of self-service BI tools. ICS, on the other hand, has been recog-
nized as an important personality trait that can play a key role in the evaluation and adoption of new 
technologies (Xuequn & Yanjun, 2015). students with higher innovativeness are more flexible in trying 
new and different technologies. They also are more willing to break conventional paradigms of solving 
problems and more adaptable to the changes in the environment. Consequently, students with a higher 
innovativeness may learn creative features and innovative ways to perform a specific task; leading to a 
positive evaluation of self-service BI tools.

To assess the effect of NFC and ICS on the evaluation of self-service BI tools, this study proposes a 
research model based on the elaboration likelihood model (Bhattacherjee & Sanford, 2006). the ELM 
is chosen as a theoretical basis for this study because it classifies information processing mechanisms 
of students into two different routes– central and peripheral – and explains contexts where students are 
more likely to use one route rather than another (Bhattacherjee & Sanford, 2006). Therefore, the ELM 
seems appropriate for understanding different mechanisms that students employ for evaluating different 
self-service BI tools. To test the research model and hypotheses proposed in this study, a laboratory ex-
periment was conducted, and the resulting data were analyzed using partial least square (PLS) approach 



58

An Assessment of Self-Service Business Intelligence Tools for Students
 

(Hair, Hult, Ringle, & Sarstedt, 2017). The results revealed that the effect of NFC and ICS on the evalu-
ation of self-service BI tools varies according to the experience and familiarity of students with the tool. 
These results provide useful theoretical and practical implications and thus should help in understanding 
different mechanisms through which students evaluate self-service BI tools before actual adoption.

The reminder of this chapter is structured as follows. The following section discusses the theoretical 
background and presents the hypotheses and research model of this study. The next section presents the 
research methodology and the procedure of data collection and analysis. Then, the findings from the 
analysis are presented, followed by a discussion of the theoretical and practical implications as well as 
limitations of this study. Lastly, conclusion and future works are outlined in the last section.

THEORETICAL BACKGROUND

Self-Service Business Intelligence (SSBI)

According to Schuff, Corral, St. Louis, and Schymik (2018), SSBI is a facility within the BI environment 
that enables business users to analyze data, visualize insights, and capture and disseminate information in 
the form of dashboards and reports without the need to engage IT staff for support. Bani-Hani, Pareigis, 
et al. (2018) argued that SSBI is more than a function within BI; rather, it reflects a new paradigm of BI 
that aims to increase the level of co-production while reducing the dependency of individuals as users 
work with a wide range of applications and tools that are comprehensively embedded in the solution 
of an analytical task. They confirmed that SSBI enables business users, especially those with limited 
analytical skills, to be more independent and less dependent on IT experts and power BI users.

The promise of self-service business intelligence (SSBI) is to improve the ability of business users 
such as managers, executives, knowledge workers, and analysts to generate reports based on their needs 
to support their decisions and actions for business success (Salisu et al., 2021). Daradkeh (2019b) stated 
that the core idea of SSBI is to provide an environment where business users can access, analyze, and 
derive actionable insights from business data without direct intervention from IT. Such an environment 
can extend the reach and scope of reporting and analytics applications to address a broader range of 
business problems and opportunities. This expansion supports business users’ needs for personalized 
and collaborative decision-making and information-sharing processes (Arnaboldi, Robbiani, & Carlucci, 
2021; Bani-Hani, Tona, & Carlsson, 2018). SSBI could also enable organizations to adopt an analytics-
focused culture, which would give them a competitive advantage over their peers (Daradkeh, 2019c). 
It can help business users manage their reporting and analytics needs without the help of technical IT 
teams, allowing IT staff to focus on other strategic business activities (Sharda, Delen, & Turban, 2021). 
In addition, SSBI is expected to fundamentally change every business activity and bring benefits to 
enterprises, such as improved customer service, optimized production levels, better capacity planning, 
reduced repair and maintenance costs, and improved working capital utilization (Daradkeh, 2019a, 2021).

Despite the promised benefits of SSBI technology, the development of innovative and sophisticated 
SSBI tools is not the end of the story. To fully realize the benefits of SSBI tools, further steps need to 
be taken to ensure that the tool can be used effectively and efficiently by business users to meet their 
reporting and analysis needs ((Daradkeh & Al-Dwairi, 2018). In fact, there is a lack of studies that have 
paid sufficient attention to the adoption of SSBI tools regardless of their great importance. Previous work 
on SSBI adoption has shown that the use of SSBI tools in organizations still has several drawbacks and 
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does not fully meet the requirements for their adoption. Recent industry surveys report several barriers to 
SSBI adoption in organizations (Arnaboldi et al., 2021). For example, in a study by Daradkeh (2019b), 
lack of IT department or management support, limited budget, and data security and management were 
identified as the major barriers to the success of SSA adoption in organizations. Also, Bani-Hani, Tona, 
et al. (2018) identified the analytical skills of business users, lack of data quality and control, and lack of 
user training as the main barriers to the adoption of SSBI in enterprises. This indicates that making the 
SSBI tool as simple as possible and enabling it for the end user is the only way for enterprises to foster 
an analytics-driven culture and enable business users to develop analytical skills.

Organizations building an analytics-based culture must also consider the unique needs and require-
ments of different groups of business users when implementing SSBI tools. Executives, managers and 
other casual users of business analytics may simply want interactive reports and dashboards that they 
can drill through if they want to further analyze some of the data presented to them. Advanced users, on 
the other hand, are likely to acquire a high level of query and analysis skills (Daradkeh, 2020). Daradkeh 
(2022) stated that from a practical perspective, SSBI is recognized as a technological innovation that is 
primarily characterized by its advanced business intelligence and analytics (BI&A) capabilities. SSBI can 
add business value through its unique analytical, predictive, and decision support capabilities, enabling 
business users to gain knowledge and actionable insights from enterprise data that could not be obtained 
using traditional data analytics approaches (Clarke, Tyrrell, & Nagle, 2016; Tavera Romero et al., 2021).

For an SSBI tool to successfully support end users, it should be tailored to their reporting and analy-
sis tasks as well as their decision-making style. Therefore, the tool should be flexible and adaptable to 
different users. If an SSBI tool is to support different styles, skills, and knowledge, it should not try to 
force a particular process. Rather, it should help end users use and develop their own styles, skills, and 
knowledge. Users will be more likely to adopt an SSBI tool if that tool is compatible with their analysis 
and decision-making processes within the organization (Passlick, Guhr, Lebek, & Breitner, 2020). Thus, 
the process of adopting and deciding on SSBI technologies is closely related not only to their unique 
ability to solve complicated data analysis problems, but also to individuals’ idiosyncrasies of thinking 
about and dealing with original ideas, as well as to individuals’ behaviors of seeking strategic opportuni-
ties and striving to explore new things and accomplish tasks (Salisu et al., 2021).

Elaboration Likelihood Model (ELM)

The role of individual tendency to break existing paradigms through deviant thinking and behavior has 
been explored through Elaboration Likelihood Model (ELM) [ref]. ELM is a dual process theory that 
attempts to explain the processes by which both the system and the information contained in the system 
are evaluated and used by students (Bhattacherjee & Sanford, 2006; Petty & Cacioppo, 1986). The basic 
premise of the ELM is that students process information through two routes; the central route based on 
detailed information contained in the system or peripheral route based on various cues such as visual 
and aesthetic design of the system (Bhattacherjee & Sanford, 2006). The extent to which students choose 
to exploit a route or another is based on their state of “elaboration likelihood.” When students use the 
central route, they are expected to exert considerable cognitive effort to process and elaborate on the 
information, evaluate its content, and consider other arguments relevant to the information. On the other 
hand, the peripheral route requires less cognitive effort and elaboration than that required by the central 
route. Instead of engaging in scrutiny or thoughtful process of information, the peripheral route is based 
on processing various heuristics, cues, and attractiveness associated the source of information (Cyr, 
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Head, Lim, & Stibe, 2018; Kitchen, Kerr, Schultz, McColl, & Pals, 2014). In relation to the evaluation of 
self-service BI tools, students using the central route are more likely to scrutinize detailed functionality 
and features of the tool, while those using the peripheral route are inclined to rely on various cues rather 
than active, effortful evaluation of the tool.

The elaboration likelihood model (ELM) has been adapted in a variety of contexts, such as consumer 
behavior (James A. Eckert & Goldsby, 2018), internet marketing (Kitchen et al., 2014), and technology 
evaluation (Xuequn & Yanjun, 2015). According to Bhattacherjee and Sanford (2006), the ELM is not 
an student characteristic or habitual way of processing information. Rather, it is a temporal state that 
may fluctuate with the situation and time, even for the same student. In the context of self-service BI, 
for example, one student may be familiar with a particular tool but knows little about another. Therefore, 
the experience and familiarity of students with the self-service BI tool will influence the route that they 
would follow for evaluating that tool. When evaluating a relatively familiar tool, students are more likely 
to have the necessary motivation and ability to process information contained in the tool. In this situation, 
they are more likely to employ the central route, which devotes considerable effort and engage deep, 
systematic consideration of task-relevant issues. In contrast, students are expected to use the peripheral 
route when evaluating a relatively unfamiliar tool.

Need for Cognition (NFC)

The need for cognition (NFC) is a personality trait that describes the student’s inclination to engage in 
cognitively effortful tasks (Cacioppo, Petty, Kao, & Rodriguez, 1986). If an student is more engaged in 
effortful tasks, this should lead to thoughtful evaluation of self-service BI tools. A study by Daradkeh 
and Al-Dwairi (2017) reported that the more amount of cognitive effort students are willing to exert on 
fulfilling a task, the more learning effort they are willing to take to learn a self-service BI tool, even if 
they have not used that tool before. However, students with a higher level of NFC may not always devote 
much effort; it depends on the specific route they use for processing information to complete the task. 
When evaluating a familiar self-service BI tool, students tend to evaluate that tool using the central route. 
The central route supports student with higher NFC to exert much effort to evaluate different capabilities 
and features of the self-service BI tool; leading to positive evaluation.

On the other hand, when evaluating an unfamiliar self-service BI tool, students may not be able to 
process the core functions and features of the tool, and in this situation, they might use the peripheral 
route that relies on various cues and heuristics such as the design aesthetic and user interface of the tool 
(Daradkeh & Al-Dwairi, 2017). even if students have a higher level of NFC, they still cannot devote 
much effort to evaluate the self-service BI tool; because they lack the necessary elaboration and motiva-
tion to do so. Therefore, students’ NFC level may not have any influence on the evaluation of unfamiliar 
self-service BI tools. To summarize, this study posits that:

H1: students’ familiarity with the self-service BI tool will interact with NFC such that:

(a)  NFC will have a positive impact on students’ evaluation of self-service BI tool when they evaluate 
a relatively familiar platform.

(b)  NFC will not have any impact on students’ evaluation of self-service BI tool when they evaluate a 
relatively unfamiliar platform.



61

An Assessment of Self-Service Business Intelligence Tools for Students
 

Innovative Cognitive Style (ICS)

In addition to need for cognition, innovative cognitive style has been argued as another critical personal 
trait affecting individual ways of thinking about and dealing with original ideas. Innovativeness is a 
cognitive style that describes the inclination of students to embrace novelty and be more willing to 
break conventional ways of completing a task or activity (Daradkeh, 2019b). As suggested by Kirton’s 
adaption-innovation theory (Kirton, 1976, 2003), the cognitive style of students ranges from highly 
adaptive to highly innovative. While highly adaptive students are unwilling to change their routines until 
they are convinced that a new technology can offer them benefits, highly innovative students are more 
likely to switch to a new technology when this technology is available to them (Chilton, Hardgrave, & 
Armstrong, 2005; Xuequn & Yanjun, 2015). In the context of self-service BI, when evaluating a new 
self-service BI tool, students probably employ the peripheral route and focus on various cues of that 
tool. In this situation, various cues of the new tool can show students innovative ways to finish certain 
tasks, even though they may not be the best solutions. Therefore, when evaluating a new self-service BI 
tool, students with a higher level of ICS may learn creative features and innovative ways to complete a 
specific task, leading to a positive evaluation.

On the other hand, when evaluating a familiar self-service BI tool, students are most likely to use 
the central route to process the core features of the tool and exert much effort during evaluation. Since 
students are familiar with the tool, they may find that these core functions cannot help in generating 
innovative solutions and are less likely to use them in the subsequent tasks, leading to a negative evalu-
ation. Thus, this study posits that:

H2: students’ familiarity with the self-service BI tool will interact with ICS such that:

(a)  ICS will have a negative impact on students’ evaluation of self-service BI tool when they evaluate 
a relatively familiar tool.

(b)  ICS will have a positive impact on students’ evaluation of self-service BI tool when they evaluate 
a relatively unfamiliar tool.

Figure 1 shows the research model used in this study.

RESEARCH METHOD

To assess the effect of NFC and ICS on the evaluation of self-service BI tools, this study designed and 
conducted an experiment based on the research model and hypotheses presented in the previous section. 
This section discusses the experimental tasks and procedures, measures development, and data analysis 
using PLS.

Experimental Tasks and Procedure

The experimental study was setup in a lab-based environment. A total of 120 undergraduate students from 
a business intelligence and analytics class were participated in this study. The average age of participants 
was 20.04 (SD 2.12), with the range from 18 to 23 years old. The percentage of female participants was 
73.80%. The participants in this study were given a task of analyzing data and creating a dashboard 
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for an organization with multiple departments (e.g., marketing, customer service, finance, and HR) to 
monitor and manage their performance. The latest version of Microsoft Power BI and Tableau Desktop 
were used as self-service BI tools in this study. Although a broad range of self-service BI tools exists, 
these two tools were chosen as they are from among the most popular tools in the market according to 
Magic Quadrant for BI and Analytics platforms released by Gartner (2019). Both tools characterized by 
visual aesthetic design and easy-to-use interfaces and support a full range of BI and analytics capabilities 
such as visualization, dashboards, OLAP multidimensional analysis, predictive analysis and statistical 
modeling (Daradkeh & Al-Dwairi, 2017). However, students have different levels of experience with 
these two tools. Students were asked how good the tool was to complete the task.

After arriving at the lab where the experimental study was administrated, participants were briefly 
introduced to the study and then directed to fill in a short survey on their student characteristics (i.e., 
task experience, tool experience, NFC, and ICS). Then, the participants were randomly divided into 
two groups of 60 students each. Group one was presented with a video tutorial of Microsoft Power BI, 
followed by the evaluation survey. Group two was presented with a video tutorial of Tableau Desktop, 
followed by the evaluation survey as well. The descriptive data for the two groups is presented in Table 
1. A One-way ANOVA was conducted, and results showed that there was no significant difference be-
tween the two groups in terms of gender and age.

Measures

To ensure content validity, the measurement items were mainly derived from prior research studies 
with minor modifications in wording to be appropriate for self-service BI tools (refer to the Appendix). 

Figure 1. Research model

Table 1. Descriptive data of participants

Group one (Microsoft Power BI) Group two (Tableau Desktop)

No. of participants 60 60

Age 20.07 (SD 2.55) 20.00 (SD 2.40)

% Females 75.15% 72.44%
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Items for task and tool experience were adapted from those developed and used by Goodhue, Klein, 
and March (2000); items for NFC were adapted from Cacioppo and Petty (1982); items for innovative 
cognitive style (ICS) were adapted from Kirton (1976); and items for user evaluation of self-service BI 
tools (SSE) were adapted from Dishaw and Strong (1999). A five-point Likert scale, ranging from 1 
‘strongly disagree’ to 5 ‘strongly agree’ was used to rate the measurement items.

Data Analysis

To validate the hypotheses, this study utilized partial least squares (PLS) for data analysis (Hair et al., 
2017). PLS is a variance/component-based structural equation modeling method, which is designed to 
examine the significance of relationships and explain variance among measures; hence, it is appropri-
ate for predictive modelling and theory building (Hair et al., 2017). SmartPLS version 3.0 was used 
for the analysis, and the bootstrap re-sampling method (using 5000 samples) was used to determine the 
significance of the paths in the structural model. Unlike the covariance-based packages, (e.g. AMOS or 
LISREL) that employs χ2 statistics, PLS uses R2 statistics and does not place strict demands on sample 
size and data normality (Hair et al., 2017). In this study, the sample size for each group was 60, which 
was not appropriate to use covariance-based structural equation modelling. Further, PLS is better suited 
for predicting the validity of models than covariance-based structural equation modelling, which focuses 
instead on model fit (Chin, 2010). Two assessments are supported by PLS: the measurement model as-
sessment – here item reliability, convergent and discriminant validities of the measurement scales are 
examined; and the structural model assessment – this aspect presents information related to the strength 
of paths in models. The path significance levels using t-values are estimated by the bootstrap method 
(Hair et al., 2017).

RESULTS

Manipulation Check

The average of task experience was 2.74 (SD 1.44), indicating that participants had a reasonable level 
of experience with the BI and analytic task given to them. Further, the average of tool experience for 
Microsoft Power BI was 3.87 (SD 0.76), which is significantly larger than that for Tableau Desktop 
(mean = 1.24, SD = 1.19) (t(118)=21.57, p<0.001). Further, the average of tool experience for Microsoft 
Power BI was significantly larger than 3.00, which is the midpoint of the scale (t(59)=21.61, p<0.001), 
while the average of tool experience for Tableau Desktop was significantly less than 3.00 (t(59)= -12.41, 
p<0.001). According to these statistics, participants from group one will be evaluating a relatively familiar 
self-service BI tool, whereas participants from group two will be evaluating a relatively unfamiliar tool.

Analysis of Group One

After testing the mean difference among the two groups in terms of tool experience, this study started by 
analyzing the data for group one. In the first stage, convergent and discriminant validity was established 
through meeting the following criteria. First, all factor loadings for items corresponding to the same 
construct were statistically significant and none of the factor loadings were found to be below the cut-
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off value of 0.60 as recommended by (Hair et al., 2017). Second, the composite reliability (CR) of all 
constructs were above 0.70. Finally, the average variance extracted (AVE) of all constructs were higher 
than the threshold value of 0.50. Table 2 summarizes the item loadings, AVE, CR, and Cronbach’s α 
of constructs for group one. Discriminant validity was established by examining that the correlations 
between constructs were below 0.85 and that the square root of AVE for each construct exceeded all 
correlations between that construct and any other constructs (Fornell & Larcker, 1981). Overall, mea-
sures used in this study demonstrated good psychometric properties in group one, as shown in Table 3.

After assessing and confirming the convergent and discriminant validity, this study examines the 
results of the structural model assessment for group one. H1a hypothesizes that NFC will have a posi-
tive effect on students’ evaluation of self-service BI tools when they evaluate a relatively familiar tool. 
This hypothesis is supported with (𝛽=0.313, t=2.111, p<0.05). H2a posits that ICS will have a negative 
effect on students’ evaluation of self-service BI tools when they evaluate a relatively familiar tool. This 
hypothesis is not supported (𝛽= -0.023, t=0.274, p>0.05). These results are presented in Figure 2.

Analysis of Group Two

The same procedure from group one was followed, and the results of the measurement model assessment 
are given in Table 4 and Table 5. Accordingly, the measures had also demonstrated good psychometric 
properties in group two.

Table 2. Descriptive statistics, item loadings, and AVE and CR of constructs (Group one)

Scale item Item mean Item SD Item loading AVE CR Cronbach’s α

NFC1 2.91 1.17 0.80 0.73 0.89 0.88

NFC2 2.76 1.21 0.83 0.72

NFC3 2.80 1.07 0.84 0.78

ICS1 3.39 1.20 0.70 0.65 0.85 0.90

ICS2 2.91 1.06 0.81 0.91

ICS3 3.27 1.06 0.82 0.76

SSE1 3.10 1.04 0.83 0.77 0.86 0.75

SSE2 2.91 1.13 0.82 0.81

SSE3 2.76 1.21 0.83 0.82

Table 3. Correlation between constructs and square root of AVEs (Group one)

Construct NFC ICS SSE

NFC 0.85

ICS 0.43 0.81

SSE 0.10 0.29 0.82
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After assessing and confirming the convergent and discriminant validity, this study examines the 
results of the structural model assessment for group two. H1b states that NFC will not have any effect on 
students’ evaluation of self-service BI tool when they evaluate a relatively unfamiliar tool. This hypothesis 
is supported (𝛽= -0.054, t=0.442, p>0.05). H2b posits that ICS will have a positive effect on students’ 

Figure 2. Research results

Table 4. Descriptive statistics, item loadings, and AVE and CR of constructs (Group two)

Scale item Item mean Item SD Item loading AVE CR Cronbach’s α

NFC1 2.59 1.36 0.86 0.66 0.85 0.81

NFC2 2.81 1.35 0.82 0.84

NFC3 2.46 1.42 0.69 0.72

ICS1 3.24 1.10 0.83 0.68 0.86 0.82

ICS2 2.63 0.79 0.81 0.84

ICS3 3.00 1.02 0.67 0.74

SSE1 3.80 0.91 0.81 0.77 0.81 0.83

SSE2 3.59 1.08 0.84 0.78

SSE3 2.59 1.36 0.78 0.76

Table 5. Correlation between constructs, and square root of AVEs (Group two)

Construct NFC ICS SSE

NFC 0.81

ICS 0.50 0.83

SSE 0.31 0.19 0.81
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evaluation of self-service BI tools when they evaluate a relatively unfamiliar tool. This hypothesis is also 
supported (𝛽=0.281, t=2.017, p<0.05). These results are presented in Figure 2.

Post-Hoc Analysis

To understand the results of students’ evaluation of the two self-service BI tools, the average score of tool 
evaluation of each participant was calculated and the difference between the two groups was compared. 
The results of an independent sample t-test showed that tool evaluation of Microsoft Power BI (Mean 
= 3.62; SD = 0.87) from group one was not significantly different from that of Tableau Desktop from 
group two (Mean = 3.46; SD = 0.86) (t(118)=1.11, p<0.05).

DISCUSSION

Recent research goes some way to adding to the body of knowledge on commercial BI Tools. However, 
there is still a dearth of literature in the area of student perspectives of specific BI systems. This chapter 
provides an understanding of how students evaluate different self-service BI tools. Based on the ELM, 
this study developed a theoretical model to examine how two important characteristics of students’ evalu-
ation of self-service BI tools: NFC and ICS, influence students’ evaluation of self-service BI tools. The 
results of this study show that NFC has a positive effect on students’ evaluation of self-service BI tools 
when they evaluate a familiar tool. Conversely, ICS has a positive effect on students’ evaluation of self-
service BI tools when they evaluate a new and unfamiliar tool. The post hoc analysis shows that there is 
no significant difference between Microsoft Power BI and Tableau Desktop in the evaluation of the tools. 
This result is consistent with previous ELM research indicating that students can reach the same conclu-
sion (e.g., to accept a particular tool) even if that decision is reached through different routes (central 
route or peripheral route) (Bhattacherjee & Sanford, 2006; Cyr et al., 2018; Xuequn & Yanjun, 2015).

Implications for Research

The main theoretical contribution of this study is that students evaluate different self-service BI tools 
with various mechanisms. Specifically, when evaluating a familiar tool, NFC has a positive effect on 
their evaluation. This study confirmed that when dealing with familiar self-service BI tools, students 
are more likely to process detained information and technical features of the tool and exert more effort 
during evaluation. The higher level of effort that students are willing to exert during evaluation, the more 
likely that they will evaluate the tool thoroughly, resulting in a positive evaluation. On the other hand, 
when students deal with a new and unfamiliar self-service BI tool, ICS has a positive impact on the tool 
evaluation. This study demonstrated that when dealing with unfamiliar self-service BI tool, students 
are more likely to evaluate the tool based on various cues (e.g., interactive and aesthetic features). Here, 
the level of NFC does not affect the tool evaluation. Instead, students with higher level of ICS are more 
likely to accept new, innovative tools, resulting in a positive evaluation.

From the perspective of a university instructor, this chapter outlines the needs of data analytics 
students. The chapter provides valuable information about the skills students need to acquire in order 
to pursue a graduate degree in data analytics. This chapter examines the specific tools that BI students 
are taught and need to master. This research provides a detailed assessment of Tableau and Power BI, 
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as well as students’ opinions of these tools. In addition, this chapter discusses the need to develop data 
analytics and business intelligence courses in college curricula. This chapter raises important questions 
for instructors and students about what instructors should teach. Tableau and Power BI are examples of 
BI tools covered in this chapter. These issues are discussed in detail and compared to the two BI tools 
covered in this chapter. Our user study clearly shows that the user characteristics we consider influence 
the effectiveness of the SSBI tools used in this research. We envision two possible forms of customiza-
tion: first, selecting different SSBI tools for different users, and second, providing additional support 
only to some users who are likely to find it beneficial to look at a particular SSBI tool.

Implications for Practice

This chapter has also important practical implications. From the perspective of BI and analytics vendors, 
it is crucial to highlight and promote the core features of self-service BI tools that are being introduced 
in the market to improve their evaluation by potential end users. Since potential end users already have 
some knowledge about their reporting and analytics needs in organizations, they are more likely to fo-
cus on the core features of the self-service BI tool that satisfy their specific needs, especially for those 
with higher NFC and elaboration. On the other hand, when introducing a new self-service BI tool to 
compete with similar tools from other vendors, it should be expected that potential consumers will have 
little experience with the new tool. Therefore, vendors should highlight various cues of the tool (visual, 
aesthetic, social) to enhance perceptions regarding these features and receive positive evaluation from 
potential end users.

While this chapter focuses on the human element in terms of effective end-user training, the main 
purpose was to identify what elements influence and could influence business intelligence and analytics 
training for end users. Passlick et al. (2020) provide valuable insights into the effectiveness of business 
user training programs. In this case, the business users are students of BI tools, which include Qlik, 
Power BI, and Tableau. This chapter provides great value with their analysis of the data analytics skills 
needed in education and how higher education professionals are responding to those needs using dis-
ruption theory. The authors assert that higher education educators need to understand the relationship 
between “... Course content, students’ analytic skills, and an emerging and disruptive technological world 
driven by increasingly powerful software that can support or even replace parts of human knowledge.” 
(Passlick et al., 2020).

This chapter provides a detailed analysis of the skills required for data analysis and the curricula for 
data analysis. In particular, we note that SSBI tools cause two types of disruption. The first is when the 
performance of BI tools exceeds the ability of analysts to use the tools themselves. The second is when 
analysts demand more performance from BI tools than they are capable of delivering. The main con-
clusion of this chapter is that there is still much debate about what topics should be included in college 
curricula for business intelligence and analytics.

LIMITATIONS AND FUTURE RESEARCH

This study has several limitations, which suggest avenues for future research. First, this study used 
Microsoft Power BI and Tableau Desktop as self-service BI tools to examine how students evaluate dif-
ferent tools. The results of this study can be affected by the tools chosen. Future studies could examine 
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the evaluation mechanisms with other popular self-service BI tools (e.g. QlikView and TIBCO Spot-
fire) (Gartner, 2019). Second, this study used a laboratory experiment with student participants. While 
students are familiar with the context and purpose of this study and therefore should be appropriate for 
this study, the results should be cautiously generalized to a more heterogeneous subject pool or beyond a 
laboratory setting. Future study might employ working professionals of different positions and industry 
sectors. Third, this study focuses on two important student characteristics – NFC and ICS. Other student 
characteristics might be examined in future studies (e.g., other cognitive styles, personality types, and 
decision-making styles).

CONCLUSION

Today, the market has proliferated with various self-service BI tools and solutions that promise to am-
plify the intelligence and analytics capabilities of students, especially those with limited analytic skills 
(Daradkeh & Al-Dwairi, 2017). While previous studies have been devoted towards advancing technical 
capabilities of self-service BI tools, limited research has examined how students evaluate different self-
service BI tools. This study provides a useful theoretical foundation to understand different mechanisms 
through which students evaluate various self-service BI tools. The results from a laboratory experiment 
show that students indeed evaluate different self-service BI tools with different mechanisms, which may 
help researchers and practitioners alike to understand how to promote and enhance perception toward 
new self-service BI and analytics technologies.

Although the research objective was achieved based on the data collected and the comparative analysis 
of the research conducted, the research can be considered exploratory and it is suggested that this topic 
could be expanded in future research, specifically:

• Interviewing a large sample of students to further validate the results.
• Adding new criteria related to ease of use, cost, and available training and support for SSBI tools.
• Survey additional user groups for their opinions on the best type of SSBI systems.
• Further research on the functionality of SSBI tools, such as predictive analytics, including ma-

chine learning, artificial neural networks, and support vector machines.
• Further research on the database functionality of SSBI tools.
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ABSTRACT

Machine learning’s feature selection technique aids in the selection of a subset of original features in order 
to decrease high-dimensional data space. As per the literature, there are two basic strategies for feature 
selection: supervised and unsupervised. This chapter will focus on supervised filtering approaches only. 
Filter, intrinsic, and wrapper are the three types of supervised filtering algorithms. Filtering strategies 
are the subject of this chapter. The chapter covers the most popular univariate filtering algorithms with 
examples, advantages and downsides, and R implementation. The chapter compares univariate filtering 
techniques with number of parameters. The chapter also depicts two popular multivariate filtering tech-
niques: minimum redundancy and maximum relevance (mRMR) and correlation-based feature selection 
(CFS) using appropriate example and implementation with R programming. Finally, the chapter deals 
with prominent applications of filtering techniques in context to machine learning.
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INTRODUCTION

High-dimensional data processing is a big issue for engineers and academics in the field of Machine 
Learning (ML). A large number of variables can be found in high-dimensional data. In nature, certain 
variables are redundant and irrelevant. By removing duplicate and irrelevant data, feature selection 
provides a simple yet efficient solution to this problem. Removing extraneous data increases learning 
accuracy, decreases computation time, and makes the learning model or data easier to grasp. In practice, 
not all of the variables in a dataset are valuable when building a machine learning model. The addition 
of redundant variables reduces the model’s generalization competence and may also reduce a classi-
fier’s overall precision. Furthermore, adding more variables to a model leads to the development of a 
complicated model.

Definition 1.1: Feature Selection: Feature selection is the process of selecting a subset of relevant 
features FS= {Rf1, Rf2, Rf3,...Rfm} from n (where n > m) predictors that are most significant and ap-
propriate for any type of predictive modelling issue in Machine Learning.

The goal of feature selection is to achieve a number of things.

1.  It filters out irrelevant and noisy features, leaving just those with the least amount of redundancy 
and the greatest relevance to the target variable.

2.  It cuts down on the amount of time and effort required to train and test a classifier, resulting in 
more cost-effective models.

3.  It increases the effectiveness of learning algorithms, prevents overfitting, and aids in the creation 
of more general models.

The following are the several types of feature selection strategies used in Machine Learning:

• Supervised methods: These approaches are utilized for labelled data and to categories relevant 
features in supervised models like classification and regression.

• Unsupervised methods: These approaches are used for data that has not been labelled.

This chapter is only concerned with supervised approaches. Different forms of supervised feature 
selection algorithms are depicted in Figure 1.

Filter Techniques, Intrinsic Methods, and Wrapper Techniques are the three types of supervised 
feature selection techniques.

Filter approaches are scalable (up to very high-dimensional data) and perform quick feature selec-
tion before classification, ensuring that the learning algorithm’s bias does not interact with the feature 
selection algorithm’s bias.

They primarily serve as rankers, arranging features in order of best to worst.
The order in which characteristics are ranked is determined by the intrinsic properties of the data, 

such as variance, consistency, distance, information, correlation, and so on.
There are numerous filter methods available, and new ones are produced on a regular basis; each 

utilizes a different criterion to determine the data’s relevancy.
Wrapper approaches rely on the classifier since they use a machine learning algorithm as a black box 

evaluator to discover the optimal subsets of features.
As a wrapper, you can use any combination of the search strategy and modelling algorithm.
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When a wrapper is used on a dataset with a lot of features, it uses a lot of computational resources 
and takes a long time to run.

Finally, these methods are straightforward to use and can be used to represent feature dependencies.
Intrinsic methods bridge the gap between filters and wrappers.
To begin, they employ a filter to combine measurable and statistical criteria to select some features, 

and then they apply a machine learning method to select the subset with the greatest classification per-
formance.

They can describe feature relationships and lower the computational burden of wrappers without 
re-classifying the subsets in each iteration. They don’t go through iterations.

Because feature selection is done during the learning phase, these approaches can fit models and 
select features at the same time. Their reliance on the classifier is one problem.

Wrapper approaches evaluate the “utility” of features based on the performance of the classifier. The 
filter approaches, on the other hand, measure the intrinsic qualities of the features (i.e., their “relevance”) 
using univariate statistics rather than cross-validation performance. Wrapper methods essentially solve 
the “real” problem (improving classifier performance), but because of the repetitive learning processes 
and cross-validation, they are computationally more expensive than filter approaches. Intrinsic methods, 
the third class, are similar to wrapper methods in that they are likewise employed to improve the objec-
tive function or performance of a learning algorithm or model.

The focus of this chapter is on filtering strategies. Statistics for filter-based selection is vital and it’s 
depends on variable’s data type. The chapter discusses the statistics for filter-based feature selection in 
details. The chapter mainly focuses on popular univariate and multivariate techniques. The chapter deals 
with Pearson Correlation, Mutual information and maximal information coefficient (MIC) and Distance 
Correlation univariate techniques. The chapter compares of all univariate techniques with important 
parameters. Chapter also discusses multivariate filtering techniques with their pros and cons. Finally, 
the chapter discusses challenges of feature selection and particularly filer based selection methods.

Figure 1. Supervised Feature Selection
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STATISTICS FOR FILTER-BASED FEATURE SELECTION METHODS

The type of variable data has a big impact on the statistical measures you use. Numerical and categorical 
data types are both common, however each can be further classified into integer and floating point for 
numerical variables and boolean, ordinal, or nominal for categorical variables.

Variable data types that are commonly used as input variables include:

Variables with Numerical Values
Integer Variables are a type of variable that is made up of numbers.
Variables with a Floating Point Value.
Categorical Variables are Variables that Fall into One of Several Categories
Variables with Boolean Values (dichotomous).
Ordinal Variables are a type of variable.
Nominal Variables are variables that have no numerical value.

The more information about a variable’s data type, the easier it is to select a statistical measure using 
a filter-based feature selection approach. The variables that are provided as input to a model are known as 
input variables. This is the group of variables that we want to shrink in size during feature selection. The 
output variables, also known as the response variables, are the ones that a model is supposed to predict.

The type of response variable used in predictive modelling usually indicates the sort of problem being 
solved. A numerical output variable, for example, signifies a regression predictive modelling challenge, 
whereas a categorical output variable signifies a classification predictive modelling problem.

In most cases, the statistical measures employed in filter-based feature selection are computed one 
input variable at a time with the target variable. As a result, they’re called univariate statistical measures. 
This could imply that the filtering process ignores any interaction between input variables.

UNIVARIATE FILTERING METHODS

Univariate filtering methods rank and evaluate a single feature based on a set of criteria. They treat each 
feature as a separate entity from the feature space. In practice, it works like this: It ranks features based 
on a set of criteria, then chooses the highest-ranking features based on those criteria. There are numer-
ous options for univariate selection.

Pearson Correlation

It is the simplest method to measure the linear correlation between two sets of the data (Shieh, 2010) 
(Bishara, 2012). It is applicable for population as well as sample data. Pearson Correlation Coefficient 
for population data is expressed as equation-1.

ρi,j = (E (i-µj) (j-µj)) / (σi.σj) (1)

Where E is the expected value
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µ is Population Mean
σi is the standard deviation of i
σj is the standard deviation of j

If the data reveals uncentered moments than the formula is rewritten as equation-2.

ρi,j = (E|i.j| - E|i|.E|j|)/ ( E |i2| - (E|i|)2). ( E |j2| - (E|j|)2 (2)

The equation-3 depicts the Pearson ‘s correlation coefficient, when applied to a sample.
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Where n is the sample size

ip and jp are sample points indexed by p
σi is the standard deviation of i
i  and j  are sample mean

The correlation coefficient might be anywhere between -1 and 1. A linear equation with an absolute 
value of exactly 1 perfectly represents the relationship between two variables i and j, with all data points 
resting on a line. The regression slope determines the sign of the correlation: a value of +1 indicates 
that all data points sit on a line where j rises as i increases, and vice versa for a value of -1. A value of 
0 indicates that the variables are not linearly related.

The Pearson correlation coefficient can be applied to any situation in which one variable is associated 
with multiple independent variables. The Pearson correlation coefficient determines how closely two 
variables are related. Consider a dataset that includes variables such as ID, Name, Attendance, Practical 
Skills, CGPA from all previous semesters, Sessional Performance, Case Study Performance, Unit Test 
Performance, Annual Family Income, Medium Language, Mind Mapping Score, and Final CGPA. The 
CGPA Dataset sample set is described in Table-1.

In order to determine the degree of correlation between two variables, the Pearson correlation co-
efficient requires numerical data. Because the second variable, “name,” has categorical values, it is 
eliminated during the experiment. R programming is selected for the experimentation as it is best for 
statistical analysis and comprises of several statistical packages. R is accessible as free software under 
the GNU General Public License. It is compatible with all modern operating systems such as Linux, 
Windows, Mac OS and FreeBSD. Large numbers of individuals have contributed in development of R 
language; however, it was initiated by Ross Ihaka and Robert Gentleman at the Department of Statistics 
of the University of Auckland, New Zealand. R language supports very powerful functionalities such as:

• Structured programming features such as input/output, conditional statements, loop statements 
etc.

• Object Oriented Programming features
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• Distributed Computing features
• Data Mining and Machine Learning features
• Static and Dynamic Graphics Visualizations capabilities
• Basic Mathematics features
• Basic Statistics capability
• Big data Analytics
• Optimization Programming
• Signal Processing
• Statistical Modeling
• Simulations and random number generation etc.

The dataset, after removing second column, consists of 12 variables and 50 observations. The cor-
relation using Pearson correlation is determined of all 11 variables with last Final_CGPA variable.

> cor(data[,1],data[,12], method = “pearson”) 

[1] -0.217527 

> cor(data[,2],data[,12], method = “pearson”) 

[1] 0.02929361 

> cor(data[,3],data[,12], method = “pearson”) 

[1] 0.9687768 

Table 1(a). Sample Dataset

ID Name Attendance Practical 
Skills First_CGPA Second_CGPA Third_CGPA Sessional

1 KETULKUMAR 76 1 6 6.5 6.7 62

2 MEET PATEL 70 3 5.5 5.8 5.9 55

3 RAJ DAVE 80 4 4.9 5 4.6 47

4 DHARTI 
GOSWAMI 59 5 7.5 7 7.2 75

5 MOHAMMAD 
ABUBAK 61 2 8 8 8.3 85

Table 1(b). Sample Dataset

ID Name Case 
Study Unit Test Annual Income Language of 

Medium
Mind Mapping 

Score
Final_
CGPA

1 KETULKUMAR 65 60 534847 1 22 6.9

2 MEET PATEL 60 57 504438 1 21 5.4

3 RAJ DAVE 53 43 815104 1 43 5

4 DHARTI GOSWAMI 78 70 675998 1 25 8

5 MOHAMMAD 
ABUBAK 87 81 540060 1 33 7.8
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> cor(data[,4],data[,12], method = “pearson”) 

[1] 0.9648851 

> cor(data[,5],data[,12], method = “pearson”) 

[1] 0.9674798 

> cor(data[,6],data[,12], method = “pearson”) 

[1] 0.9468056 

> cor(data[,7],data[,12], method = “pearson”) 

[1] 0.9368141 

> cor(data[,8],data[,12], method = “pearson”) 

[1] 0.9337548 

> cor(data[,9],data[,12], method = “pearson”) 

[1] -0.1117492 

> cor(data[,10],data[,12], method = “pearson”) 

[1] -0.02136158 

> cor(data[,11],data[,12], method = “pearson”) 

[1] 0.3270477

Based on the preceding findings, variables 3 to 8 are substantially associated to Final CGPA, imply-
ing that only those characteristics are important in predicting students’ final CGPA. The results showed 
that Attendance,Practical Skills, CGPA of previous semesters and sessional exam result parameters are 
prominent for predicting students’ performance. The results of all these parameters are nearer to 1 so 
highly correlated with final CGPA.

For feature selection, the Pearson correlation coefficient technique has a number of advantages:

• It is simple and effective technique in feature selection.
• This method not only identifies the presence or lack of correlation between any two variables, but 

also determines the exact extent, or degree, to which they are associated.
• We may also determine the direction of the correlation using this method, that is, whether the cor-

relation between the two variables is positive or negative.

Despite its advantages, this approach has the following drawbacks:

• It is fairly difficult to compute since it requires sophisticated algebraic methods of calculation.
• It is heavily influenced by the values of outlier.
• It is dependent on a number of assumptions, such as linear relationships, cause-and-effect relation-

ships, and so on, which may or may not be true.
• It’s quite likely to be misconstrued, especially if the data is homogeneous.
• It takes a long time to get the results as compared to other techniques.

Mutual Information and Maximal Information Coefficient (MIC)

The maximal information coefficient (MIC) is significant in the research of correlation analysis due to 
the good possessions of generalization and equitability (Liu F. S., 2021) (Yuan Chen, 2016) (Yi Zhang1, 
2014). It is introduced by Reshef et.al. (D. Reshef, 2011). The maximal information coefficient (MIC) is 
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a statistic that measures the strength of a linear or nonlinear relationship between two variables X1 and 
X2. Binning is used by the maximal information coefficient to apply mutual information to continuous 
random variables. The logic is that the bins for both variables should be picked in such a way that the 
mutual information between the variables be utmost. When the mutual information is utmost over a 
binning of the data, we should assume that the following two stuffs hold:

(i)  The bins would have roughly the identical size.
(ii)  Each bin of X1 will roughly relate to a bin in Y1.

The mutual information between two random variables X1 and X2 is defined in terms of their joint 
probability distribution p(X1,X2) as

I X X1 2 1 2 1 2 2
1 2

1 2
; . . ,

,

.
= ∫ ( ) ( )

( ) ( )
dX dX p X X log

p X X

p X p X
 (4)

The value of I|X1;X2| is either zero or positive. When p(X1,X2) equals to p(X1).p(X2), the value of 
I|X1;X2| becomes zero. When X1 and X2 have any reciprocal dependency, mutual information will be 
greater than zero, regardless of how nonlinear that reliance is. Furthermore, the bigger the value of I | 
X1;X2|, the stronger the mutual reliance.

The same dataset, used in previous section, is used for the experimentation of Mutual information 
and maximal information coefficient (MIC). The correlation using MIC is determined of all 11 variables 
with last Final_CGPA variable.

install.packages(“minerva”) 

library(minerva) 

> mine(data[,1],data[,12]) 

$MIC 

[1] 0.2645997 

> mine(data[,2],data[,12]) 

$MIC 

[1] 0.2242436 

> mine(data[,3],data[,12]) 

$MIC 

[1] 0.9167558 

> mine(data[,4],data[,12]) 

$MIC 

[1] 0.8876548 

> mine(data[,5],data[,12]) 

$MIC 

[1] 0.8267464 

> mine(data[,6],data[,12]) 

$MIC 
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[1] 0.7651829 

> mine(data[,7],data[,12]) 

$MIC 

[1] 0.8876548 

> mine(data[,8],data[,12]) 

$MIC 

[1] 0.808226 

> mine(data[,9],data[,12]) 

$MIC 

[1] 0.3576122 

> mine(data[,10],data[,12]) 

$MIC 

[1] 0.2353784 

> mine(data[,11],data[,12]) 

$MIC 

[1] 0.3918752

The result shows that variables 3 to 8 are highly correlated with Final_CGPA. The results are iden-
tical with Pearson correlation coefficient. The results showed that like person correlation coefficient; 
Attendance,Practical Skills, CGPA of previous semesters and sessional exam result parameters are 
prominent for predicting students’ performance. The results of all these parameters are nearer to 1 so 
highly correlated with final CGPA.

The pros and cons of MIC as follows:

Pros of MIC:
 ◦ Its mutual information base makes it resistant to outliers.
 ◦ The comparison and interpretation is simple as coefficient spans from [0,1].
 ◦ It can capture a wide range of linear and non-linear relationships.
 ◦ It is symmetric as based on mutual exclusion.
 ◦ No assumptions are made regarding the distribution of the variables.

Cons of MIC:
 ◦ It is computationally expensive.
 ◦ Direction and type of relationship cannot be determined.
 ◦ MIC has less statistical power in comparison of Pearson Correlation technique.

Distance Correlation

Another widely, robust and competing technique used for univariate filtering is distance correlation 
(Szekely, 2007). It is a correlation metric between two random vectors. The vector’s dimensions may 
or may not be the same. It is the contrast to Pearson’s correlation technique. It measures both linear and 
nonlinear correlation between two random variables.

Distance correlation between random vectors X1 and X2 can be defined with functions fX1(v1) and 
fX2(v2) as equation-5.
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V2(X1, X2) =[ f
X X1 2,( ) (v1,v2) - f v f v

x x1 2
1 2� � �( ) ( ) ] 2 (5)

The function f
X X1 2,( )  is a joint characteristic function of X1 and X2.

The distance correlation between X1 and X2 is defined with finite first moments M(X1, X2) by 
equation-6.

M2(X1,X2) = (V2 (X1, X2))/ ( V 2 (X1).V2(X2)) > 0, otherwise=0 (6)

The distance correlation allows you to generalize the correlation between variables (X1 and X2) by 
M, which is specified on any dimension M 0 regardless of X1 or Y1. The distance correlation has a 
range of 0 M 1. M can be defined as a function of the Pearson correlation coefficient, with M(X1, X2) 
|(X1,X2)| equal to 1.

As per our previous example, the correlation using Distance Correlation with all 11 variables with 
last Final_CGPA variable is determined.

install.packages(“energy”) 

library(energy) 

> dcor(data[,1],data[,12]) 

[1] 0.2683121 

> dcor(data[,2],data[,12]) 

[1] 0.1750382 

> dcor(data[,3],data[,12]) 

[1] 0.9577139 

> dcor(data[,4],data[,12]) 

[1] 0.9535812 

> dcor(data[,5],data[,12]) 

[1] 0.9566595 

> dcor(data[,6],data[,12]) 

[1] 0.9380037 

> dcor(data[,7],data[,12]) 

[1] 0.9231567 

> dcor(data[,8],data[,12]) 

[1] 0.9166817 

> dcor(data[,9],data[,12]) 

[1] 0.2333345 

> dcor(data[,10],data[,12]) 

[1] 0.1990728 

> dcor(data[,11],data[,12]) 

[1] 0.338525
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The results show that variables 3 to 8 are highly correlated with Final_CGPA variable. In this tech-
nique also it is revealed that Attendance,Practical Skills, CGPA of previous semesters and sessional exam 
result parameters are prominent. The advantages of distance correlation technique are:

• It is applicable to random variables of any dimensions. It is not limited to only two dimensions.
• It is able to detect linear as well as nonlinear associations among data.
• Distance correlation coefficient becomes zero only when variables are independent.
• It reveals more information than Pearson coefficient.

However, it suffers from following drawbacks:

• It shows only positive correlation among variables as distance are positive.
• The computation using Distance correlation is expensive in comparison of Pearson Correlation.
• It takes more time to generate results in comparison of Pearson Correlation.

COMPARISON OF UNIVARIATE FILTERING METHODS

The chapter dealt with three popular univariate filtering techniques: Pearson Correlation Coefficient, 
Mutual information and maximal information coefficient (MIC) and Distance correlation. All the tech-
niques have experimented with one common dataset using R programming language. The results show 
that all are capable for determining highly correlated independent variables in context to dependent 
variable. The Figure-2 describes the comparison of results of univariate filtering techniques.

The results revealed that the Pearson and Distance correlation techniques are highly similar. Mutual 
information and maximal information coefficient (MIC) technique identified correlation effectively but 
correlation values are less in comparison of Pearson and Distance correlation techniques.

The table-2 describes the theoretical comparison of all three techniques based on several important 
parameters.

Based on comparison, it is revealed that Pearson Correlation is simple and effective technique to de-
termine correlation among various features. However, it is applicable for only linear kind of relationship 
and highly influenced by outliers. The best thing is direction of relationship can be determined effectively 
using this technique. Mutual information and maximal information coefficient (MIC) and Distance 
Correlation are best suited for linear and nonlinear kind of relationship and treat outliers in effective 
way. However, both techniques are very complex and expensive in comparison of Pearson Correlation.

MULTIVARIATE FILTERING METHODS

High-dimensional data are increasingly being used in diverse predictive models across all fields. Predic-
tive models face inherent obstacles when extracting knowledge from high-dimensional data with a large 
number of attributes and a short sample size. To build optimum predictive models, multivariate filtering 
methods can be used to analyze combinations of features.

The mRMR (Minimum Redundancy and Maximum Relevance) feature selection (Z. Zhao, 2019) 
(Sahin, 2014) (H. Peng, 2005) (N. D. Thang, 2010) (S. Ram´ırez-Gallego, 2017) is very popular mul-
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tivariate filtering method which solves the problem of NP-Complete problem by selecting the relevant 
features from high dimensional space while controlling for the redundancy with the selected features. 
Assume that there are m features fmi= {f1, f2,….fm}. The Minimum Redundancy and Maximum 
Relevance(mRMR) can be expressed as equation-7 (H. Peng, 2005).

F fmi I T fmi
S

I fms fmi
fms S

( ) = ( )−











( )∑, ,

1



 (7)

Where T is the target variable, S is the set of selected features, and I is mutual information. The 
feature with the highest feature relevance score will be added to the selected feature set S at each step 
of the mRMR feature selection procedure.

Figure 2. Comparison of Results of Univariate Filtering Methods

Table 2. Theoretical Comparison of Univariate filtering methods

Parameter Pearson 
Correlation

Mutual information and maximal information 
coefficient (MIC) Distance Correlation

Implementation Simple Complex than Pearson and Distance Correlation Complex than Pearson

Relationship Only Linear Linear and Nonlinear Linear and Nonlinear

Outlier Handling Influenced by Outliers Treat Outliers effectively Treat Outliers effectively

Direction of 
Relationship

Determine Direction of 
Relationship Direction cannot be determined Direction cannot be 

determined

Computation Cheaper Expensive Expensive
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Minimum Redundancy and Maximum Relevance algorithm can be applied to the situation where 
dataset consists of numerous variables and to select prominent features to predict target variable is vital. 
In this chapter, one dataset related to education domain is selected for the experimentation. The dataset 
comprises of 107 variables. The variable list is depicted as follows:

[1] “Sr.No” “Roll.No” “Temp.Student.ID”
[4] “Student.Name” “First.Name” “Middle.Name”
[7] “Last.Name” “Institute” “Degree”
[10] “Admission.Year” “Admission.Semester” “Admission.Term”
[13] “Current.Semester” “Semester” “Admission.Date”
[16] “Registration.Date” “Is.D2D” “Previous.Roll.No”
[19] “Gender” “Birth.Date” “Admission.Cast.Category”
[22] “Actual.Cast.Category” “ACPC.Rank” “GUJCAT.No”
[25] “MotherName” “Birth.Place” “Sub.Cast”
[28] “Religion” “Mother.Tongue” “Nationality”
[31] “Local.Address” “Local.City” “Local.Pincode”
[34] “Local.District” “Local.Taluka” “Local.State”
[37] “Local.Country” “University.Email” “Permanent.Address”
[40] “Permanent.City” “Permanent.Pincode” “Permanent.District”
[43] “Permanent.Taluka” “Permanent.State” “Permanent.Country”
[46] “Home.Phone.No” “Mobile.No” “Phone.No”
[49] “Emergency.No” “Email” “Guardian.Name”
[52] “Guardian.Address” “Guardian.City” “Guardian.PinCode”
[55] “Guardian.Mobile” “Guardian.Phone” “Guardian.Email”
[58] “Guardian.AnualIncome” “Guardian.Occupation” “Guardian.SectorType”
[61] “Guardian.IndustryType” “Guardian.Designation” “Blood.Group”
[64] “Marital.Status” “Student.Status” “Is.Handicapped”
[67] “Disablity” “Photo.Uploaded” “Belongs.to.Samaj”
[70] “Samaj.Village” “Is.Approved” “FeesPending.Y.N”
[73] “Total.Fees” “Received.Fees” “Pending.Fees”
[76] “Use.Hostel” “Detained” “Reshuffle.Date”
[79] “Reshuffle.Phase” “Last.Exam” “Seat.No”
[82] “Last.Exam.Percentage” “Last.Exam.Percentile” “Last.Exam.Passing”
[85] “Last.Exam.Board.Uni.” “Last.Exam.Institute.Name” “Last.Exam.Institute.City”
[88] “Last.Exam.Institute.State” “Last.Exam.Institute.Country” “Aadhaar.Number”
[91] “Course.Reg..Status” “Counsellor” “ACPC.Merit.Marks”
[94] “Freeship.Card.Holder” “Existing.Ref..StudentID” “Attendance”
[97] “Practical.Skills” “First_CGPA” “Second_CGPA”
[100] “Third_CGPA” “Sessional” “Case.Study”
[103] “Unit.Test” “Annual.Income” “Language.of.Medium”
[106] “Mind.Mapping.Score” “Final_CGPA”
In order to predict Final_CGPA from numerous parameters suggested earlier is most tedious and 

complex task. Minimum Redundancy and Maximum Relevance algorithm does selection of prominent 
features from high dimensional data set with ease. The following is R programming code, in order to 
determine prominent features from the dataset:
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d<-read.csv(file.choose(),header = TRUE) // Read the CSV file 

df<-lapply(d,as.numeric) // Convert data as numeric  

library(mRMRe) // Load the library   

f_data <- mRMR.data(data = data.frame(df)) //Data conversion to mRMR 

featureData(f_data)  //Retrieve features data in mRMR format  

mRMR.ensemble(data = f_data, target_indices = 107, //Prominent features selec-

tion 

+feature_count = 10, solution_count = 1) // based on Final_CGPA var 

Formal class ‘mRMRe.Filter’ [package “mRMRe”] with 8 slots 

  ..@ filters      :List of 1 

  .. ..$ 107: int [1:10, 1] 60 80 101 54 102 99 103 100 96 98//Prominent fea-

tures 

  ..@ scores       :List of 1 

  .. ..$ 107: num [1:10, 1] 0.0105 0.0136 0.0944 0.0117 0.0953 ... 

  ..@ mi_matrix    : num [1:107, 1:107] NA NA NA NA NA NA NA NA NA NA ... 

  .. ..- attr(*, “dimnames”)=List of 2 

  .. .. ..$: chr [1:107] “Sr.No” “Roll.No” “Temp.Student.ID” “Student.Name” 

... 

  .. .. ..$: chr [1:107] “Sr.No” “Roll.No” “Temp.Student.ID” “Student.Name” 

... 

  ..@ causality_list:List of 1 

  .. ..$ 107: num [1:107] NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN ... 

  ..@ sample_names : chr [1:50] “1” “2” “3” “4” ... 

  ..@ feature_names: chr [1:107] “Sr.No” “Roll.No” “Temp.Student.ID” “Student.

Name” ... 

  ..@ target_indices: int 107 

  ..@ levels       : int [1:10] 1 1 1 1 1 1 1 1 1 1

The output of the code retrieves the features numbers 60 80 101 54 102 99 103 100 96 98 as 10 most 
prominent features from the dataset. According to the results Guardian.PinCode, Guardian.SectorType, 
Last. Exam, Attendance, First_CGPA,Second_CGPA, Third_CGPA, Sessional Case.Study, Unit.Test pa-
rameters are vital in order to determine Final CGPA of students. However, in reality, Guardian information 
is not important for predicting CGPA of students so you can remove those features for better prediction.

The technique has several advantages such as:

• It is a successful dimensionality reduction technology that is appropriate for high-dimensional 
data seen in two or more separate groups.

• It determines the greatest relevance for a classification task while controlling for redundancy of 
the selected set of variables, making it straightforward and effective to select significant charac-
teristics from a huge number of variables.

However, traditional relevance and redundancy criteria have the drawbacks of being very sensitive 
to outlying observations and/or ineffective.
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Correlation based feature selection(CFS) is another powerful feature selection technique developed by 
Hall and Smith (Hall & Smith, 1999). The CFS assigns a grade to each feature subgroup based on their 
association, which is determined by a heuristic evaluation of the function. CFS creates the class-feature 
correlation matrix (Gupta & Nagar, 2004) and the feature-feature correlation on the training, and then 
searches the subset of feature space using best-first search (Xie & Holte, 2014) (Kishimoto, Fukunaga, 
& Botea, 2009). CFS’s feature subset evaluation equation is depicted in equation-8.

HM = mrcf

m m m rff+ −( )1
 (8)

Where HM is the heuristic merit.

m is number of features
rcf  is the mean feature-class correlation
rff  is the mean feature-feature interrelation

The following is R programming code, in order to determine prominent features from the dataset:

library(caret) 

d <- read.csv(file.choose(),header = TRUE) 

d1 <- as.matrix(d) 

findCorrelation(d1)

According to the results Last. Exam, Attendance, First_CGPA,Second_CGPA, Third_CGPA, Ses-
sional Case.Study, Unit.Test parameters are vital in order to determine Final CGPA of students.

This method has following main advantages: (i) It has less computational complexity (ii) Less prone 
to overfitting and (iii) Easily scale to high dimensional dataset. However, it ignores the communication 
with the classifier.

APPLICATIONS AREAS OF FILTERING METHODS

Filtering methods can be applicable to number of application areas in order to select relevant features. 
This chapter deals with some prominent application areas where filtering methods play a vital role.

• Text Mining: Text mining (Feldman & James, 2007) (Berry, 2004) (Hotho, Nürnberger, & Paaß, 
2005) is the conversion of unstructured text into structured data with the purpose of extracting 
relevant information. Because the quantity of documents in digital format is continually rising, 
automatic text classification is a critical application in the machine learning field. In order to iden-
tify meaningful features from high-dimensional data, text classification relies heavily on filtering 
algorithms (Forman, 2003) (Liu, Liu, Chen, & Ma, 2003). Feature selection aids in improving 
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classifier performance, reducing overfitting to speed up the creation and testing of classification 
models, and making models more understandable.

There are two main subfields of Text Mining where feature selection plays an important role. Text 
classification and Text Clustering are two prominent subfields of this domain. In order to do the research, 
various datasets are available based on both subfields. Reauters, TREC, Web directory, Newsgroups are 
popular datasets of these categories. Various features selection methods are used by researchers for these 
categories. Bi-normal separation, chi-square document frequency, F1-measure, information gain, term 
strength, entropy based ranking, iterative feature selection are few popular feature selection methods for 
Text Classification and Clustering. The results of these techniques are evaluated with several evaluation 
techniques such as Accuracy, F-Measure, Precision, Recall etc.

• Image Processing: Image processing involves steps like image capture, enhancement, segmenta-
tion and feature extraction (Pitas, 2000) (Ekstrom, 2012) (Burger, Burge, Burge, & Burge, 2009). 
Feature extraction and representation is a crucial step for image processing. For useful and effec-
tive feature extractions, univariate and multivariate filtering approaches are essential. Filtering 
strategies aid in the efficient handling of image analysis. These methods not only reduce the input 
dimensionality, but they also reduce the computing load associated with extracting information 
from images (Barbu, She, Ding, & Gramajo, 2016) (Datta, Joshi, Li, & Wang, 2008).

Image classification is prominent subfield of this domain. Researchers have used numerous datasets 
for experimentation. Few popular datasets of this category is Mini-MIAS, KBD-FER, The Digits Data 
etc. Some popular techniques are K-means, Best fit with forward, backward and bi-directional search, 
KNN and Naïve Bayes Classifiers, Sequential floating backward selection etc. Entropy, Precision and 
MSE are important evaluation metrics of this category.

• Natural Language Processing(NLP): Natural language processing (NLP) is a branch of Artificial 
Intelligence (AI) concerned with the elucidation and understanding of free text by machine (Yim, 
Yetisgen, Harris, & Kwan, 2016) (Hirschberg & Manning, 2015). Feature extraction techniques 
play a vital role in Natural Language Processing(NLP) to convert text into a matrix of features. In 
(Sammons, et al., 2016) author described a java based tool for feature extraction based on a set of 
generic NLP data structures. The tool comprises of filtering techniques for feature extraction for 
various NLP related tasks.

Sentiment analysis is prominent subfield of NLP. Class term frequency is the powerful technique of 
feature selections in NLP kind of applications. Stanford Twitter Sentiment test dataset is available for 
research in this field.

• Bioinformatics: Many bioinformatics applications have identified the need for feature selection 
strategies. Filter approaches evaluate the significance of features by focusing solely on the data’s 
intrinsic attributes. A feature relevance score is determined in most circumstances, and low-scor-
ing features are deleted. After that, the classification algorithm receives this selection of features 
as input. Filter approaches have the advantages of being able to scale to very large datasets, being 
computationally simple and fast, and being independent of the classification algorithm. As a re-
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sult, feature selection only needs to be done once, and different classifiers may then be compared 
(Al-Shahib, Breitling, & Gilbert, 2005) (Bø & Jonassen, 2002) (Chuzhanova, Jones, & Margetts, 
1998).

Biomarker discovery and Microarray gene expression data classification are two important subfields 
of this domain. Freije,Philips, DNA microarray datasets are available for the research in this field.Chi-
square, Information gain,OneR,ReliefF,SVM are prominent techniques in this field. As far as evaluation 
is concerned, accuracy is the prominent measure.

CHALLENGES OF FEATURES SELECTION

With data collected from millions of IoT devices and sensors, today’s datasets are extremely rich in infor-
mation. This increases the data’s dimensionality, and it’s not uncommon to find datasets with hundreds 
of characteristics, if not tens of thousands. A Data Scientist’s workflow is incomplete without feature 
selection. Models typically choke when faced with data with a large dimensionality since training time 
grows exponentially with the number of features. With an increasing amount of features, models run the 
risk of overfitting. Feature selection will solve these issues but to identify appropriate techniques which 
reduce dimensions without much loss of total information is most challenging task.

The development of high-dimensional data across a wide range of areas has presented academics 
with an unprecedented challenge. This problem can be solved in two ways: (a) with a large number of 
samples, or (b) with a large number of characteristics. In the first situation, the issue is that learning 
algorithms’ performance is likely to degrade, but in the second case, the issue is that a large number 
of features reduces the interpretability of a learning model, as well as its computing efficiency. For all 
these reasons, scaling up learning algorithms is a challenging task.

Digital information is increasing exponentially in the high-speed era, which is useful in the busi-
ness, institute, scientific, engineering, and technology, and other areas for making precise decisions and 
predictions. Because data mining approaches are incapable of handling such large amounts of data, big 
data analytics play a significant role. Big data is a research area these days since it has huge, complex, 
and fast features. For enormous volumes of data with high dimensions, new or updated feature selection 
approaches are required.

In modern era, data is collected from heterogeneous sources so there is a possibility that all features 
are not located at centralized space. When features are distributed across a number of locations, tradi-
tional feature selection will fail.

Every day, organizations across a wide range of industries generate a large volume of heterogeneous 
data. Such information may be analyzed in real time to help these businesses make better judgments. How-
ever, storing and analyzing massive, diverse information (also known as big data) in real time is difficult. 
Streaming feature selection has long been thought to be a superior strategy for picking relevant subset 
features from highly dimensional data and thereby lowering learning complexity in machine learning.

For data analysis, traditional statistical models have been the basis. However, as dataset sizes have 
grown in terms of sample size (n) and feature dimension (p), classic statistical data analysis method-
ologies have faced considerable obstacles. Identifying the significant features from the input feature 
space for performing final statistical analysis has been utilized as a typical strategy to address the high 
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dimensionality difficulty. However, appropriate feature selection from high dimensional data is complex 
and time consuming process.

Due to the need to deal with a large number of features during data processing, high-dimensional data 
has made feature selection challenging, posing many hurdles in terms of efficiency and quality. These dif-
ficulties can be used to learn and research new clever ways for generating a concise set of useful features.

Filter methods of features selections also facing several challenges. One of the most evident issues in 
filter approaches is that various results can be achieved from the same dataset when multiple methods 
are used.

Another problem with filtering technique is with features ranking. The process of picking n” number 
of features based on their computed weights/scores is referred to as feature ranking. The weights are 
usually calculated depending on the relevance of a feature to the class variable. All Flter-based feature 
selection approaches employ a “Ranker” to score the features using statistics, information theory, or 
some functions of the classifier’s output. Domain experts employ feature ranking as a basic approach of 
selecting the best feature subsets; however, Ranker search methods do not specify the amount of features 
to be selected, leaving the decision to the domain expert. The majority of existing ranking search algo-
rithms use a simple strategy to display features alongside their ranking. More crucially, they delegate 
the decision of which features to select to the users’ expertise and experience, necessitating time, atten-
tion, and precision. As a result, a new intelligent Ranker search strategy is required, one that expressly 
specifies which traits should be chosen and which should be ignored. The new Ranker should serve as 
a suggestion to the feature selection process, be completely independent, and not be dependent on the 
Filter-based technique. This allows the Ranker to be used with any Filter method without requiring any 
dependencies or data sensitivity, effectively making it a general search technique.

Another important aspect of feature selection is determining the best threshold between useful and 
worthless features. The majority of existing filter methods do not distinguish between cut-off values, 
which could allow these methods supply a small subset of characteristics instead of relying on the domain 
expert. Because of the various nature of datasets, their qualities, and the mathematical metrics employed 
by Filter techniques to determine weights for each feature, distinguishing between features is a tough 
undertaking. This challenging activity necessitates additional time, effort, and resources because it is 
dependent on the domain expert’s knowledge. More research and development is needed to develop an 
automated feature selection technique with an inbuilt metric for determining the best threshold between 
informative and uninformative features without relying on a domain expert, dataset characteristics, or 
mathematical equations, as the Filter method does.

When identifying the best subsets during feature analysis, most feature selection-based Filter ap-
proaches ignore feature-to-feature association. It is critical to value this since it aids in the reduction of 
the number of characteristics available, resulting in a set that does not overlap in data instances and is 
distinct from one another while being connected with the class.

Class imbalance is a significant problem that arises in datasets with significantly diverse class dis-
tributions, which is frequently encountered in classification tasks and can lead to results that favor the 
dominant class in the dataset. When the majority of categorization examples belong to one class and 
only a few instances belong to a minority class, the data is said to be imbalanced. Machine learning 
algorithms are susceptible to data with skewed class labels because they build classifiers that favor the 
majority class while ignoring the minority class. This is due to the fact that data examples put into the 
learning algorithm tend to assume unavailable points in order to create predictions by generalizing ac-
cessible points to the full population.
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A high level of noise is a major issue that makes data management difficult, and this noise is frequently 
caused by the technology used to collect data or the data source itself. Filter-based feature selection, 
which reduces dimensionality, is a frequent technique for resolving this issue. Filter approaches, on the 
other hand, have practical issues that have been infrequently addressed in recent research in the era of 
big data, where we have multiple feature kinds, sparse data, and unstructured data, among other things.

CONCLUSION

The chapter covered popular Supervised category univariate and multivariate filtering algorithms. Three 
typical univariate filtering strategies were reviewed, with examples and R programming language imple-
mentations. The chapter concluded that the Pearson Correlation approach is straightforward, easy to 
use in R programming, and determines the exact extent, or degree, to which attributes are connected. In 
compared to Pearson Correlation, the Mutual information and maximal information coefficient (MIC) 
technique is more complicated and does not indicate the direction of the relationship, but it success-
fully treats outliers. The Distance Correlation shares many of the same features as the MIC. Another 
benefit of Mutual Information, Maximal Information Coefficient, and Distance Correlation is that they 
can handle both linear and nonlinear relationships. The chapter covered two popular multivariate filter-
ing techniques: Minimum Redundancy and Maximum Relevance (mRMR) and feature selection based 
on correlation (CFS). According to the chapter, the Minimum Redundancy and Maximum Relevance 
(mRMR) technique determines the most relevance for a classification job while controlling for redun-
dancy of the specified set of variables. Correlation-based feature selection (CFS), on the other hand, 
has a lower computational complexity, is less prone to overfitting, and can easily scale to large datasets. 
The chapter also dealt with challenges of features selection methods in terms of high dimensional data 
and filter based techniques. Finally, the chapter finished with a discussion of how filtering techniques 
might be used in conjunction with Machine Learning.
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ABSTRACT

Most online courses are self-directed, “navigate anywhere” in their design. Personalization in those 
courses involve drawing students’ attention to the modules where they need additional study time. Using 
an example from an online, competency-based institution, the authors explore the steps necessary to use 
machine-learning-directed personalization in a way that can scale to hundreds of courses. This process is 
broken down into eight steps: feature selection, clustering, identification of targeted behaviors, identifying 
the most important modules, determining the student’s location in the course, assessing what the student 
understands at a point in time, understanding where they are in their assessment cycle, and then using all 
that information to create business rules that can be coded into software to produce recommendations.

INTRODUCTION

Learning analytics sits at the intersection of big data in education, combining learning sciences, data 
science, and human-centered design (Society for Learning Analytics, n.d.). Computational methods con-
tinue to evolve, and exceptional levels of data are being collected in the education sphere. There is great 
opportunity to improve our students’ experiences and learning, and to augment teacher and curricular 
designers’ abilities to track and encourage behavior changes in curriculum and summative assessments 
(Dietz-Huler & Hurn, 2013; Ifenthaler, 2017). With increased computational power and data, personal-
ized education is possible (Garcia-Penalvo et al., 2011; Tempelaar et al., 2015). Furthermore, insights 
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driven by underlying analytics need to be scalable to many courses while retaining a requisite level of 
quality (Liu et al., 2017). This chapter will cover a framework for a scalable, personalized feedback 
and recommendation engine in an open, self-directed learning environment. We call this the Content 
Recommendation Engine (CRE).

The CRE is built on a foundation of prior work completed by researchers across decades and disci-
plines. From Skinners “Teaching Machine” to computationally heavy machine learning based recom-
mendation systems and intelligent tutoring systems, researchers are focused on improving self-directed 
learning through technology (Skinner, 1958; Khanal et al., 2020; Graesser et al., 2012). It is deeply 
rooted in self-directed learning (SDL) theory which is based on the principle that students are the driv-
ers in their own learning (Song & Hill, 2007). Such learning environments and traits thrive on built-in 
scaffolding and feedback. Because of the self-directed nature in an open learning environment, direct 
interactions between faculty and student might only exist for those struggling the most, such as those 
with multiple failed assessment attempts, for those already predisposed to respond to faculty outreach, 
or for the proactive students who reach out to faculty themselves. Not only do we need tools to augment 
and assist in focusing instructor outreach, but curriculum designers also need to understand better how 
students are interacting with the content and assessments.

Intelligent Tutoring Systems (ITS) strive to be an adaptive, personalized tool. The main purpose 
of an ITS is offering suggestions, feedback, or individualized paths to view a course’s curriculum or 
perform knowledge tasks (Larkin & Chabay, 1992). Such feedback helps students to focus their efforts, 
set clear goals, self-identify errors in their work, and self-regulate their own learning (Hattie and Tim-
perley, 2007; Bimba et al., 2017). This involves feedback to review content, practice related questions, 
etc., prior to taking the summative assessment. Useful feedback should be task related, immediate, and 
intervene when there is potential misunderstanding (Van der Kleij et al., 2015). Adaptive feedback in 
computer-based environments can provide similar benefits to having a one-on-one tutor by leveraging 
computer technology (Van der Kleij et al, 2015). Intelligent tutoring systems (ITS) allow for feedback 
that incorporates and responds to a student’s knowledge, skill, learning strategy, motivation, or emo-
tions to meet the goals and learning outcomes throughout the educational process (Graesser et al., 2012; 
Erümit & Çetin, 2020).

Feedback may also come in the form of recommendations. Recommendation systems have become 
pervasive in the way we consume information. The term recommendation algorithms conjure up thoughts 
of eCommerce applications where the system identifies “people who buy A also buy B.” From online 
shopping to video streaming services, recommendation systems consider past behavior, peers’ similar 
patterns of behavior, and user ratings (Recker et al., 2003). Many different forms of recommendation 
systems exist in higher education, ranging from suggesting additional courses, recommending peers 
with similar interests to connect with, and pathways to progress through the content based on peers, 
prior behavior, and expressed interests (Manouselis et al., 2011). Personalization for online learning is 
a much more complex problem. Standard recommendation algorithms such as collaborative filtering are 
not applicable in this use case. For instance, being able to say “students who don’t do practice problems 
in module 3 also do not complete the practice problems in module 4” is clearly not helpful advice. The 
Course Recommendation Engine (CRE) framework answers the problem at hand which is: given behavior 
of prior successful students, what kind of effort in which modules is most likely to drive improvement 
in a particular student success outcome. Phrased another way, the CRE builds recommendations focus-
ing on content and actionable behaviors that a student can improve in to drive student success based on 
historic data and institutional knowledge.
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As noted in Dietz-Uhler and Hurn’s work, many institutions have worked on creating methods and 
software for tracking progress, sending alerts for intervention, enhancing knowledge, and more (2013). 
For automated personalized learning recommendations to be scalable to hundreds of courses, several 
quantitative methods are needed to group students into relevant learner profiles (i.e., clusters) that dif-
ferentiate low- and higher-performing students with different behavior patterns, identify the course 
material most important to course completion (where does a difference in module engagement or per-
formance makes a difference in outcomes), and determine student knowledge of the material. In order 
to be scalable, the data captured, and analyses performed need to reduce the need for people-intensive 
domain-specific knowledge (e.g., let the analyses determine the most important modules for predicting 
course completion, rather than have that be an expert-directed a-priori determination). Similarly, in the 
review work by Khanal et al., main attributes of successful recommendation systems include student 
profile data, student classifications, analyzing data, and leveraging such analysis through concepts such 
as content selection or generating a prediction rating (2020). Evaluating students’ digital behaviors and 
comparing that to student like them who completed the course in prior terms allows course instructors 
to identify holes in students’ curriculum focus in areas where additional reading or practice is recom-
mended, and places where excessive engagement is a sign of student struggle and one-on-one instructor 
interaction is therefore recommended. This allows instructors to identify what may need to be taught 
differently, when to provide additional resources or work on study skills, or otherwise intervene on the 
self-directed learning path. This framework covers the Western Governors University (WGU) process 
for creating the CRE, key considerations, and potential alternatives to implementation.

CONTENT RECOMMENDATION ENGINE

Creating a Framework

The primary goal for the course recommendation engine (CRE) is to support instructor and student 
interactions by providing an in depth look at the student’s behavior within the learning resources and 
highlight areas of potential concern. By drawing the instructor’s attention to these areas, instructors may 
be empowered to encourage additional areas to review prior to taking their first summative assessment, 
or be alerted when students are making great effort, without making progress. For example, a student 
may be reviewing a chapter many times, but are not improving formative assessment scores. Armed with 
this information, the instructor may be able to provide additional resources, address misunderstandings, 
and continue to help students be successful in the areas that are most needed, and most indicative of 
success in the course. Not only does the CRE highlight where a student may be stuck on or skipping 
key material, but this framework also addresses how a student is doing compared to prior students with 
similar learner profiles on targeted behaviors. These steps may be adjusted as needed to fit the institu-
tion applying them. The following sections will describe each step-in detail, provide ideas for tailoring 
to the institution, as well as discuss a WGU course example.

The WGU Context

Western Governors University (WGU) offers over 500 courses and has an enrollment of 130,000. Al-
most all coursework is online and self-paced except for field experience courses. Students may complete 
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the course at any time by passing the summative assessment (grading is Pass / Not Pass), and students 
rarely proceed through the course in a purely linear fashion. As self-directed learners, there is potential 
to feel overwhelmed or to lack a clear goal or path to success, reinforcing the critical need for focus-
ing a student’s attention on the content and learning activities in which they are underperforming or 
under-engaging. While a rather unique educational context, the framework built can be tailored to other 
institutions, learning contexts, and delivery methods. To develop a robust, accurate, quantitative recom-
mendation engine, we have identified seven primary steps: (1) feature selection, (2) clustering, (3) identify 
targeted behaviors, (4) most important modules, (5) location in the course, (6) stage in the assessment 
cycle, and (7) creating business rules. We note that some of these steps may not apply to all institutions 
and contexts. As such, institutions should use what data they have readily available in early iterations.

DEVELOPING A COURSE RECOMMENDATION SYSTEM

Step 1 – Feature Selection

One of the key elements of the CRE is the ability to compare a student to other similar students. In order 
to build these learner profiles, one must first define success. This may include outcomes such as passing/ 
failing a course, resilience, passing a final exam, or other metric that is important to the institution. As 
a competency-based institution, WGU students must complete the final summative assessments at or 
above the required cut score in order to complete the course. Therefore, the success metric often used 
at WGU is course completion, a binary outcome.

Once the success metric is defined, it is time to identify key student features that predict the defined 
success metric. For instance, one may use sequences of behavior (e.g., Kolekar et al., 2016) or student 
declared goals and prior education (Lazarinis et al., 2010). Feature availability will vary institution to 
institution, as a reflection of the different data collection and retention policies found at each institution. 
Once data sources are identified, the analytics team may run a variety of different models to assess the 
impact each feature has on the model predicting the success measure. In particular, features to initially 
consider include measures such as incoming GPA, course completion in prior terms, scores on other 
tools such as our Personal Learning Guide (a third-party tool which evaluates reading, writing and math 
readiness; technology competency, life factors including support from friends and family, and individual 
attributes such as procrastination or help-seeking behavior), and early-in-term engagement metrics such 
as the number of days engaged with course materials during the first week of the term. We have found 
that the Personal Learning Guide (PLG) is just as predictive of course completion as a collection of 
traditional demographics such as ethnicity, income, and gender. Furthermore, the PLG measures things 
for which we can provide supplemental materials and/or coaching.

Further, we recommend considering what the students know prior to the start of the course. A criti-
cal component of personalized learning is understanding that students do not enter the course with the 
same level of knowledge. This is especially true for institutions who have a large population of non-
traditional students with significant work histories and life experience. Therefore, prior knowledge 
should be considered in order to evaluate what they know so we can provide appropriate recommenda-
tions. For instance, prior to starting the course, WGU students complete Course Planning Tool (CPLT) 
which includes a knowledge section comprised of a limited number of items drawn from the summative 
assessment item bank. The CPLT is an assessment taken at the beginning of the course that measures 
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the student’s knowledge based on a small set of items taken from the summative assessment item bank, 
confidence, and prior experience with the subject of the course. While this is a standardized tool used 
across our institution (see Gyll & Hayes, 2021 for additional details), an institution may also use any 
form of pre-assessment issued prior to curriculum exposure or other similar data they may have access 
to. This provides the institution with a very general estimate of pre-course competence and may be suited 
for clustering efforts.

If this course is taken in a student’s first term at WGU, we have a somewhat limited set of academic 
performance data about them, such as prior institution GPA, transcript details, and their performance 
on the CPLT for that course. In addition, if the student has already completed a term with WGU, we can 
see their prior term’s course completion percent, including in courses within the same academic domain 
(e.g., Math, Sciences), the number of credits earned at WGU, whether they achieved On-Time Progress 
in those prior terms (a WGU metric similar to satisfactory academic progress) and other metrics to gauge 
general and domain-specific demonstrated academic ability.

With the developed list of features to test, the analytics team should create a model that has good 
predictive power for the success metric and provide feature impacts. As course completion is a binary 
outcome, a variety of predictive modeling methods can be used. Particularly, we have found good success 
using a Generalized Additive Model (GAM), which is similar to a Logistic Regression model. GAM is 
advantageous in that is not limited to linear coefficients that create log-odds outcomes, but rather can 
choose a different type of function for each variable (e.g., variable A might have a linear relationship, 
variable B might be exponential, and variable C might be logarithmic) (Hastie & Tibshirani, 2017). 
It has the added benefit of creating student-level partial feature importances, meaning that it not only 
can identify the most valuable features for the model as a whole, but can also calculates partial feature 
importance values for each individual student (e.g., two students may have the same probability of 
completing the course, but for Student A it’s mainly because of Features 1 and 2, but for Student B it’s 
mainly because of Features 3 and 4). These student level feature importance values can be utilized later 
in clustering to create the better discrimination with respect to course completion.

Other advanced machine learning techniques have also been tested, which have included neural net-
works, boosted decision trees, and others. Generally, the predictive accuracy for many of these models 
is about the same – for example, across dozens of model types we might find Area Under the Curve 
(AUC) measurements of between 0.80 and 0.85. General model interpretability can be more important 
than maximizing the accuracy measure. Modeling should result in a handful of features that will help 
distinguish learners in the next step of clustering.

Example in a WGU Course

In our WGU example, we used a Generalized Additive Model (GAM) to model a wide variety of potential 
predictor variables to predict the binary outcome of Course Completion (yes/no). GAM creates a line 
graph that shows the Relative Entropy associated with individual features, and pairs of features. In the 
example graph below, the strongest feature in this model for predicting completion of this course is the 
student’s CCR or “Course Completion Rate” (the number of courses completed in a term, divided by 
the number of courses assigned to that student) in prior terms. This is not surprising – past success in 
other courses is predictive of success in this course. The next best feature is Average Prior OTP, where 
OTP (On Time Progress) is a binary measure somewhat similar to satisfactory academic progress – it 
is the student’s number of units earned this term on-pace with what they would need to graduate in 
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four years for an undergraduate degree, or in two years for a graduate degree. Again, this feature makes 
sense. The next feature is an interaction variable between prior terms CCR and “Days between term start 
and engagement” which is the number of days between the start of the student’s term and the day they 
hit the “Start course” button for this particular course (which then gives them access to all the course 
materials and assessments).

We use this graphic (see Figure 1) to select which features to include in our clustering. We start with 
the features on the far left and work our way to the right. How far to the right we go is somewhat subjec-
tive, but the fundamental idea is to stop including features at a point where the entropy curve starts to 
flatten out. The purpose of this feature selection is to create clusters in the next step, and we want the 
clusters to comprehensible by the course instructors. If we include too many variables in the clustering, 
it can be hard for faculty to wrap their minds around the kind of student we are describing with each 
cluster, so we generally include four to six features in the clustering.

Step 2 – Clustering

Based on the previously selected features, clusters are created that place each student in a category with 
similar peers. These clusters then serve as the “students like you” benchmarks against which a given 
student’s engagement or formative success is compared. Clusters should differentiate with respect to the 

Figure 1. Relative (Entropy Kullback-Leibler Divergence) of Features
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data elements that comprise them (which is something the clustering algorithms inherently address), 
and with respect to the success metric. This creates a challenge of using an unsupervised method where 
clusters are created to minimize intra-cluster variation, as opposed to maximizing inter-cluster varia-
tion. In order to achieve both intra- and inter-cluster variation, supervised clustering methods are useful. 
Initial cluster assignment should occur as soon as possible after starting the course. The timing of this 
may differ from institution to institution. Within WGU, students are encouraged to take one course at 
a time and often finish a course in 30 days or less. For the WGU case, waiting two or three weeks into 
the course would be problematic as many students would be at least halfway through the course by that 
time. By selecting a combination of variables available on the first day of the term - or “Day Zero” - plus 
some very early in the term behavior such as number of link clicks, number of days with at least one 
click, and early attempts on pre-assessments or summative assessments during the first seven days of the 
term across all their courses, a comprehensive view of the student can be built early on. While some of 
this urgency is specific to the WGU delivery model, the use Day Zero variables are still encouraged for 
all institutions. Then, institutions should work to identify the earliest cutoff date that still shows strong 
predictive power and aligns with business rules. For instance, even though there may be more predic-
tive power at day 14 or 21, we found engagement measures at day 7 provided strong predictive power 
as well. The earlier you can cluster students, the better.

Next, student-level partial feature importances are generated from the selected features. By clustering 
using these student-level partial feature importances rather than the nominal values, such as GPA or PLG 
scores, we create a form of supervised clustering. For example, students whose early-in-term learning 
resource engagement level as measured by the number of link clicks, has a strongly positive impact on 
their course completion probability. High engagement students tend to be grouped together. This can be 
completed across the other variables. By leveraging the feature importances, clustering outputs tend to 
maximize the difference in course completion percentage between high- and low-performing clusters.

When developing the actual clusters, a variety of methods are available. We have found the most 
success using either K-means clustering, or agglomerative hierarchical clustering (which tends to create 
more evenly sized clusters). Various metrics can be used to evaluate the optimal number of clusters, in-
cluding Silhouette, Davies-Bouldin, and Calinski-Harabasz methods. However, these metrics often offer 
conflicting advice, and sometimes notably unhelpful advice, such as recommending only two clusters 
as the optimal number. Our experience is that the process of selecting the optimal number of clusters is 
more art than science. Typically, we look at the center points of the resulting clusters and keep adding to 
the number of clusters until we start to see two clusters that are largely the same (subjectively speaking) 
across the various features that define them, and stop at that point. We recommend a number somewhere 
between 5 and 15, so that we have enough detail to be useful in creating targeted recommendations, but 
not so many that faculty would have difficulty understanding the differences between them.

Example in a WGU Course

In the example below we used k-means; however sometimes we have found k-means will create unevenly 
sized clusters, where a single cluster may contain 50%+ of all students, and others may only contain 
1-3% of all students. In those cases, we have found agglomerative hierarchical clustering provides more 
evenly-sized clusters – for example in a scheme with 8 clusters, we might see membership of between 
10% and 20% of students in each cluster. We generally like to have at least 200 students in each cluster 
if possible, so having these equal cluster sizes is helpful.
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In creating clusters, we need to have a value for each variable for each student (no missing values). 
Sometimes we find features that have strong predictive value, but we may not have data for all students. 
In some cases, there are ways to segment the students before running the clustering model to eliminate 
this problem. As an example, Prior Term CCR is a valuable feature in our GAM model, but obviously 
does not exist for a student who is in their first term at WGU. To address that, we do a separate cluster-
ing run for our Term 1 students vs. our Term 2-and-beyond students. As a result, the features used may 
differ, as you can see in the example below where Term 1 students occupy clusters #1 through #7, and 
Term 2+ students are in clusters #8 through #14. You will see the features used in the two groupings of 
clusters vary somewhat.

Because we created the clusters using features that are predictive of Course Completion, the result-
ing clusters as seen in Table 1 do a good job of differentiating between higher-performing and lower-
performing students with respect to CCR: you will notice cluster #1 has 90% CCR, while at the low-end 
cluster #10 has only 20% CCR. You will also notice as you look across each row/feature, that the clusters 
differ with respect to that feature, such as cluster #1 showing a 3.39 entering GPA while #4 has only 2.61.

While we have found that clustering based on student-level partial feature importances creates even 
greater differentiation in CCR between the clusters (than does using the nominal values) we have not 
yet implemented that process. Doing so would require running each new student in the course through 
the GAM model in order to calculate their feature importances; however, this enhancement is planned 
for the coming year.

Step 3 – Targeted Behaviors

Targeted behaviors are the behaviors we want to provide recommendations about (things the student 
should do more of, like reading or practice questions). Ideally, these behaviors should be selected based 
on availability of data, their predictive power, and interventions that can be created around the behaviors. 

Table 1. Defined Clusters and their Associated Metrics
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For example, a student is completing a large number of formative assessment items could be guessing 
and not learning the material, a student with low page views may have skipped the material, or a student 
watching a video repeatedly may be missing a critical piece of information needed to help them progress 
in the material.

Such behaviors are included at the nominal value, and may be aggregated as necessary at the page, 
module/chapter, or unit level as determined by the analytics team and stakeholders. Then, these behaviors 
for the individual student are compared to the median of similar students in the assigned students-like-
me cluster. The interpretation of such comparisons is “The student has completed a certain number of 
practice questions less than successful students like them.” From an intervention standpoint, an instructor 
may see this data and – after talking with the student - recommend the student revisit the module and 
complete additional practice problems. The data collected for the targeted behavior and the comparisons 
with the cluster will then be displayed in the final dashboard. This data is also used to understand which 
modules are most predictive of the success metric (see Step 4 – Most Important Modules).

Further, by incorporating formative items, some additional information is provided about what the 
student does and does not know about the content of that module, even though these formative items 
are not primarily designed to assess material competency.

Once they are active in the course, we also have the formative assessment percent correct as a measure, 
although the usefulness of this data can be limited by certain student behaviors, such as completing many 
attempts until they determine the correct answers, or by the very nature of formative items which is not 
to assess competency but to prompt learning and discovery (Black & Wiliam, 2009). Then subsequently 
when they take the pre-assessment, we now have results from a psychometrically valid instrument that 
demonstrates overall competency at the course level and provides some information about competency 
at the individual competency level.

Example: in a WGU Course

In this example we have access to “event level” data that shows the date and time of each individual page 
that loads, and each formative item that is answered. In addition to the page number and timestamp, we 
know the student ID, module number, unit number, and competency (a typical course contains 2 to 5 
competencies) related to that page (and therefore to the formative items on that page).

Prior to taking the Pre-assessment, we have so far evaluated what students know based on their per-
formance on formative assessment items within each module. Generally speaking, there are two types of 
formative items: (1) knowledge checks which are often fairly straightforward items designed to ensure 
the student is engaged with the material and (2) module and unit quizzes are designed to help learners 
both develop competence and measure their progress toward the goal of competence. Instructors can 
filter to include only Module/Unit quizzes, or to include all formative items. Because we have a date/
timestamp on each pageview and formative item response, we have another filter to include only items 
that occurred prior to (or after) the date of their first Summative Assessment attempt. If a student fails 
their first attempt, we can see how well they’ve done on the formative items since that failed first attempt.

Step 4 – Most Important Modules

Not only is this framework concerned with student behavior, but it seeks to place its recommendations in 
context. By identifying the most important modules for predicting success measures, students’ behavior is 
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compared to the benchmarks for each module or even down to the lesson level. Multiple lessons on a topic 
make up a module, and multiple modules create a unit. A course has multiple units. A predictive model 
can identify which modules, and which metrics within those modules (e.g., total number of pageviews 
vs. number of formative items attempted) are most valuable in discriminating between completers and 
non-completers. Extra emphasis is then given to these modules and metrics in the subsequent recommen-
dations. For example, we often find – not surprisingly - that differences in performance on introductory 
modules are less predictive of course completion than success on more substantive, complex material.

To identify the most important modules, aggregation of target behaviors is done at the module level 
at various stages of course completion (e.g., before and after their first summative attempt). These in-
dividual student values are then compared to those of their successful peers within their cluster. Each 
behavior counts within a module, such as number of pageviews, and each like-you calculated value 
become a feature in a new predictive model that the success metric. Features are therefore comprised 
of both a module and a behavior/ metric (e.g., most predictive might be percent correct in module 3, 
or pageviews relative to students like you in module 5). This data is then fed through a wide variety of 
modeling techniques, including logistic regression, decision trees, boosted trees, neural networks, and 
generalized additive models. Each model type creates its own set of feature importances (that is, which 
features are most predictive (DataRobot, n.d). If multiple modeling methods identify a feature as a top 
performer (e.g., percent correct in module 3), then we tag that in the CRE user interface as a “most 
important module” and give it extra weight in the recommendations created by CRE.

The direction of the effect of these features should be considered through a partial dependency plot, 
or through point-biserial correlations with the success metric. For example, we often find that more 
questions attempted is correlated with a higher expected course completion percentage, while a large 
number of pageviews is often correlated with a lower course completion percentage (as this may be 
a sign the student is not understanding the material). Whether “more is better” or more is a “sign of 
struggle” is indicated in the faculty user interface and incorporated into the recommendations (see Step 
7 - Business Rules below).

Implicit in many adaptive Intelligent Tutoring Systems is the assumption that formative items are 
measures of competency. Once a student has completed the formative items in a module with a par-
ticular score, they are now competent in that material and qualified to move on to subsequent material 
(including skipping some material). This is not necessarily the case with our university’s courses. The 
formative items themselves are not psychometrically equivalent to the summative forms, so skipping 
material based on formative item success may not be advisable.

Example in a WGU Course

In this example, we had 224 features (23 modules, times 7 engagement and success measures for each). 
We ran 14 different model types, and with variations in hyperparameter and pre-processing steps, there 
were 56 different models run. We chose 5 top performing models which had an Area Under the Curve 
(AUC) of between 0.8617 and 0.8766 on the cross validation set (see Table 2 for model fit measurements). 
These top models were: Generalized Additive Model, eXtreme Gradient Boosted Trees classifier with 
Early Stopping, Regularized Logistic Regression with L2 regularization, Keras Slim Residual Neural 
Network Classifier using Training Schedule, and an entropy based random forest classifier.

From these analyses, outputs seen below in Figure 3 and Figure 4 are generated based on the top 5 
performing models, creating a grid of 50 features (across the 5 models). We look for modules that ap-
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Table 2. Predictive model – Area Under the Curve (AUC) performance
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pears frequently, and metrics (e.g., pageviews, formative question count, and formative % correct) that 
appear frequently among those 50 features. The numbers in the boxes represent the Module number; 
the color of the box represents the type of metric (see legend in the upper left of the Figures). For the 
example analysis of two different courses, Course A modules 15,1 and 4 seem to be particularly impor-
tant, especially with accuracy like you and page views like you, where Course B values include more 
accuracy like you on the unit quizzes, practice problems completed, as well as the nominal page values.

Step 5 – Location in the Course

Recommendations should be made that are relevant to where the student is in the course (e.g., are they 
early in the course in module 3 vs. later in the course in module 9). By understanding where a student 
is within the course, we are able to flag relevant data. Despite designed to be completed in a linear 
fashion, few students go through the course content in module order. Most will either “peek ahead” to 
later content even while they are still primarily engaged in earlier content, while others will skip entire 
modules and loop back to them later. Therefore, there is a need to identify their general location in the 
course to provide the appropriate recommendations.

As an initial rule-of-thumb, we estimate the student’s location as being at their 90th percentile pa-
geview. This is calculated by counting each pageview the student has had and sorting the pageviews 
in the associated page number order. Then after calculating the 90th percentile pageview, we identify 
the page number that corresponds to the 90th percentile pageview. For example, if a student has 200 
pageviews, the 90th percentile pageview would be page 180. If page 180 is in Module 7 we assume that 

Figure 2. Course “A” most important modules
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is the location of the student. We then offer recommendations for this module, and prior modules no 
more than five modules back (the count of modules here includes modules and the Unit Introductions 
and Unit Summaries). This current method may become more nuanced in the future as additional data is 
incorporated on the most recent pages visited. As with all steps, how the location for a student is defined 
will be dependent on the course that the CRE is being developed for, and the availability of data from 
the institution, LMS, or educational learning resource provider.

Step 6 – Stage in the Assessment Cycle

Prior to taking the pre-assessment, our understanding of what a student knows is limited to prior-term 
work, the CPLT, and their performance on formative items. However, the location in the assessment cycle 
enables us to modify recommendations in light of their performance on the pre-assessment or summative 
assessments. For example, based on formative item success, if the student appears to be under-engaging 
or under-performing in units or competencies #2 and #3, but if they subsequently take the pre-assessment 
and perform well on competency #2 but poorly on competency #3, a recommendation will be made to 
focus their attention on #3. Prior to taking the pre-assessment, our understanding of what they know 
is limited to the CPLT and their performance on formative items. Students are encouraged to take a 
pre-assessment prior to attempting the summative assessment. The pre-assessment is psychometrically 
equivalent to the summative assessment, meaning the pre-assessment scores evaluate which of the three 
to five competencies typically included in a WGU course may require more effort by the student to reach 
competency and therefore indicate where a student should improve their knowledge before attempting 

Figure 3. Course “B” most important modules
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the final, summative assessment. A summative assessment attempt can provide even further evidence as 
to which competencies or units need more attention before attempting the summative assessment again.

Both in terms of measuring the student’s activity and success in the learning resource, and in creat-
ing the “like you” benchmarks, we take into account where the student is in their assessment cycle in 
the course (e.g., before or after first pre-assessment, before or after first summative attempt), and the 
recommendations reflect this data. If a student is low on formative assessment success for a particular 
module but showed as competent for the corresponding unit on the pre-assessment, that shortfall in 
formative assessment achievement would be given less weight when determining where the student 
should spend more time.

Example in a WGU Course

After student completes the PreAssessment attempt or Summative Assessment attempt occurs, they 
receive a Coaching Report which shows them – by competency – how they performed (Unsatisfactory, 
Approaching Competency, Competent, Exemplary). If we see a module where their formative performance 
is below the median for students-like-me, but they performed at an Exemplary level in the Competency 
associated with that Unit, we do not recommend further study in those areas. Instead, we look for op-
portunities in modules that are part of Units where the student performed less well.

Step 7 – Business Rules

Lastly, business rules are created. Like all recommendations systems, once algorithmically established, 
one should consider the practices of the institution and recommend relevant, prescriptive actions. All the 
information from the prior steps needs to be combined through a set of business rules into that recommen-
dation. An example of a business rule might be “recommend more reading in the module that shows the 
greatest shortfall in pageviews relative to the students-like-you benchmark, which is within five modules 
of the current location and is in a module where at least some pageviews have been recorded, and where 
the student scored below competent on the pre-assessment.” Logically, this might look like Figure 4.

A set of business rules determine which modules are recommended for additional focus. There are 
four types of recommendations in the CRE – below we describe how our business rules for CRE were 
constructed (your rules may vary):

Figure 4. A Flow of Business Rules to Generate a Recommendation
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• Read more – determined by the module with the greatest pageview shortfall (vs. successful peers) 
that is within five modules of the current module. If this is evaluated after the first pre-assessment 
attempt, any units (and corresponding modules) where the student has scored “competent” or 
“very competent” are excluded from the recommendation list.

• Practice more – determined by the module with the greatest formative assessment percent correct 
shortfall that is within five modules of the current module. A similar filter as above is applied after 
the Pre-assessment results are available.

• Instructor intervention – this identifies any module (could be one or could be many) where there 
is a shortfall in the student’s percent correct for any module where both pageviews and number of 
questions attempted exceed that of successful peers. In other words, these are cases where engage-
ment with the learning resource is high, but formative results are not as high as we would like, so 
a conversation with the instructor may be warranted.

• Signs of struggle – for modules and metrics where “more is a sign of struggle” (e.g., more pa-
geviews is associated with lower course completion %), modules with a positive variance (mean-
ing more pageviews than successful peers) that exceeds 25% of the successful peer benchmark are 
displayed here

While the specific methods used in each step may vary among institutions, and adaptions will need 
to be made. These include feature selection based on what data is available, and in terms of stage in the 
assessment cycle (based on the institution’s delivery model); however, the basic elements of the frame-
work will persist. Some modifications that may be needed include:

• Ways of accounting for successful completion in situations where graded assignments are in-
cluded in the final grade, in addition to the final summative assessment

• Circumstances where letter grades are awarded, and not just Pass/NotPass
• Situations where a substantial amount of faculty/student interaction and learning resource interac-

tions by students are not done in an electronic medium where activity can be tracked.

Finally, these data, considerations, and business rules are constructed into a final view for the instructor.

Example in a WGU Course

This is where all the information we have collected are put through a set of rules in the software that 
determine what recommendation is made. These rules will likely evolve over time as we get further 
feedback from faculty. All of the rules together create the recommendation:

• Read more
 ◦ The largest difference in pageviews vs. students-like-you who passed the course in prior 

terms (one module is recommended)
 ◦ Where the absolute value of that difference is more than 25% of the students-like-you base-

line (e.g., if the baseline pageview count is 10, only differences of more than 3, or less than 
-3 would be considered for a recommendation)

 ◦ For a module that is within five modules of your current location (for this rule we count a 
Unit Introduction as a module, and Unit Summary as a module).
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 ◦ Where the module is part of a Unit where you have not yet demonstrated Exemplary 
performance

 ◦ With optional filters for:
 ▪ Only take into account activity after date of first attempt

• Practice more
 ◦ Similar to the rules above, except based on the percent correct you’ve achieved vs. students 

like you (one module is recommended)
 ◦ With an additional filter for:

 ▪ Only looking at Module/Unit Quizzes (rather than “all formative items”, which would 
include knowledge checks)

• Instructor intervention
 ◦ Any module (more than one module may be recommended) where:

 ▪ Pageviews and the number of formative items attempted are both higher than 
students-like-you

 ▪ But percent correct on formative items is below students-like-you.
 ▪ Filters can include “since date of first attempt” and “Module/Unit quizzes only”

• Highlighting on the detail table
 ◦ Beneath the three groups of recommendations is a detailed table showing each module and 

unit, and the student’s values for the three metrics (pageviews, number of question, and 
percent correct), and the difference between the student’s value and the like-you benchmark 
(e.g., if I have 11 pageviews, and the benchmark is 15, the 12 would appear, and a difference 
of -4). Certain values are highlighted on this table:
 ▪ If there is a difference is more than 1 standard deviation worse than the benchmark (for 

some metrics, a higher number is worse, and for others a lower number is worse).

Deployment

In our initial deployment, the analytics team created a Tableau dashboard to surface student-level and 
faculty caseload-level insights about students. Leveraging Tableau as an initial environment for the user 
interface layer for faculty is sufficient for the current CRE pilot needs. However, this analytics process 
was designed with a “web service deployment” in mind, where a variety of software applications includ-
ing faculty facing as well as student facing could provide the content recommendation engine based on 
a student ID and a course number. Future development of the web service would return a list of recom-
mended modules and the size of the percent correct shortfall.

This information could be displayed in a variety of contexts, including as a part of other applications 
where the data is retrieved in real time about a specific student by the faculty member or student (e.g., 
as part of a more comprehensive “learner care dashboard” that faculty use each day), to create summary 
reports across a faculty member’s caseload such as identifying the modules where the most students 
are struggling, or in “push” models where – for example - all the students who are struggling in a par-
ticular module could be invited via email or text to a live event on that topic. Analytics teams should 
work closely with their stakeholders to develop a meaningful interface in a platform that works for the 
targeted users. Further, conducting pilots of the CRE will allow for additional insight, what information 
is useful, not used, and what may be missing to make the final tool even more powerful. Specifically, we 
encourage user tests and focus groups with a small group of instructors who are excited about analytics 
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and tools like this, and maybe a few that are less interested, to get critical feedback that can be used in 
subsequent iterations.

Scaling

This framework can be used to tailor a CRE for any course at an institution. However, given the broader 
steps, there are several steps an institution may take to streamline efforts. We encourage analytics teams 
to develop code that can be automated and have a need for minimal interaction outside of decisions to 
be made.

CONCLUSION

The purpose of this framework is to identify the steps required so that institutions can build a “good 
enough” version of each of the seven steps, implement their system, and begin the process of faculty 
feedback and iterative improvement. For example, for version 1 perhaps a single variable like “prior 
GPA” is used to cluster students to create the like-you benchmarks, rather than going through advanced 
feature selection and clustering. As faculty use the system, they may help identify other variables that 
would be valuable for identifying different student types, and those variables can be used for a version 
2 that incorporates feature selection and clustering. The key is to develop recommendations that will 
actually be used by and be valuable for faculty and students, and that almost certainly will be an itera-
tive development process.

As more institutions adapt online, self-directed learning practices, analytics teams will need to continue 
to develop tools to aid and support their instructors and students. Further, the context of such education 
provides a wealth of data that can be leveraged, and such analytics can provide value to the institution at 
multiple levels. The Course Recommendation Engine framework is a compilation of steps an educational 
analytics team may take to develop a personalized, scalable content recommendation engine that facilitates 
instructors’ ability to monitor a student’s progress towards success in an online, self-directed learning 
environment. Information such as targeted behaviors, prior knowledge, and benchmarking against suc-
cessful students provide insight to areas where students may wish to focus their efforts, where instructors 
can provide additional support, and what modules are important to the ultimate success of the student.
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ABSTRACT

Understanding how to assess the learners’ evaluation has become an essential topic for both academics 
and practitioners as blended mobile learning applications have proliferated. This study examines users’ 
sentiment and predicts the review rating of the blended learning platform app using machine learning 
(ML) techniques. The data for this study came from Google Play Store reviews of the Google Classroom 
app. The VADER and AFINN sentiment algorithms were used to determine if the filtered summary sen-
tences were positive, neutral, or negative. In addition, five supervised machine learning algorithms were 
used to differentiate user evaluations of the Google Classroom app into three sentiment categories in 
the current study. According to the results of this investigation, the majority of reviews for this app were 
negative. While all five machine learning algorithms are capable of correctly categorizing review text 
into sentiment ratings, the random logistic regression outperforms in terms of accuracy.
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INTRODUCTION

In today’s fast-paced world, information moves digitally between users, potentially influencing how 
other users interpret an event (Hossain et al., 2021). As a result, understanding public opinion is crucial 
(Daudert, 2021). Because Web 2.0 has given rise to blogs, forums, and online social networks, users may 
now discuss and share their opinions on any topic. They could, for example, express their unhappiness 
with a product they bought, talk about current events, or express their political views. Many applications 
(such as recommender systems), as well as corporate survey analysis and political campaign planning, 
rely on this type of user data (Dang et al., 2020). To put it another way, data is critical to the operation 
of every organization. In order to stay competitive or fall farther behind, data-driven decisions are be-
coming increasingly vital. In today’s world, massive amounts of information may be acquired. However, 
manually acquiring and assessing data is extremely challenging (Aslam et al., 2020), necessitating the 
use of artificial intelligence (AI) to efficiently acquire and analyze large amounts of data. for example, 
1,85,407 users’ data will be acquired and reviewed in the present project, utilizing ML programming, 
which is a subset of AI.

A review is a piece of feedback given by a person who has either bought and utilized the product or 
service, or has had some other engagement with it. Customer feedback that is found on the internet is 
known as user reviews (Hossain and Rahman, 2022). Electronic user reviews are peer-generated product 
assessments and judgements published on a company’s or third-party website such as the Google Play 
Store. User reviews lend weight to a decision and increase confidence in the person making it (Dwidi-
enawati et al., 2020). In addition, Wang et al. (2021) suggested that increasing the quantity and quality 
of assessments increased a company’s profitability. Online evaluations by customers have a significant 
impact on product and service income, according to Chevalier and Mayzlin (2006).

Smartphone applications have grown in popularity over the previous few years (Hassan et al., 2017). 
Mobile applications have tended to enhance people’s capacities to execute daily chores and activities. The 
number of applications downloaded from app stores rises in lockstep with the number of smartphones 
in use throughout the world (Triantafyllou et al., 2020).

App platforms like the Google Play Store and others provide app developers with a one-of-a-kind 
user feedback mechanism in the form of app reviews. The Google Play Store is a digital distribution 
platform run by Google. In addition to apps, it sells other digital items such as e-books, movies, and 
music. Users may discover both paid and free programs in app stores. Paid apps must be purchased 
before they can be used, whereas free apps can be downloaded without charge. The Google Play store 
allows you to download and update apps manually or automatically (McIlroy et al., 2015). Aslam et al. 
(2020) also discussed how developers can keep track of their apps by using ratings and reviews. App 
evaluations include information about the user’s experience, information about issues, suggestions for 
additional features, and a word rating of the app.

Manually classifying app reviews is time-consuming and important for developers. Automatic categori-
sation of app reviews may be beneficial to developers, especially when it comes to promptly addressing 
mistakes. Additionally, much as they do with other online retailers, customers usually read reviews before 
installing an app. Ratings and reviews are linked to sales and download rankings, according to study 
(Finkelstein et al. 2017). Stable multiple ratings are linked to more downloads and sales (Martens and 
Maalej, 2019). Nonetheless, categorizing app user reviews for the purpose of obtaining helpful data for 
app software development is a difficult and diverse problem. It takes a complicated combination of text 
pre-processing, feature extraction, and machine learning approaches to categorize app assessments into 
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specific subjects. Manually reading each review individually was previously not a practical technique 
(Maalej et al., 2016; Aslam et al., 2020). That is, when an app becomes more popular, it receives more 
reviews, making it more difficult to evaluate them. Several earlier researches have developed automated 
feature engineering schemas capable of categorizing reviews based on ratings or general subjects (Tri-
antafyllou et al., 2020; Maalej et al., 2016; Aslam et al., 2020).

Because app reviews are so important in making decisions, both other users and developers may benefit 
from them. There haven’t been any published research on evaluations of blended learning platform apps 
as far as we know. As a consequence, we looked at how users felt while writing and reading blended 
learning platform app ratings in order to forecast how they would rank the app in the present research. 
For this study, we used the Google Classroom app, which is a blended learning platform.

LITERATURE REVIEW

M-Learning and Apps

The incorporation of developing mobile technologies into the education area is becoming more com-
mon (Tu et al., 2020). The widespread availability of a variety of low-cost and powerful mobile devices 
has opened up new possibilities for moving the educational process away from traditional classrooms 
and toward personalized learning settings of “virtual location” and “negotiated time” (Zou et al., 2018). 
Smartphone applications (sometimes known as mobile apps or just apps) have been gaining traction as 
educational tools to supplement traditional teaching and extend learning beyond the classroom (Tu and 
Hwang, 2018). It is hoped that by using mobile apps, the difficulty of traditional classrooms can be greatly 
reduced (Tu et al., 2020). According to RnRMarketResearch.com (April 2015), the global market for 
mobile learning applications (apps) would rise from US$7.98 billion in 2015 to US$325 billion by 2025, 
with a compound annual growth rate (CAGR) of more than 7%. The largest growth rates are expected 
in North America, Europe, and the Asia-Pacific area throughout this time period. Furthermore, nearly 
47% of corporations throughout the world are currently employing mobile devices for online training.

Mobile computing devices help to personalize M-learning (Wang et al., 2019; Herrington & Her-
rington, 2007; Gikas & Grant, 2013; Valk et al., 2010). A mobile learner (m-learner) can gain information 
at any time and from anywhere by using wirelessly linked mobile computing equipment. M-learning has 
become commonplace due to the rapid growth and market penetration of mobile computers (Motiwalla, 
2007). Mobile content production, E-books, portable learning management systems (LMS), video-based 
courseware, and a variety of m-learning apps created specifically for mobile devices are all examples of 
m-learning (e.g. dictionaries, language learning, image editing, and math games) (Wang et al., 2019).

The sector of m-learning apps is very competitive due to its enormous development potential. M-
learners already have access to a vast array of providers and learning alternatives, many of which are 
free. Effective and profitable m-learning applications must take use of the benefits of mobile technol-
ogy while also employing the most appropriate and effective pedagogies (Wang et al., 2019). However, 
nothing is known about how learners feel about m-learning apps. As a result, the purpose of this study 
was to look at the learners’ feelings and how to predict review ratings for an m-learning app.

How we educate in the classroom is continually changing and evolving as a result of technological 
advancements. Millennials and digital natives are today’s students, who seem to incorporate technology 
into every area of their life. They are, nevertheless, digital immigrants with varying levels of technology 
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proficiency (Kumar & Bervell, 2019). According to Margaryan et al. (2011), millennials do not adapt as 
quickly to new technologies in the classroom as we might expect. As a result, how they adopt these tools 
has a direct impact on their behavioral intent and the learning process’ success (Esteban-Millat et al. 
2018). The Learning Management System (LMS) software, which is believed to be the most extensively 
used educational technology tool in higher education, is one such disruptive instrument (Abazi-bexheti 
et al. 2018). Moodle, Blackboard, Edmodo, Schoology, Sakai, and Google Classroom are examples of 
LMS. Among them, Google Classroom has recently grown in popularity, relevance, and adoption as the 
most widely used tool in higher education (Jakkaew and Hemrungrote 2017; Kumar & Bervell, 2019). 
It is a free web-based learning management platform that lets anybody with a Google account to cre-
ate and administer classes online. Gmail, Google Drive, Google Docs, Google Calendar, and Google 
Hangout are all part of the G Suite for Education, which hosts and allows parallel use of its other web-
based applications such as Gmail, Google Drive, Google Docs, Google Calendar, and Google Hangout 
for collaborative learning across devices, primarily mobile. As a result, it is extremely convenient and 
suitable for mobile learning (Kumar & Bervell, 2019). Additionally, the purpose of Google Classroom is 
to eliminate paper work, exchange materials, increase teacher-student communication, and successfully 
manage classrooms with a large number of students (Jakkaew and Hemrungrote 2017). Also, Google 
Classroom is more useful than other LMS since it is available as a free mobile app, is simple to use, 
trustworthy, and provides a platform for network community with a user experience that resembles that 
of Facebook (Kumar & Bervell, 2019). As a result, in this study, we chose the Google Classroom app 
to analyze user sentiment and predict review rating.

Sentiment Analysis

User reviews are the most well-known and widely-used application of sentiment analysis. Many sorts 
of machine learning algorithms are utilized to analyze the feedback or reviews (Nasreen Taj & Girisha, 
2021). Sentiment analysis has been used to analyze educational data (Ali et al., 2020), drug-related data 
(Basiri et al., 2020), and transportation-related data (Ali et al., 2020).

Sentiment analysis is a fast-emerging study topic as a result of the massive increase of digital infor-
mation (Hossain and Rahman, 2022). In today’s artificial intelligence era, sentiment analysis is one of 
the most essential methods for collecting emotion data from enormous volumes of data (Kumar et al., 
2020). Sentiment analysis is a type of natural language processing (NLP) that uses machine learning 
techniques to evaluate text (Feizollah et al., 2019; Hossain and Rahman, 2022). Sentiment analysis seeks 
to understand how emotions are conveyed in texts. Sentiment analysis (SA) is a technique for determining 
whether emotions expressed in texts are positive, neutral, or negative toward a topic (Daudert, 2021). In 
essence, SA is a natural language processing-based strategy for understanding and comprehending hu-
man emotions (Yue et al., 2019; Pak & Paroubek, 2010). Sentiment analysis has grown into a powerful 
method for learning about people’s views, with a variety of uses (Dang et al., 2020).

Nasukawa and Yi (2003) created the phrase “sentiment analysis” to define the process of determin-
ing the subjective polarity (negative or positive) and polarity strength (slightly positive, highly positive, 
weakly positive, etc.) of a consumer’s review text, or determining the writer’s attitude. The method of 
extracting emotions, ideas, and feelings from text is called sentiment analysis (Ravi & Ravi, 2015). From 
consumer happiness to political ideals (Ravi & Ravi, 2015; Borg and Boldt, 2020; Mäntylä et al., 2018), 
the field has applications.
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The term “sentiment analysis” is a broad term that covers a wide range of issues. Sentiment analy-
sis, for example, can encompass sentiment classification, subjectivity classification, and opinion spam 
identification, among other things. Other components of sentiment categorization, such as polarity de-
termination, ambiguity resolution, and others, are also covered (Ravi & Ravi, 2015). The introduction of 
a massive supply of opinionated data via the internet, as well as its wide range of applications in many 
parts of life, has resulted in a recent explosion in popularity for sentiment analysis (Garay et al., 2019). 
Sentiment analysis is a branch of NLP that categorizes the polarity of a text’s conveyed attitude (for 
example, positive, negative, or neutral) (Amin et al., 2019). The assessment theory is a psychological 
theory that explains why individuals express themselves in the manner they do.

Based on Systemic Functional Linguistics (SFL), Appraisal Theory focuses on how language trans-
mits positive or negative assessments as well as how attitudes and emotions define interpersonal offers 
and propositions (Barcena et al., 2020; Martin and White, 2005). Furthermore, appraisal theory is a 
theoretical framework utilized in SFL to distinguish between various forms of evaluative statements 
(Martin and White, 2005). It sees meaning as a collection of decisions made by the speaker or writer, 
and it shows how these decisions are represented in the SFL lexicon and syntactic structure of evaluative 
writing (Halliday and Matthiessen, 2004). According to appraisal theory, emotions are produced by our 
judgments (appraisals or estimations) of experiences that provoke various reactions in different people. 
To put it another way, our evaluation of a situation triggers an emotional, or affective, reaction (Scherer 
et al., 2001). Syntactic structure, despite its complexity, may be investigated via the lens of a local gram-
mar since it is affected by a variety of unique overlapping issues outside the scope of evaluation theory. 
Local grammars explain the patterns that emerge when linguistic events occur at random in a text and are 
articulated with a variety of linguistic resources. Appraisal theory and local grammar specify the func-
tions of an assessment statement. Appraisal theory describes how languages interact with one another 
by informing the reader how they feel (or think) about things and people. It is an interpersonal meaning 
notion used to mediate interpersonal connections by telling the reader how they feel (or think) about 
things and people (Widyaningrum et al., 2019; Read and Carroll, 2012). Although Appraisal Theory 
has been used to examine reviewer sentiment, it has not been utilized to assess the sentiment of blended 
learning platform app users, especially how they feel when writing reviews.

The majority of sentiment analysis (SA) research analyzes subjective data from internet reviews. 
These surveys provide a quick snapshot of public sentiment about a certain institution or product, such 
as a hotel. For example, Kanna and Pandiaraja (2019) studied consumer sentiment in product reviews, 
whereas Al Ajrawi et al. (2021) studied customer review star ratings sentiment analysis. Instead of re-
viewing reviews manually, SA analyzes them and provides timely information using machine learning 
(ML) technology. In recent years, a slew of machine learning-based sentiment analysis techniques have 
been introduced. The most commonly used technique for sentiment analysis is polarity detection (Han et 
al., 2018). Supervised learning techniques and lexicon-based learning methods (unsupervised learning 
methods) are the two types of learning methods available (Saif et al., 2016; Jurek et al., 2015). Consumer 
reviews have been employed in a number of recent studies to gauge customer attitudes (Feizollah et al., 
2019; Luo and Xu, 2021; Mostafa, 2020; Mostafa, 2019; Mostafa, 2018), but reviews of blended learn-
ing platform apps have yet to be explored. Thus, we employed two lexicon-based unsupervised learning 
approaches to evaluate the sentiment of users of a blended learning platform app and five supervised 
learning methods to predict review rating in the current study.
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Research Questions

A few questions about user reviews of the blended learning platform app have yet to be answered. Although 
such inquiries are required for a blended learning platform app to learn about its users’ viewpoints, in 
these proposals, we’re particularly interested in finding answers to the four research questions listed below.

Lexicon-based Sentiment Analysis Approaches

The two primary methods for conducting sentiment analysis with text mining tools are lexicon-based 
and corpus-based sentiment analysis (Hossain and Rahman, 2022; Miao et al., 2010). In contrast, the 
corpus-based approach for determining sentiment orientation is rarely used in research. In both circum-
stances, whether the two approaches outlined above are based on a pre-defined expert vocabulary or a 
corpus of subjective phrases, the sentiment score is generated by comparing the phrase supplied against 
an expert-defined dictionary entry. Various lexicons are available for sentiment analysis (Hossain and 
Rahman, 2022; Preethi et al., 2015); lexicon-based techniques are straightforward to implement, and they 
have been used in several recent and comparable investigations (Hossain and Rahman, 2022; Machová 
et al., 2020; Yang et al., 2020). Using lexicon-based methodologies to analyze emotions has a number 
of advantages, which embrace the following: (i) lexicon-based approach is cross-domain well-matched 
and ideal for social media material; (ii) it entails no training instances; and (iii) it can read the sentiment 
of a text containing emoticons, slang, capital letters, conjunctions, punctuation, and other quirks. As a 
result, Afinn and VADER sentiment algorithms, both lexicon-based machine learning techniques, were 
employed in this investigation.

Finn Rup Nielsen designed Afinn, a simple yet widely used sentiment analysis vocabulary. Afinn 
uses a wordlist technique to analyze sentiment, which comprises around 3300 words, each with a polarity 
score ranging from -5 (the highest total for negative emotion) to 5 (the highest total for positive emotion) 
(the highest score for positive sentiment). The AFINN object’s Score () function accepts a sentence and 
returns a score. which may be received a positive, neutral, or negative score.

The AFINN lexicon, which is unquestionably one of the most fundamental and extensively used 
lexicons for sentiment analysis, has been utilized in previous studies (Tan and Guan, 2021; Vashishtha 
& Susan, 2020; Kim and Chung, 2020). After examining the results of the fuzzy technique on three 
benchmark datasets: the hotel reviews dataset, the polarity movie dataset by Pang and Lee (2008), and 
the IMDB dataset, Vashishtha and Susan (2020) determined that the AFINN lexicon has the highest ac-
curacy. Furthermore, one of the objectives of the study is to categorize consumers’ emotions into three 
groups: good, negative, and neutral. Another aim is to figure out which customers have the most positive 
opinions and which have the most negative opinions. As a result, the AFINN lexicon was employed in 
this inquiry.

On the other hand, VADER is a reviewer sentiment analysis tool that has been fine-tuned to recognize 
emotions on social networking sites using language and parsimonious criteria. Popular social media 
terms, acronyms, slang, gestures, and emojis are all understood by the VADER emotion lexicon (Pano 
and Kashef, 2020). The frameworks outperformed human raters on Twitter data. In addition, VADER 
sentiment fared similarly well or better than seven other sentiment analysis lexicons (Hutto and Gilbert, 
2014). It’s frequently faster than supervised machine learning algorithms since it doesn’t require any 
training. VADER sentiment creates an emotion score vector for each sentence that contains negative, 
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neutral, positive, and compound polarities for each sentence. As a result, in our inquiry, we used the 
VADER vocabulary.

Users’ tweets about online learning (Mujahid et al., 2021), tweets (Bhaumik and Yadav, 2021), news 
(Nemes & Kiss, 2021), and stock market (Oliveira et al., 2016) were among the sectors where lexicon-
based techniques were used to extract a score from textual data and identify the most positive and nega-
tive sentences, but not in blended learning platform app reviews. As a consequence, we employed two 
lexicon-based algorithms to determine sentiment ratings and the top positive and negative reviews in 
the current study.

We’d want to use our research to find answers to the following research questions:

(a)  How do lexical tools rate in the Google Classroom app reviews?
(b)  How could we discover the most vehemently negative and positive evaluations of Google Classroom?

Length and Rating of the Review

According to Zeelenberg and Pieters (2004), when people are consuming with others, they are more 
likely to show negative feelings (such as unhappiness or rage). Unhappy customers are more inclined to 
share their unhappiness with others by submitting a negative review. Bad is more potent than good when 
it comes to grabbing attention (Fors Brandebo et al., 2016). Negative experiences, sentiments, and facts 
carry more weight and have a higher impact than good information, emotions, or similar situations in 
general (Baumeister et al., 2001). Additionally, significantly unfavorable feedback has a higher influence 
on brand impressions than slightly negative or exceptionally positive product reviews. These events are 
referred to as the “negativity effect” or “negativity bias” (Lee et al., 2009). According to Rodrguez-
Hidalgo et al. (2015), negative feelings exceed pleasant feelings in web posts.

According to this argument, negative emotions are more likely to develop longer written connec-
tions in online evaluations, similar to how negative emotions speed up spoken exchanges in face-to-face 
conversations (i.e., resulting in longer and more extensive verbal exchanges). As a result, if someone is 
unhappy with a product or a brand, they are more inclined to tell others about it (Ghasemaghaei et al., 
2018). Consumers who have had a negative experience with a product or service are more willing to share 
their thoughts and feelings with others. Hence, negative feedback in the form of online user evaluations 
is more likely to be lengthier than positive input (Jiménez-Zafra et al., 2017).

From January 2012 to December 2015, Ghasemaghaei et al. (2018) used database scraping technolo-
gies to evaluate a panel dataset of learner evaluations for house, auto, and life insurance, finding that 
lengthier review content was related to lower review ratings. In this study, we also want to see if there’s 
a relationship between review duration and emotion classifications. With the results of our study, we’d 
want to answer the following research question:

(c)  Does the length of a review of the Google Classroom app influence its rating?

Performance of Machine Learning Models

Furthermore, the support vector machine (SVM) shows remarkable efficiency and precision in the major-
ity of supervised learning-based research. Gul (2021) claimed that SVM had the highest classification 
accuracy when it came to determining the kind of spillway. Mullen and Collier (2004) introduced a senti-
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ment classification method based on SVMs that allocated values to phrases and words before merging 
them to construct a text classification model. The efficacy of supervised machine learning algorithms 
for sentiment categorization in the movie domain was investigated by Pang et al. (2019), who discovered 
that the SVM technique beats the Naive Bayes method.

According to Ye et al. (2009), who used a controlled tool to discover sentiment learner ratings on 
traveler review websites, the SVM beat the Nave Bayes technique. An SVM-based sentiment analysis 
prediction was created by Preethi et al. (2015). They claim that SVM has the following benefits: (a) 
It is resistant to overfitting, (b) it can handle large feature regions, and (c) it is very good at extracting 
attitudes and even predicting knowledge from large social media datasets.As a result, in this study, we 
use five machine learning approaches to predict Google Classroom app users’ attitudes (SVC, logistic 
regression, k-neighbors classifier, random forest classifier, and decision tree classifier), and we want to 
see how well each model works in the context of the Google Classroom app.

To acquire an answer to the following research question, we’d want to create a new query:

(d)  Which machine learning models are more accurate in predicting user ratings for Google Classroom 
apps?

METHOD

Google Play, formerly known as the Android Market and now known as the Google Play Store, is a 
Google-owned and operated digital distribution platform. It serves as the official app store for certified 
Android and Android-based devices as well as Chrome OS, allowing users to browse and download apps 
built using Google’s Android software development kit (SDK). Customer purchase decisions are heavily 
influenced by online reviews (von Helversen et al., 2018). Users may leave a review and a star rating on 
any app in the Google Play store (https://play.google.com/store/apps) to share their personal experience 
with it (low to high satisfaction). In the app stores, each app has its own page. The app’s title, developer, 
star rating, description, comparable applications, upload date, user reviews, thumbnails, video previews, 
and a download link are all included on the page (McIlroy et al., 2015). We chose Google Classroom 
(id = com.google.android.apps.classroom) as the most popular blended learning platform app in this 
survey. This is a free service available to schools, non-profits, and anybody with a Google account. The 
classroom makes it simple for students and teachers to communicate both within and outside of the 
classroom. The Classroom helps you establish courses, distribute assignments, communicate, and stay 
organized while saving time and paper. In this study, the Google-play-scraper module in Python was 
used to collect all reviews, as well as the name of the reviewer, the date, and the number of likes for each 
review. As a consequence, the TF-IDF (Term Frequency Inverse Document Frequency) vectorizer was 
used to convert text into an acceptable numerical representation after eliminating punctuations, stopwords, 
and missing values from user evaluations. After the data was sanitized, the feelings of consumers were 
analyzed using AFINN Sentiment and VADER (Valence Aware Dictionary for sEntiment Reasoning), 
two lexicon-based intrinsic Python programming tools.

The emotions of the users were assessed based on the rating stars they gave when submitting their 
review message. Assuming the reviewers gave negative sentiments 1 and 2 stars, happy feelings 5 and 
4 stars, and neutral feelings 3 stars, we generated a score of -1 for negative sentiment (1 and 2 stars), 0 
for neutral sentiment (3 stars), and 1 for positive sentiment (5 and 4 stars).
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Finally, five machine learning models were used to predict users’ sentiments regarding the Google 
Classroom app: SVC, logistic regression, k-neighbors classifier, random forest classifier, and decision 
tree classifier. In addition, accuracy, precision, recall, R squared, and F1-Score were used to evaluate 
the research models’ performance. To evaluate the research findings, Python scripts must be run in a 
Jupyter notebook after importing the necessary machine learning packages such as pandas, seaborn, 
wordcloud, Afinn, and vaderSentiment.

RESULTS AND DISCUSSION

Table 1 shows the number of app reviews in proportion to the number of stars. Positive reviews received 
four and five stars, neutral reviews received three stars, and negative reviews received one and two stars. 
According to our analysis of 185,407 Google Classroom app reviews, 51 percent of reviewers have a 
bad impression of the app, 44.56 percent have a favorable opinion, and just 4.43 percent have a neutral 
opinion (shown in Table 2).

Using the def word count (text string) function, we calculated the average number of words in the 
review text for each emotion type, finding that negative sentiment has 8.904 words, neutral sentiment 
has 16.17 words, and positive sentiment only has 7.16 words (presented in Table 3). As a consequence, 
we’ve determined that longer review material correlates with neutral sentiments. This shows that neu-
tral app users are more inclined to share their ideas with others and write more words in their Google 
Classroom app evaluations than both pleased and dissatisfied app users.

Table 1. Number of google classroom app reviews against review star

Score Number of reviews

1 88170

2 6391

3 8220

4 11331

5 71295

Table 2. The number and percentage of Google Classroom App Reviews in relation to various types of 
sentiments

Sentiment Reviews %

Negative 94561 51.00

Positive 82626 44.56

Neutral 8220 4.43

Total 185407 100.00
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In this study, the polarity scores for 1,85,407 instances were calculated. The polarity ratings in the 
AFINN Sentiment Lexicon varied from -48 to 42 (as shown in Table 4) for negative sentiments, with a 
mean value of -1.07, and from -28 to 21 for neutral feelings, with a mean value of 1.41. Positive feelings 
range from -69 to 64, with a mean score of 2.54. Tables 5 and 6 show the top ten positive and negative 
review messages, respectively. Although a machine learning system might show the complete review 
text, we simply presented one line of each text from the entire review.

According to Table 7, the mean polarity score for unfavorable emotions for VADER positive was 
0.065, -0.3 for VADAR negative, 0.635 for VADAR neutral, and -0.223 for VADER compound. The 
mean polarity score for neutral emotions was 0.266 for VADAR positive, 0.064 for VADAR negative, 

Table 3. In relation to various types of sentiments, the average word count, Afinn score, and Vader score

sentiment word_count afinn_score vader_neg vader_neu vader_pos vader_compound

Negative 8.904199 -1.07454 0.3001 0.63482 0.065081 -0.22269

Neutral 16.16971 1.409002 0.064837 0.669527 0.265635 0.197927

Positive 7.158037 2.547358 0.018878 0.477998 0.503124 0.42976

Table 4. AFINN score statistics in relation to various types of sentiments

sentiment count mean std min 25% 50% 75% max

-1 94561.0 -1.074544 2.357611 -48.0 -3.0 0.0 0.0 42.0

0 8220.0 1.409002 2.602818 -28.0 0.0 1.0 3.0 21.0

1 82626.0 2.547358 2.310335 -69.0 1.0 3.0 3.0 64.0

Table 5. Top 10 google classroom negative reviews based on afinn score

content afinn_score

181779 I hate it I hate it I hate it I hate it I hate it I hate it I hate it I hate it I hate it I hate... -48

109365 Bad bad bad bad bad bad bad bad bad bad bad this is the app that gave me depression and suicidal... -35

141274 worst worst worst appp in the world so bad bad bad bad .Does not uploads assingment files.I got ... -30

103067 Terrible, putrid, awful, detrimental, horrid, infuriating, substandard, inept, unpleasant, abomi... -30

133502 Thank you for your time and lack of water and sewer line and we will be in a bad to redirect htt... -28

167578 Bad bad bad bad bad bad bad bad bad -27

98465 Very bad app, worst, bad bad bad bad bad bad, ekdomm faltu, ke banay eto baaler jinish, saala Co... -24

8494 It’s totally not worth it, racist, classist, sexist, homophobic, transphobic, islamophobic, disg... -24

163453 Bad bad bad bad bad bad bad when I want to remove something it say something went wrong try 
agai... -22

154197 BAD BAD BAD BAD BAD BAD DO NOT PUT ON YOUR PHONE IT GIVES IT A VIRUS IM 
HAVING TO GET A NEW PHON... -21
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0.67 for VADAR neutral, and 0.2 for VADAR compound, whereas the mean polarity score for positive 
emotions was 0.503 for VADER positive, 0.02 for VADAR negative, 0.478 for VADAR neutral, and 
0.43 for VADER compound.

Finally, Table 8 shows the performance ratings of several models. SVC, logistic regression, k-neighbors 
classifier, random forest classifier, and decision tree classifier accuracy scores were 83.80, 84.099, 76.917, 
83.605, and 80.022, respectively. Based on the data, all of the models successfully detect users’ review 
texts; nevertheless, logistic regression produces the best result. Furthermore, the ratio of true positives to 
all positives for the SVC, logistic regression, k-neighbors classifier, random forest classifier, and decision 
tree classifier was 0.816, 0.822, 0.748, 0.811, and 0.791, respectively, for the SVC, logistic regression, 
k-neighbors classifier, random forest classifier, and decision tree classifier. SVC, logistic regression, k-
neighbors classifier, random forest classifier, and decision tree classifier all have recall scores of 0.838, 
0.841, 0.769, 0.836, and 0.818, respectively. Furthermore, our research discovered that, when compared 
to other approaches, logistic regression provides the greatest validity and completeness of data in terms 
of accuracy and recall values. The F1 scores for the SVC, logistic regression, k-neighbors classifier, 
random forest classifier, and decision tree classifier models were 0.821, 0.826, 0.754, 0.818, and 0.795, 
respectively, indicating that logistic regression was more effective than the others. Also, with the lowest 
mean squared error value of 0.498, the logistic regression indicated stronger influence efficacy than the 

Table 6. Top 10 google classroom positive reviews based on afinn score

content afinn_score

41209 I am very intelligent but in Corona I stayed at home but this app is very helpful to me thanks t... 64

93564 So nice app I never like this app super super super super super super super super super super su... 50

99654 Uh oh stinky poop hahahahaha poopies funny poopies alalalahahaha funny poop poop funny 
weeeeeee ... 42

120490 TO ALL STUDENTS: Please. Realize how fortunate you are to have the chance to acquire 
knowledge w... 34

104141 Very nice teaching super perfect all is very good that only I will tell ok a is very very super ... 32

147059 This is amazing super very good very good very good very good very good very good all of you 
dow... 32

24348 Yes mam is a good friend of the family and she has a very strong family pack and I am sure that ... 31

19318 Great experience I have about this is amazing app I may like to use this app further and I will ... 31

41432 The ek h, and the rest is the most important part in a couple more information about your busine... 29

169113 This app is the best of them all what I like about it most is that you can keep in touch with yo... 29

Table 7. AFINN and VADER scores statistics in relation to various types of sentiments

sentiment afinn_score vader_neg vader_neu vader_pos vader_compound

-1 -1.07454 0.3001 0.63482 0.065081 -0.22269

0 1.409002 0.064837 0.669527 0.265635 0.197927

1 2.547358 0.018878 0.477998 0.503124 0.42976
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others. The results show that logistic regression is the most efficient machine learning model for clas-
sifying user evaluations of the Google Classroom app.

APPLICATIONS

Learning app creators, in particular, must be conscious of their customers’ emotions. Because there is 
so much user-generated material, precise approaches for evaluating and distinguishing viewpoints are 
required. App developers may leverage users’ psychological perspectives to improve their programs, 
and users can make rapid judgments about whether or not to install apps based on this knowledge. By 
providing a foundation of information on the sentiment of learning app evaluations, our research will as-
sist both creators and consumers of learning applications. Furthermore, professionals will benefit greatly 
from this research. It’s difficult to overlook the commercial applications of sentiment analysis. Sentiment 
analysis in the workplace has the potential to transform how companies function. The capacity to extract 
significant insights from unstructured data is critical for a data-driven organization to prosper. In today’s 
internet era, when businesses are suffering from data overload, companies may have a significant amount 
of client comments collected (which does not always equal better or deeper insights). People are still 
finding it challenging to manually review it without making mistakes or being biased. As a result, our 
findings may be applicable to a wide range of apps, not only learning apps.

Users who are neutral or dissatisfied also leave lower review scores and write lengthier reviews, indi-
cating that they are more inclined to inform others about their emotions of neutrality or dissatisfaction. 
As a consequence, when confronted with a large number of complaints to examine and reply to, app 
developers may opt to focus on the longer reviews in order to figure out why customers are dissatisfied 
with their services. They’d be able to respond to unfavorable input faster, reducing the harm they could 
do to their organization.

Finally, logistic regression provides the greatest accuracy score for estimating user sentiment of 
blended learning apps, according to our research. As a result, learning app developers may be able to 
use logistic regression to acquire the best outcomes when assessing user behavior toward their products 
and services. Understanding consumer behavior may be a critical success factor in today’s competitive 
business environment. This will assist companies in developing new strategies while operating in a fast-
paced environment. The findings of the study, which can be tweaked and applied to a variety of problems, 
might help merchants as well as service industries like banking and healthcare.

Table 8. Performance of machine learning models

Model accuracy precision recall f1_score mean_squared_error

SVC 83.80 0.816 0.838 0.821 0.513

Logistic Regression 84.099 0.822 0.841 0.826 0.498

KNeighborsClassifier 76.917 0.748 0.769 0.754 0.782

RandomForestClassifier 83.605 0.811 0.836 0.818 0.519

DecisionTreeClassifier 80.022 0.791 0.800 0.795 0.607
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CONCLUSION AND LIMITATIONS

App evaluations might be a valuable, one-of-a-kind source of data for software engineering teams, 
expressing genuine users’ perspectives and needs. Potential customers read reviews before download-
ing an app, much like they do when buying other goods on the Internet.However, classifying app user 
evaluations in order to acquire useful data for app software development is a challenging and varied 
challenge. To classify app ratings into particular subjects, a complex mix of text pre-processing, feature 
extraction, and machine learning algorithms is necessary. Previously, manually reading each review was 
not a viable option. That is, when an app’s popularity grows, it receives more reviews, making it more 
difficult to assess it. Machine learning approaches capable of classifying reviews and predicting user 
ratings in a short amount of time are examples of automated feature engineering schemas.

We used different machine learning algorithms to examine reviewers’ attitudes for the Google Class-
room app in the current study because of the relevance of app reviews. Initially, we analyzed sentiment 
using lexicon-based techniques such as AFINN Sentiment and VADER Sentiment, and our findings 
revealed that the majority of shopping app evaluations were unfavorable. We were able to identify the 
top ten negative and positive reviews, as well as the link between review text length, review rating, 
and emotion, using lexicon-based approaches. In this study, we discovered that longer review content 
is associated with neutral feelings. This demonstrates that neutral app users are more likely than both 
delighted and unsatisfied app users to share their opinions with others and write more words in their 
Google Classroom app ratings. According to our statistics, 51% of reviewers have a negative opinion 
about Google Classroom applications, 44.56 percent have a good attitude, and only 4.43 percent have a 
neutral attitude. Finally, we discovered that all five machine learning algorithms (SVC, logistic regres-
sion, k-neighbors classifier, random forest classifier, and decision tree classifier) can reliably predict 
user review scores, with logistic regression outperforming the others.

There are several flaws in our investigation. Because the dataset employed in this study is limited, 
the results have suffered. To determine the findings’ generalizability, more research is needed across 
a variety of sites, including the Apple App Store, the Galaxy Store, and others. Future research on the 
Google Classroom app might collect and compare data from a variety of sources.

Furthermore, our findings suggest that reviews may be classified using both supervised and unsu-
pervised machine learning techniques. However, temporal and location-based features have yet to be 
examined, meaning that attitudes may be influenced by assessments from diverse geographical regions 
and cultures. It may be a study issue to investigate in the future in order to enhance the review clas-
sification findings. It could also be interesting to test the linked approaches with a larger sample from 
other countries.

Finally, an illicit market for false app reviews has emerged, with the goal of assisting app creators 
in improving their ratings and standings in app stores. In our study, we did not utilize any phony app 
reviews to exclude them, but future researchers should do so in order to obtain more credible results.
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KEY TERMS AND DEFINITIONS

App: A mobile application, often known as a mobile app or just an app, is a computer program or 
software application that runs on a mobile device such a tablet, phone, or watch.

Blended Learning Platform: Is a set of hardware, software, scheduling, and logistics that make up 
a learning program that includes online training or technology-assisted teaching.

Emotion Analysis: Also known as sentiment analysis is a method of analyzing people’s feelings. 
Natural language processing (NLP), biometrics, text analysis, and computational linguistics are used to 
identify, quantify, extract, and investigate emotional states and subjective data.

Lexicon-Based Sentiment Analysis: A method of evaluating a document by aggregating the senti-
ment scores of all the words in the text, which is done using a sentiment lexicon that has already been 
produced.

M-Learning: Also known as mobile learning, is a type of distance education that allows students to 
study in numerous situations through social and content exchanges on personal electronic devices such 
as smartphones.

Machine Learning: Is a sort of data analysis that uses artificial intelligence to automate the process 
of developing analytical models. It’s a branch of AI based on the premise that robots can learn from data, 
discover patterns, and make judgments with little or no human involvement.

Review: A comment made by a customer who has bought and utilized the goods or service, or has 
had contact with it. User reviews are a type of user feedback seen on the internet.
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ABSTRACT

The objective of the research is to use machine learning techniques to evaluate and predict learners’ 
sentiment toward specialty school. The current study used the Yelp website’s reviews to obtain data on 
specialty schools after filtering. Following cleaning, the filtered summary sentences were rated as posi-
tive, neutral, or negative sentiments using the AFINN and VADER sentiment algorithms. In addition, to 
split learner ratings of specialty schools into three sentiment categories, the current study also used four 
supervised machine learning techniques. The majority of ratings for specialty schools were favorable, 
according to the findings of the present study. Furthermore, while all of the techniques (decision tree, 
K-neighbors classifier, logistic regression, and SVM) can accurately classify review text into sentiment 
class, and SVM outperforms in terms of high accuracy. Specialty educational institutes will be able to 
better understand learners’ psychological sentiments based on the findings of the study, allowing them 
to improve and adjust their services.
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INTRODUCTION

Specialty schools differ from regular schools in that they provide more in-depth coverage of the dis-
ciplines in which they concentrate (Prieto et al., 2019). Secondary schools with expanded coverage of 
particular topics that make up the school’s specialty are known as specialized schools (Walls & Kemper, 
2018). They should not be confused with vocational schools, which aim to provide skills for a specific 
career. Learning should be promoted early and regularly, and specialized technical or vocational skills 
are important to labor market success, according to international consensus (Akhter et al., 2021; World 
Bank Group, 2011). Specialized schools were established in England to enhance choice and encourage 
diversity, and they are a popular choice for parents due to their specialist status (West & Noden, 2000). 
Indeed, specialty schools now account for 88 percent of state-funded secondary schools in England 
(DfES, 2005; Prieto et al., 2019).

Students’ self-expression in activities that are relevant to them is facilitated by the diversified ap-
proach to the creation of the contingent of specialist schools (Lazarev, 1992). The area of specialty 
schools give education in the labor process, as well as in the interaction between students and scientists 
that is developed via academics and extracurricular activities, as well as during periods of individual 
and group initiatives. Many nations have begun educational reforms in recent decades with the goal of 
increasing educational access, promoting equity, and boosting educational efficiency and effectiveness. 
The World Bank’s “Learning for All” Education Sector 2020 Strategy was created with the objective 
of “ensuring that all children not only attend school, but also learn” (World Bank Group, 2011). One of 
the objectives is to foster educational equity, ensuring that all students, not only the most advantaged, 
gain the information and skills necessary for success in life (Prieto et al., 2019; Akhter et al., 2021).

Educational psychology, as an area of study and a focus of psychological research, is a relatively new 
phenomenon that is expanding and being actively contested across the world due to its potential contri-
butions to the educational environment (Ferreira et al., 2016). The field of psychology dealing with the 
scientific study of human learning is known as educational psychology. Individual variations in intellect, 
cognitive development, emotions, motivation, self-regulation, and self-concept, as well as their function 
in learning, may all be understood via the study of learning processes from both cognitive and behav-
ioral perspectives. Most educational psychologists regard their field as a scientific study concerned with 
understanding and improving how people learn a wide range of talents via formal classroom instruction 
(Snowman, 1997; Jones et al., 2019). Physiological arousal, psychological evaluation, and subjective 
experiences combine to create our emotional states. The components of emotion are all of these things 
put together. By analyzing user sentiment the emotional psychology of learners can be deduced from 
the supplied reviews (Geng et al., 2020). Which analysis is a form of text mining that extracts certain 
emotional expressions from text in order to predict the human mind, especially a person’s emotional 
condition (Geng et al., 2020; Pang & Lee, 2008).

Due to various stakeholders in education and data availability, present research on sentiment analysis 
techniques in educational contexts is significantly lagging behind in comparison to other sectors (e.g., 
business, social networks). Sentiment analysis is becoming increasingly popular as a subfield of natural 
language processing. In the context of teaching assessment, sentiment analysis may assist educators in 
quickly discovering students’ real sentiments about a course and accurately and timely adjusting the 
teaching plan to improve the quality of education and teaching (Zhai et al., 2020). The appraisal theory 
may be used to describe the psychology underlying users’ sentiments.
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In Systemic Functional Linguistics (SFL), appraisal theory is a theoretical framework for recognizing 
distinct forms of evaluative expression (Moors et al., 2021; Martin and White, 2005). It views meaning 
as a series of choices made by the speaker or writer, and it describes how these choices are represented 
in the SFL tradition’s lexicon and syntactic structure of evaluative writing (Halliday and Matthiessen, 
2004). According to appraisal theory, emotions are derived from our judgements (appraisals or estimates) 
of events that elicit various reactions in different persons. In essence, our evaluation of a situation causes 
an emotional, or affective, reaction that is based on that evaluation (Grundlingh, 2018; Scherer et al., 
2001). Although syntactic structure is complex, it may be seen via the lens of a local grammar since it 
is influenced by a variety of other overlapping concerns beyond the scope of evaluation theory. Local 
grammars explain the patterns that linguistic occurrences use when they arise at random within a text 
and are articulated using a range of linguistic resources. To specify how an assessment statement acts, 
appraisal theory and local grammars operate together. Appraisal theory essentially describes how a lan-
guage communicates with one another (Moors et al., 2021; Read and Carroll, 2012; Widyaningrum et 
al., 2019; Appraisal theory is a concept of interpersonal meaning that is used to mediate interpersonal 
connections by telling the reader how they feel about things and people (Grundlingh, 2018; Widyanin-
grum et al., 2019).

Sentiment analysis is a fast-growing research topic as a result of the huge rise of digital data in order 
to understand the psychological emotions of learners toward businesses and their products and services 
(Geng et al., 2020). One of the most significant methods for collecting emotion information from vast 
volumes of data in today’s artificial intelligence age is sentiment analysis (Hossain and Rahman, 2022; 
Kumar et al., 2020). During the last two decades, sentiment analysis, also known as opinion mining, has 
gained prominence as a sub-field of text analytics that deals with the computer processing of subjectiv-
ity and opinion in texts (Jena, 2020; Yadav et al, 2020). Sentiment analysis has become an important 
technique for monitoring and understanding reviewer sentiment as learners express their thoughts and 
feelings more freely on review sites than ever before. Sentiment analysis is a technique for determining 
if a text has positive, neutral, or negative feelings (Geng et al., 2020). Businesses frequently use it to 
assess brand reputation, analyze sentiment in social data, and learn more about their consumers. Senti-
ment analysis is a technique for determining people’s feelings on a topic.

A review is a piece of feedback given by a consumer who has purchased and used the product or 
service or has made contact with it. On the internet, user reviews are a form of learner feedback. Elec-
tronic user reviews are peer-generated product ratings and assessments placed on the organization’s or 
third party’s websites. Learner reviews give extra support for a decision and increase confidence in the 
decision maker (Dwidienawati et al., 2020; Geng et al., 2020). Furthermore, Wang et al., (2021) stated 
that the volume and rating of reviews improved organizational profitability. According to Chevalier and 
Mayzlin (2006), learners’ online reviews have a significant impact on product and service earnings.

People who have recently purchased items or services from Yelp-listed businesses may write a re-
view and award a star rating from 1 to 5 stars (low to high pleasure) on the Yelp platform (yelp.com). 
In Yelp, there are also several educational institutions, including specialist schools, where users may 
write and/or rate reviews. A potential customer (the reviewee) would then go to the yelp page, read the 
review, and rate both the informational (e.g., star rating) and normative (e.g., star rating) elements of the 
review (e.g., statement quality, recommendation framing) (Meek et al., 2021; Eslami et al., 2018). This 
twofold processing of the learner review affects the readers’ impression of the review’s value and their 
subsequent action, which might range from liking the review (clicking “Like”) to opting to buy the items 
and services. As a result, the essential characteristics of online reviews that impact a learner’s feeling of 
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usefulness play an important role in influencing consumer behavior (Ghosh, 2018; Meek et al., 2021). 
Learners read reviews and evaluate other learners’ star ratings while deciding whether or not to buy.

Furthermore, Yelp does not provide ratings based on products or services; rather, it gives reviews 
based on categories, which include a few organizational tags like “education” and “specialty schools.” 
In the Yelp database, there are several sorts of specialty schools. These include art schools, CPR classes, 
bartending schools, cheerleading, cooking schools, childbirth education, cosmetology schools, vocational 
& technical Schools, DUI schools, dance schools, drama schools, traffic schools, swimming lessons/
schools, driving schools, firearm training, surf schools, first aid classes, speech training, ski schools, 
flight instruction, food safety training, language schools, pole dancing classes, massage schools, nursing 
schools, parenting classes, and photography classes (blog.yelp.com). To satisfy the study’s aims, we 
employed a few techniques (explained in the method section) to filter specialty schools-related reviews 
altogether from the original dataset and analyzed the filtered dataset using machine learning techniques 
in the current analysis. Our study’s goals are to (a) investigate specialty school reviewers’ sentiments, 
(b) use lexicon tools to rate review texts for specialty schools, (c) calculate the average number of words 
in reviews for negative, neutral, and positive sentiments, (d) use the lexical-based technique to find the 
association between length of review text and review rating, and (e) predict the feelings of reviewers 
using machine learning approaches.

LITERATURE REVIEW

Learners’ Sentiment

The views of others are quite important while making decisions (Eachempati et al., 2022). The web has 
grown into a great resource for user viewpoints across a wide range of issues as a result of increased 
Internet use. However, the growing volume of opinionated content, along with the complexities generated 
by variations in people’s viewpoints, makes reading all of these evaluations and making an informed 
selection nearly difficult (Derakhshan and Beigy, 2019). As a result, businesses must assess learner 
perceptions of items in order to assess their real performance (Geng et al., 2020). Sentiment analysis or 
opinion mining is a way of computationally classifying and categorizing views conveyed in a piece of text 
to determine whether the writer’s attitude toward a certain subject, product, or other object is positive, 
negative, or neutral (Wang et al., 2022). Sentimental analysis, often referred to as opinion mining, is the 
study of people’s feelings, sentiments, evaluations, perceptions, and emotions about various institutions 
such as commodities, programs, organizations, people, issues, events, and subjects (Preethi et al., 2015).

In recent years, a lot of research has been done on sentiment analysis to develop more effective and 
accurate algorithms. Sentiment analysis’ main objective is to automatically detect biased content in 
documents (Wang et al., 2022; Geng et al., 2020; Rout et al., 2017). Luo and Huang (2011) compare 
positive and negative phrases, collecting data from the internet and manually marking sentiment, which 
requires a lot of time and work. For sentiment analysis of Chinese texts, Liu et al., (2010) developed 
a rule-based technique based on BaseLine and Support-vector machine (SVM), in which a sentiment 
word dictionary captures the overall document polarity of particular words and modifies it according 
to background detail. In this study, we analyzed reviewers’ attitudes about specialty schools using two 
lexicon-based methods. As a result, it’s critical to comprehend how people react to specialist schools. 
Despite this, there has never been a research that examines and predicts consumers’ attitudes about 
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specialist schools. To fill the gap, we use AFINN and VADAR lexical tools to assess learner attitudes 
toward specialist schools and machine learning approaches to forecast sentiments.

Lexicon Based Sentiment Analysis

In our research, we employed AFINN and VADER sentiment, two prominent lexicon-based sentiment 
analyzers to analyze the review sentiment of specialty schools. Lexical tools are highly popular in the 
field of Sentiment Analysis because they provide a resource that clearly contains emotional data. Senti-
ment lexica are commonly used to estimate polarity by comparing the sentiment polarities of terms in 
a text to their lexicon sentiment polarities (Hossain and Rahman, 2022). Given the subjective nature of 
sentiment analysis, sentiment words are a key predictor of sentiment polarity. Positive adjectives like 
good, lovely, and brilliant may be used to express positive attitudes, whereas negative words like bad, 
worst, and disastrous can be used to express negative attitudes. As a result, academics frequently utilize 
sentiment lexicons, which gather sentiment words (Araque et al., 2019; Ravi and Ravi, 2015). Borg and 
Boldt (2020) utilized VADER sentiment and a Swedish sentiment vocabulary to incorporate the first 
marking of the e-mails. Two SVM models for extracting and categorizing e-mail sentiment are then 
trained using the e-mail content and sentiment labels. A semantic similarity measure between text terms 
and lexica vocabulary is computed by Araque et al. (2019).

Review Prediction

In this work, we used four machine learning algorithms to predict users’ review ratings: decision tree 
classifier, SVM, logistic regression, and K neighbors classifier.

Decision Tree Classifier

The Decision Tree algorithm is a machine learning technique that is supervised. Unlike most other 
supervised learning algorithms, the decision tree approach may also be utilized to handle classification 
and regression issues (Burke et al., 2020). It trains a decision tree classifier using an unseen instance. A 
decision tree has the benefit of using less data to train and giving the best outcomes in terms of assess-
ment (Panhalkar and Doye, 2021). The decision tree-building algorithms utilize a divide-and-conquer 
strategy to generate a tree. Decision tree models have been used to tackle a variety of real-world issues. 
The training data-derived information is organized in a hierarchical structure with implications and nodes.

This method is straightforward to comprehend due to the way the tree’s production is understood. 
Categorical, numerical, or all sorts of inputs may be accommodated by decision trees (Al-Mashraie et 
al., 2020).

Support-Vector Machine (SVM)

A supervised machine learning model known as a support-vector machine (also known as a support-
vector network) examines data for classification and regression analysis in machine learning (Boser 
et al., 1992). SVM utilizes learning techniques to discover patterns and understand data in the context 
of regression and classification, with kernel functions employed to increase the classifier’s accuracy 
(Zhang et al., 2021). SVM’s ability to map inputs using linear and nonlinear classification effectively 
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employing kernel functions such as linear, longitudinal, logarithmic, and sigmoid parameters is one of 
its most important characteristics (Ganaie et al., 2021).

Logistic Regression

A mathematical approach for determining the relationship between input and output variables is logistic 
regression in regression analysis. It’s a statistical model that predicts the interaction between one or 
more independent factors and a dependent variable. According to the range of possible values for the 
dependent variable, logistic regression models can be binary or multinomial. The dependent variables’ 
values are usually expressed as zeros and ones to reflect the two probable outcomes in binary logistic 
regression models (Al-Mashraie et al., 2020). In the field of social science, logistic regression is a well-
known approach of independent prediction (De Caigny et al., 2018).

K-Neighbors Classifier

Cover and Hart introduced the K-nearest Neighbors (KNN) classifier in 1967 as a statistical-based 
machine learning approach. The main principle behind the KNN classifier is that a distance formula is 
used to find the k nearest samples of a test sample, and then the test sample belongs to the category with 
the greatest number in the k nearby samples. Varied k values provide different classification results; the 
KNN classifier’s performance is best when k is set to an acceptable value (Liu et al., 2019). The KNN 
classifier has been widely utilized in classification and regression issues, and has shown significant 
promise in predicting different protein characteristics such as subcellular localization and protein struc-
ture categorization (Qiao et al., 2018).

Research Questions

Few inquiries about consumer reviews of specialist schools have yet to be explained. Although such 
inquiries are crucial for specialist schools to learn about learner perspectives. In these propositions, we’re 
primarily searching for solutions to the four research questions described below.

Sentiment Analysis Using Lexicon Based Approaches

The two major methods for conducting sentiment analysis with text mining tools are lexicon-based and 
corpus-based (Miao et al., 2010). On the other hand, the corpus-based method for assessing sentiment 
orientation is rarely used in the literature. In all instances, whether the two approaches mentioned above 
are based on a pre-defined expert dictionary or a corpus of subjective words, the sentiment score is cal-
culated by comparing the phrase supplied against an expert-defined dictionary entry. Several lexicons 
are available for sentiment analysis (Preethi et al., 2015); lexicon-based techniques are straightforward 
to implement, and lexicon-based approaches have been used in a number of recent and comparable re-
search (Machová et al., 2020; Yang et al., 2020). As a result, we utilized two lexicon-based methods to 
discover sentiment scores and top favorable and negative reviews in the current study. More specifically, 
we wish to use our inquiry to find answers to the following research questions:

(a)  How do lexicon tools rate review texts?
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(b)  How can we identify the most prominently negative and positive review texts?

Length of a Review and its Rating

According to Zeelenberg and Pieters (2004), consumers are more prone to show negative emotions (such 
as despair or rage) while consuming alongside others. A dissatisfied user is more likely to inform someone 
about it by writing a negative review. Bad is more potent than good when it comes to grabbing concentra-
tion (Fors Brandebo, Nilsson, and Larsson, 2016). In general, negative experiences, sentiments, and facts 
carry more weight and have a bigger influence than good information, emotions, or occurrences of the 
same type (Baumeister et al.,2001). Additionally, severely negative feedback has a bigger influence on 
brand impression than slightly unfavorable or exceptionally positive product reviews. This phenomenon 
has been referred to as the “negativity effect” or “negativity bias” (Lee et al., 2009). Negative emotions 
exceed good emotions in web posts, according to Rodrguez-Hidalgo et al. (2015). These results supported 
the likely link between bigger review length and reduced review ratings, because negative feelings that 
are more likely to experience lower review ratings are also more likely to generate longer written con-
nections in online reviews, similar to how negative emotions accelerate verbal exchanges in face-to-face 
interactions, according to this concept (i.e., resulting in longer and more extensive verbal exchanges). 
As a result, if a person is unsatisfied with an item or brand, they are more quick to refer someone about 
it (Ghasemaghaei et al., 2018). Bad feedback in the form of online user evaluations is more likely to 
be lengthier than positive feedback, as consumers who have had a negative experience with a product/
service are more willing to share their opinions and experience with others (Jiménez-Zafra et al., 2017).

From January 2012 to December 2015, Ghasemaghaei et al. (2018) used a database scraping tool to 
analyze a panel dataset of learner reviews for house, car, and life insurance and discovered that lengthier 
review content was related with lower review rating. We also want to see if there’s a relationship between 
the length of a review and its emotion classifications in this study. We’d want to utilize the results of our 
research to answer the following research question:

(c)  Is there a link between the length of a review and its rating?

Performance of Machine Learning Models

Furthermore, support vector machine (SVM) exhibits great efficiency and precision in the majority of 
supervised learning-based research. Gul (2021) claimed that SVM had the highest classification accuracy 
when it came to determining the kind of spillway. Mullen and Collier (2004) introduced an SVM-based 
sentiment classification system that gave values to selected phrases and words and merged them to cre-
ate a text classification model. In the movie domain, Pang et al. (2019) investigated the efficiency of 
supervised machine learning approaches for sentiment classification (Nave Bayes, maximum entropy 
classification, and support vector machine), indicating that the SVM method performed best while the 
Naive Bayes method performed worst. Ye et al. (2009) used a controlled tool to find sentiment learner 
ratings on traveler review websites and showed that the SVM outperformed the Nave Bayes technique. 
SVM-based sentiment analysis prediction was created by Preethi et al. (2015). They claim that SVM 
has the following benefits. (a) it has a high level of overfitting resistance, (b) large feature areas can be 
accommodated. (c) It excels at extracting sentiments from large social media datasets and can even pre-
dict knowledge. As a result, in this work, we employ four machine learning techniques to predict learner 
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attitude toward speciality schools: decision tree classifier, SVM, logistic regression, and K neighbors 
classifier, and we want to see how well each model performs in the context of the halal restaurant dataset. 
We want to utilize another investigation to obtain an answer to the following study question:

(d)  When it comes to categorizing user emotions about specialist schools, which machine learning 
models perform better?

METHOD

Data

We used yelp.com (https://www.yelp.com/dataset/download) to get our study data, which was updated 
on July 17, 2021. Yelp.com is a crowd-sourced small business review site with a social networking com-
ponent (O’Brien, 2007), where users may score items and services on a one to five-star scale (Chafkin, 
2010), and everyone can download data files for research and educational purposes. A Jupyter notebook 
was used to implement all machine-learning Python scripts in this study. We used two level strings from 
the tags of categories to identify the data we needed for this investigation after downloading the Yelp 
dataset. “Education” was the first layer string, and “Specialty Schools” was the second layer string, 
suggesting that all of the data was for Specialty Schools alone. As a result, we saved the dataset as a 
filtered dataset, which was used in this research, after removing punctuation, stopwords, and missing 
values from user reviews. The statistics of our extracted dataset are shown in Table 1. In addition, we 
introduced support for huge, multi-dimensional arrays and matrices to the Python programming language 
by importing a wide number of high-level kernel equations to work on these arrays, including pandas, 
seaborn, matplotlib, numpy, string, sklearn, nltk, and others.

We assessed the users’ sentiment based on the review star they gave while submitting their review 
message. We assumed that the reviewers assigned 5 and 4 stars to positive feelings, 3 stars to neutral 
sentiments, and 1 and 2 stars to negative feelings. As a consequence, we assigned +1 for positive senti-
ment, 0 score for neutral sentiment and -1 score for negative sentiment. Table 2 showed percentages and 
numbers of users’ emotional states, as well as the average amount of words in review text for negative, 
neutral, and positive sentiments (shown in Figure 1).

Table 1. Our extracted dataset’s statistics

Total reviews 34765

Number of 5 star review 20297

Number of 4 star review 5094

Number of 3 star review 2013

Number of 2 star review 1939

Number of 1 star review 5422
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Learner Sentiment Analysis

AFINN Sentiment and VADER (Valence Aware Dictionary for sEntiment Reasoning), two Unsupervised 
Learning (UL) methods integrated packages, were used to assess the users’ review sentiment in this 
study. Using a lexicon-based technique to assess feelings has a number of advantages, including: (i) It 
does not require any training data; (ii) it can understand the sentiment of a text that contains emoticons, 
slangs, conjunctions, capital words, punctuation, and much more; (iii) it can understand the sentiment 
of a text that contains emoticons, slangs, conjunctions, capital words, punctuation, and much more.

(iv)  It is ideal for social media text and is cross-domain compatible.

Finn Rup Nielsen designed Afinn, a basic yet widely used vocabulary for sentiment analysis. Afinn 
uses a wordlist technique to evaluate sentiment and has approximately 3300 words, each with a polarity 
score ranging from -5 (highest score for negative emotion) to 5 (highest score for positive sentiment) 
(highest score for positive sentiment). The AFINN object’s Score () method accepts a sentence as input 
and returns a score as output. A positive, neutral, or negative score can be obtained. The AFINN lexicon, 
which is probably one of the most fundamental and commonly used lexicons for sentiment analysis, has 
been utilized in previous research (Vashishtha & Susan, 2020; Tan and Guan, 2021; Kim and Chung, 
2020). After examining the outcomes of the fuzzy approach on three benchmark datasets: hotel reviews 
dataset, polarity movie dataset by Pang and Lee (2008), and IMDB dataset, Vashishtha and Susan (2020) 
found that the AFINN lexicon has the highest accuracy. Furthermore, one of the study’s objectives is 
to categorize consumers’ emotions into three categories: good, negative, and neutral. Another objective 
is to figure out which consumer attitudes are the most favorable and negative. The AFINN lexicon was 
chosen in this study.

Figure 1. Histogram of reviewers’ sentiment statistics of our dataset (1 for positive, -1 for negative, and 
0 for neutral)
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In contrast, VADER is a vocabulary and Parsimonious rule-based reviewer sentiment analysis tool 
that has been fine-tuned to recognize emotions on social networking sites. VADER sentiment lexicon 
can comprehend words, acronyms, slang, gestures, and emojis commonly used in social media (Pano 
and Kashef, 2020). The frameworks performed just as well as human raters on Twitter data. In addition, 
when compared to seven sentiment analysis lexicons, VADER sentiment fared as well as or better than 
the others (Hutto and Gilbert, 2014). It is generally considerably faster than supervised machine learn-
ing algorithms since it does not require training. VADER sentiment creates an emotion score vector 
with negative, neutral, positive, and compound polarities for each text. Thus in this study we also used 
VADER lexicon.

The compound VADER score equals positive, neutral, and negative lexical ratings that have been 
averaged between -1 (highest negative value) and +1 (highest positive value) (Liu, 2010). Compound 
VADER ratings of less than or equal to -.05, more than -.05 but less than 0.05, and greater than or equal 
to 0.05, respectively, indicate negative learner sentiment, neutral learner sentiment, and positive learner 
sentiment.

User’s negative sentiment: VADER compound score <= -0.5
Users’ positive sentiment: VADER compound score >= 0.5
User’s neutral sentiment: 0.05> VADER compound score> -0.5

In this investigation, we scored learner feelings from review texts of specialty schools indexed in the 
Yelp dataset using the AFINN and VADER Sentiment lexicons.

Sentiment Prediction

After removing punctuations, stopwords, and missing values from learner reviews, we utilized the TF-
IDF (Term Frequency Inverse Document Frequency) vectorizer to convert the text into a consistent 
numerical representation, which was then used to train a machine learning algorithm. The TF-IDF is a 
statistical test that determines if a word is relevant to a text in a collection of documents. This is achieved 
by multiplying two metrics: the number of times a word appears in a text and the reciprocal reference 
frequency of that term across a group of documents. It has a number of uses, including automatic text 
interpretation and term ranking in Natural Language Processing (NLP) machine learning algorithms. The 
bag-of-words concept argues that a text is essentially a list of words that may be vectorized by measur-
ing the relative value of each word, i.e., taking into account the word’s occurrence in the document and 
importance in the corpus (Kim et al., 2019). We utilized five classifiers to estimate consumer attitude 
about insurance products: decision tree classifier, K neighbors classifier, SVM, and logistic regression. 
All models are constructed with 75% of the filtered dataset, with the remaining 25% utilized to ensure 
that our research models are accurate. The study’s findings are summarized in Table 7.

Performance Measures

Developing an optimum model or classifier that can properly categorize each occurrence in a test series 
is nearly impossible. Using the following performance criteria, we computed the number of TP (true 
positive), TN (true negative), FP (false positive), and FN (false negative) in our study models. where 
TP + FN = P and TN + FP =N.
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a)  a)  Accuracy: is the percentage of users’ reviews that are accurately classified as positive, negative, 
or neutral. It can be calculated using the formula below:

ccuracy MA
TP TN
P N

 ( ) = +
+

 

b)  b)  Precision and Recall: Precision: The percentage of genuine positives to all positives is de-
scribed as precision, and the proportion of true positives to related components is defined as recall. 
Furthermore, recall relates to the correctness of the results, whereas accuracy refers to the com-
pleteness of the data. The positive recall is the percentage of real positive cases that are assessed 
as such.

Recall MR
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TP FN
TP
P
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Precision MP
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c)  Cohen’s kappa statistics: Cohen’s kappa statistics can be used to determine interrater reliability. 
The classifier would be ineffective if the kappa statistic value was 0 or below. The most important 
consequence of Cohen’s kappa is to understand and detect the degree of right variable demonstra-
tion for the training model. Cohen’s kappa values over 1 suggest a good variable demonstration in 
the training model, whereas values approaching 0 indicate that the model is unknown.

d)  F1-score: The F1-score is a complete assessment metric based on recall and precision; the higher 
the F1 value, the better the classification results.

e)  MCC: The Matthews correlation coefficient (MCC), sometimes known as the phi coefficient, is 
a machine learning statistic used to assess the consistency of binary classifications. MCC values 
of -1 and +1, respectively, represent total disagreement and perfect prediction between prediction 
and observation.

f)  f)  R squared: The ratio of the dependent variable’s variance that the independent variable can 
estimate is called R squared. R-squared (R2) is a statistical metric that reflects how much variance 
is explained by an independent variable or variables in a regression model with a dependent vari-
able. R-squared determines how often one variable’s variance explains the variance of the other, 
whereas correlation determines how closely an independent and dependent variable are related. As 
a result, a model’s inputs will account for approximately half of the observed variation if its R2 is 
0.50. The coefficient of determination is also called R-squared (R2).

R
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g)  MSE, MSLE, and RMSE: The mean squared error (MSE) is a measure used to evaluate the 
accuracy of an estimate. MSE levels around 0 are higher, and it never goes negative. A popular 
measure for measuring the discrepancies between anticipated and actual values in a model is the 
root-mean-square error (RMSE). The value of RMSE is positive, and the closer it is to zero, the 
better. The mean squared log error, on the other hand, shows the degree of regression loss (MSLE). 
The difference between actual and predicted values is calculated here.

RESULT AND DISCUSSION

On Yelp, 73.04 percent of reviewers have a good attitude towards specialty schools, 21.17 percent have a 
negative attitude, and just 5.79 percent have a neutral attitude, according to our data (shown in Table 2). 
The bulk of the analysis text indicated positive sentiments regarding specialty schools as a consequence 
of our investigation. Using the def word count (text string) function, we calculated the average number 
of words in the review text for each sentiment type, finding that negative sentiment has 186.06 words, 
neutral sentiment has 176.85 words, and positive sentiment has 122.13 words (presented in Figure 4). As 
a consequence, we see a link between lengthier review content and unfavorable emotions. This indicates 
that dissatisfied learners are more inclined than delighted learners to convey their views to others and 
write more words in their reports on web pages (Ghasemaghaei et al., 2018).

In this study, the polarity scores were calculated for 34,765 instances. According to Table 3, the 
AFINN Sentiment Lexicon’s polarity ratings varied from -80 to 72.7, with a mean value of -0.52 for 
negative feelings, -22.22 to 80, with a mean value of 7.13 for neutral sentiments, and -46 to 172.22, with 
a mean value of 16.60 for positive sentiments. The top ten unfavorable and positive review messages 
are shown in Tables 5 and 6, respectively (we only showed one line of each text from the entire text). 
The complete review texts can also be shown using the iloc [] machine learning function. We examined 
the complete text of iloc [7741] and iloc [5145] (provided in appendix-1 and 2) to see the full learner 
review texts of a minimum AFINN negative score and a maximum AFINN positive score, respectively.

In addition, the mean polarity score for negative feelings was 0.095 for VADAR negative, 0.82 for 
VADAR neutral, 0.08 for VADER positive, and -0.06 for VADER compound, according to table-6. 
While the mean polarity score for neutral sentiments was 0.02 for VADAR negative, 0.75 for VADAR 
neutral, 0.22 for VADAR positive, and 0.90 for VADAR compound, the mean polarity score for posi-
tive emotions was 0.02 for VADAR negative, 0.81 for VADAR neutral, 0.13 for VADER positive, and 
0.63 for VADER compound. Figure 2 shows the histogram of vadar compound score, whereas Figure 3 
shows the positive and negative VADAR scores.

Table 2. Number of sentiments with percentages for each category

Sentiment Number Percentage

-1 7361 21.17

0 2013 5.79

1 25391 73.04

Total 34765 100.00
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Table 3. AFINN score (descriptive statistics) for each sentiment class

sentiment count mean std min 25% 50% 75% Max

-1 7361 -0.5233 7.81562 -80 -4.0609 0 3.4965 72.7273

0 2013 7.12791 7.6832 -22.222 2.52101 6.19469 10.4895 80

1 25391 16.6048 12.2949 -46.154 8.69565 14.0777 21.5054 172.222

Figure 2. Histogram of VADAR compound score

Figure 3. Histogram of positive and negative VADAR scores
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Table 4. Average number of words, average afinn and vader polarity score for each sentiment class

sentiment word_count 
(Average)

afinn_score 
(Average)

vader_neg 
(Average)

vader_neu 
(Average)

vader_pos 
(Average)

vader_compound 
(Average)

-1 186.0561 0.23217 0.095662 0.82317 0.081165 -0.06266

0 176.8455 10.00397 0.054531 0.810482 0.134981 0.626432

1 122.1304 15.09425 0.024722 0.753711 0.221566 0.895938

Table 5. AFINN score of the top ten unfavorable reviews

text afinn_score

7741 This is the most dishonest, disorganized and unprofessional “college” out there. Needless to sa... -67.0

7760 I attended this school just over two years ago as a student. I was originally a learner twice t... -65.0

6485 First off, I want to start by saying I found this guy through yelp. I needed a rear sight install... -59.0

7009 Y’all if I could give no stars I would, I’ve been going here for years on top of that it’s alway... -55.0

33536 I don’t have words strong enough to adequately warn you off of this place, this approach, and th... -52.0

3163 FUTURE COSMETOLOGY STUDENT? LOVER OF AVEDA PRODUCTS? \n\nAs far as I can see, 
there is only one... -52.0

10888 Subject: Complaint about rude bad learner services at Beaverton campus\n\nHello,\nOn my appoint... -51.0

24322 HOPEFUL FUTURE COSMETOLOGY STUDENT? LOVER OF AVEDA PRODUCTS? \n\nAs far as 
I can see, there is ... -50.0

21628 WARNING!!!! SCAM SCAM SCAM\nDO NOT DO A DRIVING COURSE WITH AMERICAN 
SAFETY COUNCIL YOU WILL RE... -49.0

7737 I HAD THE ABSOLUTELY MOST UNACCEPTABLY APPALLING INTERACTIONS AS A 
DISABLED VETERAN ATTENDING TH... -49.0

Table 6. AFINN score of the top ten positive reviews

text afinn_score

28925 Things are hopping at the downtown Y. It is a VERY busy place, but happy. Everyone seems to be... 94.0

24094 Hello All,\nI know some of you are going to see 5 stars and just pass this buy as some guy who i... 95.0

30115 I may add or change the stars as time goes on. I wish I could give it a 4.5 for most things gym/... 98.0

31074 Brass Ovaries is the studio where you will get THE best pole instruction experience in Texas. I’... 101.0

19564 All my wife wanted for her birthday was a big party she didn’t have to plan. Fortunately, she di... 104.0

30407 TONI&GUY (aka home) is the best hair school you can ever attend to I mean compared to other cosm... 120.0

5505 I’m am very seriously considering attending. I live in So OR, and made the four hour trek up-sta... 124.0

34164 Pros: Great food, beautiful, lots to do, nice people, great light rail, laid back, other things\... 126.0

19519 This place is quite simply amazing. I took my fiance here for our five-year anniversary because ... 127.0

5145 Okay, y’all, pull up a chair...I have a feeling this is gonna be a long one!\n\nBut then again, ... 127.0



147

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Table 7 shows the performance metrics of several models. The decision tree classifier, SVM, logistic 
regression, and K neighbors classifier all had accuracy ratings of 77.07, 89.99, 89.95, and 79.20, re-
spectively. Based on the accuracy of the findings, all of the models accurately identify learners’ review 
texts, but SVC produces the best results. Furthermore, the ratio of true positives to all positives, which 
indicates the degree of validity of the results, was 0.767, 0.880, 0.881, and 0.754 for the decision tree 
classifier, SVM, logistic regression, and K neighbors classifier, respectively. The decision tree classi-
fier, SVM, logistic regression, and K neighbors classifier all have recall scores of 0.771, 0.9, 0.899, 
and 0.792, respectively. Based on accuracy and recall values, our research revealed that SVC delivers 
the highest validity and completeness of results when compared to other techniques. As a result, the F1 
scores for the decision tree classifier, SVM, logistic regression, and K neighbors classifier models were 
0.769, 0.886, 0.881, and 0.767, respectively, indicating that SVC had a higher influential efficacy than 
the others, and the r2 scores were 0.067, 0.679, 0.669, and 0.038, respectively, indicating that SVC had 
a higher influential efficacy than the others. Similarly, for the training model, we observed that SVC 
has the greatest quality of binary classifications (Matthew’s corrcoef) and degree of correct variable 
demonstration, as well as reduced mean squared error, RMSE, and mean squared log error.

APPLICATIONS

Professionals will benefit greatly from this research. The commercial applications of sentiment analysis 
are difficult to overlook. Sentiment analysis in the workplace has the potential to revolutionize organiza-
tional development. The ability to get meaningful insights from unstructured data is critical for running 
a data-driven firm. In today’s internet era, when businesses are suffering from data overload, companies 
may have a high volume of consumer feedback collected (which does not always equal better or deeper 
insights). Manually evaluating it without mistake or prejudice is still challenging for humans. As a result, 
our study may benefit a wide range of businesses, not only specialty schools.

In addition, better learner ratings help firms fine-tune their marketing tactics and improve their services 
by giving them with relevant data. Poorly rated businesses could be missing out on a potential expansion 
opportunity. The outcomes of this study will help companies better understand how machine learning 
techniques may be utilized to predict learner rating intentions toward enterprises. We also showed that 
Lexicon-based methods may be used to grade the review texts. Employing such systems to automatically 
determine the score of learner review data can benefit businesses.

Furthermore, our research looked at learners’ psychological reactions to specialty schools as expressed 
on social media. Based on the findings of our study, specialty educational institutes will be able to as-

Table 7. Performance of ML models

Model accuracy Precision Recall f1_
score

mean_squared_
error RMSE r2_

score
cohen_kappa_

score
matthews_
corrcoef

mean_squared_
log_error

Decision Tree 77.07 0.767 0.771 0.769 0.627 0.791 0.067 0.449 0.449 0.186

SVC 89.99 0.88 0.9 0.886 0.218 0.467 0.679 0.747 0.751 0.065

LogisticRegression 89.945 0.881 0.899 0.881 0.223 0.473 0.669 0.742 0.749 0.065

K-Nearest 
Neighbor 79.199 0.754 0.792 0.767 0.644 0.802 0.038 0.434 0.445 0.192
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sess learners’ psychological feelings, allowing them to enhance and adapt their services. Families face 
significant obstacles while selecting a specialty school. Our research will assist parents and students in 
understanding the general attitude of learners toward specialist schools. This will assist them in making 
better decisions. Although the majority of users reported favorable sentiment, businesses should not 
dismiss negative feedback since negative feedback spreads faster than positive feedback. Therefore, they 
should closely monitor all forms of consumer sentiment. People make more fast judgements, according 
to the cognitive load theory. As a result, online consumers make their judgments quickly and rely on the 
advice of others to do so. Our findings will help both specialty and conventional schools anticipate the 
pace at which future purchasing choices will be made. Because more positive ratings encourage people 
to purchase more, while negative ones encourage them to refrain from purchasing.

Furthermore, classifying positive, negative, and neutral evaluations is one of the most common uses 
of sentiment analysis in business. Using sentiment analysis tools, businesses can discern between posi-
tive and negative feedback. Organizations will learn how to utilize the AFINN and VADER sentiment 
algorithms to detect positive, neutral, and negative sentiment based on the findings of this study.

Additionally, learners that are dissatisfied give lower review ratings and write lengthier evaluations, 
indicating that they are more inclined to share their dissatisfaction with others. As a result, when con-
fronted with a large number of complaints to analyze and reply to, specialty schools may focus on the 
longer reviews to figure out why consumers are dissatisfied with their services. They’d be able to respond 
to unfavorable criticism faster, reducing the damage they might cause to their organization.

Furthermore, the current study uncovered the most positive and negative learner feedback. As a con-
sequence of the approach utilized in this study to discover the top positive and negative reviews, specialty 
educational institutes will be able to understand how to acquire top positive and negative reviews using 
machine learning techniques. Top favorable and negative evaluations may help specialty educational 
institutes take the necessary measures, such as modifying and delivering learner-oriented courses and 
training, more quickly.

Besides, SVM has the greatest accuracy score for forecasting learner sentiment of specialty educa-
tional institutes, according to our research. As a result, specialty educational institutes may be able to 
use SVM to get the finest results when analyzing consumer behavior toward their products and services. 
Understanding consumer behavior may be a critical success driver in today’s competitive business en-
vironment. This will assist organizations in developing new strategies while operating in a fast-paced 
environment. The findings of the study, which may be modified and applied to a variety of issues, might 
benefit specialty educational establishments as well as service industries such as banking and healthcare.

CONCLUSION AND LIMITATIONS

Knowing the emotions of learners is crucial for educational institutions. Because of the large volume of 
user-generated material, precise methods for evaluating and defining viewpoints are required. Learners’ 
psychological perspectives are a valuable source of data that educational institutions may utilize to improve 
learning procedures and training activities. Institutes can discover appropriate teaching techniques to 
encourage student interest and contribute to constructive monitoring of learning progress throughout the 
course or improve future courses by collecting learners’ review data linked to their learning. The content 
created by the learners, as well as their evaluations and comments, give information about the educa-
tional institutions they attended and the training activities they took part in. Opinion mining techniques 
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in educational systems must be able to collect comments from students and automatically describe their 
thoughts and attitudes regarding the courses and learning activities that are available to them.

We used several machine learning approaches to assess reviewers’ sentiment toward specialty schools 
in this study. Initially, we assessed sentiment using lexicon-based methods such as AFINN Sentiment 
and VADER Sentiment, and our findings revealed that the majority of evaluations of specialty schools 
were favorable. We were able to discover the top ten negative and positive reviews using lexicon-based 
techniques, as well as the link between review text length and review rating and emotion. Finally, we 
discovered that all four machine learning algorithms (decision tree, K Neighbors Classifier, logistic 
regression, and SVM) can correctly predict learners’ review ratings, with SVC showing the best results.

There are several shortcomings in our research. Because the dataset utilized in this study is limited, 
the output is degraded. To determine the findings’ generalizability, more research across additional 
sites is necessary. Future research may gather data on specialist schools from a variety of sources and 
compare the results. The hybrid and noun-verb methods presented in this research may be used to con-
struct a real-time model that predicts reviewer ratings based on sentiment toward specialist schools. 
Additionally, employing the aspect level of sentiment analysis will enhance efficiency for future study 
on our filtered dataset, and we will be able to understand precisely what individuals liked or disliked. 
For example, the sorts of courses and training offered, the organizations that give services, and any pre-
existing problems, among other things, which is a fine-grained strategy that yields consistent results. 
Furthermore, the current study has certain additional limitations, such as the research corpus’s limited 
scope due to the lack of specialized school datasets. More experiments with big datasets are needed to 
prove the efficacy of the suggested models.

REFERENCES

Akhter, Z., Malik, G., & Plummer, V. (2021). Nurse educator knowledge, attitude and skills towards 
using high-fidelity simulation: A study in the vocational education sector. Nurse Education in Practice, 
53, 103048. Advance online publication. doi:10.1016/j.nepr.2021.103048 PMID:33857911

Al-Mashraie, M., Chung, S. H., & Jeon, H. W. (2020). Learner switching behavior analysis in the tele-
communication industry via push-pull-mooring framework: A machine learning approach. Computers 
& Industrial Engineering, 106476. Advance online publication. doi:10.1016/j.cie.2020.106476

Araque, O., Zhu, G., & Iglesias, C. A. (2019). A semantic similarity-based perspective of affect lexicons 
for sentiment analysis. Knowledge-Based Systems, 165, 346–359. doi:10.1016/j.knosys.2018.12.005

Baumeister, R. F., Bratslavsky, E., Finkenauer, C., & Vohs, K. D. (2001). Bad is stronger than good. 
Review of General Psychology, 5(4), 323–370. doi:10.1037/1089-2680.5.4.323

Borg, A., & Boldt, M. (2020). Using VADER Sentiment and SVM for Predicting Learner Response 
Sentiment. Expert Systems with Applications, 113746. Advance online publication. doi:10.1016/j.
eswa.2020.113746

Boser, B. E., Vapnik, V. N., & Guyon, I. M. (1992). Training Algorithm Margin for Optimal Classifiers. 
Perception, 144–152.



150

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Burke, T. A., Jacobucci, R., Ammerman, B. A., Alloy, L. B., & Diamond, G. (2020). Using machine 
learning to classify suicide attempt history among youth in medical care settings. Journal of Affective 
Disorders, 268, 206–214. doi:10.1016/j.jad.2020.02.048 PMID:32174479

Chevalier, J. A., & Mayzlin, D. (2006). The Effect of Word of Mouth on Sales: Online Book Reviews. 
JMR, Journal of Marketing Research, 43(3), 345–354. doi:10.1509/jmkr.43.3.345

De Caigny, A., Coussement, K., & De Bock, K. W. (2018). A new hybrid classification algorithm for 
learner churn prediction based on logistic regression and decision trees. European Journal of Operational 
Research, 269(2), 760–772. doi:10.1016/j.ejor.2018.02.009

Derakhshan, A., & Beigy, H. (2019). Sentiment analysis on stock social media for stock price move-
ment prediction. Engineering Applications of Artificial Intelligence, 85, 569–578. doi:10.1016/j.engap-
pai.2019.07.002

DfES. (2005). Education and skills Hispanic paper. London, UK: Author. Retrieved from http://www.
educationengland.org.uk/documents/pdfs/2005-white-paper-14-19-education-and-skills.pdf

Dwidienawati, D., Tjahjana, D., Abdinagoro, S. B., Gandasari, D., & Munawaroh. (2020). Learner review 
or influencer endorsement: Which one influences purchase intention more? Heliyon, 6(11), e05543. 
Advance online publication. doi:10.1016/j.heliyon.2020.e05543 PMID:33294687

Eachempati, P., Srivastava, P. R., Kumar, A., Prat, J. M., & Delen, D. (2022). Can customer sentiment 
impact firm value? An integrated text mining approach. Technological Forecasting and Social Change, 
174, 121265. doi:10.1016/j.techfore.2021.121265

Eslami, S. P., Ghasemaghaei, M., & Hassanein, K. (2018). Which online reviews do consumers find 
most helpful? A multi-method investigation. Decision Support Systems, 113, 32–42. doi:10.1016/j.
dss.2018.06.012

Ferreira, J. M., Amorim, K. de S., Mäkinen, M., & Moura, G. G. (2016). The Network of Meanings 
and Educational Psychology: Theoretical and Practical Possibilities. Procedia: Social and Behavioral 
Sciences, 217, 501–511. doi:10.1016/j.sbspro.2016.02.027

Fors Brandebo, M., Nilsson, S., & Larsson, G. (2016). Leadership: Is bad stronger than good? Leadership 
and Organization Development Journal, 37(6), 690–710. doi:10.1108/LODJ-09-2014-0191

Ganaie, M. A., & Tanveer, M. (2021). Fuzzy least squares projection twin support vector machines for 
class imbalance learning. Applied Soft Computing, 113, 107933. doi:10.1016/j.asoc.2021.107933

Geng, S., Niu, B., Feng, Y., & Huang, M. (2020). Understanding the focal points and sentiment of learners 
in MOOC reviews: A machine learning and SC-LIWC-based approach. British Journal of Educational 
Technology, 51(5), 1785–1803. Advance online publication. doi:10.1111/bjet.12999

Ghasemaghaei, M., Eslami, S. P., Deal, K., & Hassanein, K. (2018). Reviews’ length and sentiment as 
correlates of online reviews’ ratings. Internet Research, 28(3), 544–563. doi:10.1108/IntR-12-2016-0394

Ghosh, T. (2018). Predicting hotel book intention: The influential role of helpfulness and advocacy of 
online reviews. Journal of Hospitality Marketing & Management, 27(3), 299–322. doi:10.1080/19368
623.2017.1364198

http://www.educationengland.org.uk/documents/pdfs/2005-white-paper-14-19-education-and-skills.pdf
http://www.educationengland.org.uk/documents/pdfs/2005-white-paper-14-19-education-and-skills.pdf


151

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Grundlingh, L. (2018). Exploring the possibility of using appraisal theory to determine the legitimacy 
of suicide notes. Lingua, 214, 1–10. doi:10.1016/j.lingua.2018.07.004

Gul, E., Alpaslan, N., & Emiroglu, M. E. (2021). Robust optimization of SVM hyper-parameters for 
spillway type selection. Ain Shams Engineering Journal, 12(3), 2413–2423. Advance online publication. 
doi:10.1016/j.asej.2020.10.022

Halliday, M. A. K., & Matthiessen, C. M. I. M. (2004). An Introduction to Functional Grammar (3rd 
ed.). Edward Arnold.

Hossain, M. S., & Rahman, M. F. (2022). Detection of potential customers’ empathy behavior towards 
customers’ reviews. Journal of Retailing and Consumer Services, 65, 102881. doi:10.1016/j.jretcon-
ser.2021.102881

Hossain, M. S., Rahman, M. F., & Zhou, X. (2021). Impact of learners’ interpersonal interactions in 
social commerce on learner relationship management performance. Journal of Contemporary Marketing 
Science, 4(1), 161–181. Advance online publication. doi:10.1108/JCMARS-12-2020-0050

Hutto, C. J., & Gilbert, E. (2014). VADER: A parsimonious rule-based model for sentiment analysis of 
social media text. In Proceedings of the 8th International Conference on Weblogs and Social Media, 
ICWSM 2014 (pp. 216–225). The AAAI Press.

Jena, R. (2020). An empirical case study on Indian consumers’ sentiment towards electric vehicles: A 
big data analytics approach. Industrial Marketing Management, 90, 605–616. Advance online publica-
tion. doi:10.1016/j.indmarman.2019.12.012

Jiménez-Zafra, S. M., Martín-Valdivia, M. T., Maks, I., & Izquierdo, R. (2017, March 1). Analysis of 
patient satisfaction in Dutch and Spanish online reviews. In Procesamiento de Lenguaje Natural. So-
ciedad Espanola para el Procesamiento del Lenguaje Natural.

Jones, M. H., Hackel, T. S., Hershberger, M., & Goodrich, K. M. (2019). Queer Youth in Educational 
Psychology Research. Journal of Homosexuality, 66(13), 1797–1816. doi:10.1080/00918369.2018.15
10262 PMID:30247992

Kim, D., Seo, D., Cho, S., & Kang, P. (2019). Multi-co-training for document classification using 
various document representations: TF–IDF, LDA, and Doc2Vec. Information Sciences, 477, 15–29. 
doi:10.1016/j.ins.2018.10.006

Kim, J. C., & Chung, K. Y. (2020). Knowledge expansion of metadata using script mining analysis 
in multimedia recommendation. Multimedia Tools and Applications. Advance online publication. 
doi:10.100711042-020-08774-0

Kumar, S., Gahalawat, M., Roy, P. P., Dogra, D. P., & Kim, B. G. (2020). Exploring impact of age and 
gender on sentiment analysis using machine learning. Electronics (Basel), 9(2), 374. Advance online 
publication. doi:10.3390/electronics9020374

Lazarev, V. A. (1992). Specialty Schools. Russian Education & Society, 34(1), 23–31. doi:10.2753/
RES1060-9393340123



152

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Lee, M., Rodgers, S., & Kim, M. (2009). Effects of valence and extremity of eWOM on attitude toward 
the brand and website. Journal of Current Issues and Research in Advertising, 31(2), 1–11. doi:10.108
0/10641734.2009.10505262

Liu, L., Hu, X., Feng, Z., Zhang, X., Wang, S., Xu, S., & Sun, K. (2019). Prediction of acid radical 
ion binding residues by K-nearest neighbors classifier. BMC Molecular and Cell Biology, 20(S3), 52. 
Advance online publication. doi:10.118612860-019-0238-8 PMID:31823720

Liu, R., Xiong, R., & Song, L. (2010). A sentiment classification method for chinese document. In ICCSE 
2010 - 5th International Conference on Computer Science and Education, Final Program and Book of 
Abstracts (pp. 918–922). 10.1109/ICCSE.2010.5593462

Luo, Y., & Huang, W. (2011). Product review information extraction based on adjective opinion words. 
In Proceedings - 4th International Joint Conference on Computational Sciences and Optimization, CSO 
2011 (pp. 1309–1313). 10.1109/CSO.2011.209

Machová, K., Mikula, M., Gao, X., & Mach, M. (2020). Lexicon-based sentiment analysis using particle 
swarm optimization. Electronics (Switzerland), 9(8), 1–22. doi:10.3390/electronics9081317

Martin, J. R., & White, P. R. R. (2005). The Language of Evaluation: Appraisal in English. Palgrave. 
doi:10.1057/9780230511910

Meek, S., Wilk, V., & Lambert, C. (2021). A big data exploration of the informational and normative 
influences on the helpfulness of online restaurant reviews. Journal of Business Research, 125, 354–367. 
doi:10.1016/j.jbusres.2020.12.001

Miao, Q., Li, Q., & Zeng, D. (2010). Fine-grained opinion mining by integrating multiple review 
sources. Journal of the American Society for Information Science and Technology, 61(11), 2288–2299. 
doi:10.1002/asi.21400

Moors, A., Van de Cruys, S., & Pourtois, G. (2021). Comparison of the determinants for positive and 
negative affect proposed by appraisal theories, goal-directed theories, and predictive processing theories. 
Current Opinion in Behavioral Sciences, 39, 147–152. doi:10.1016/j.cobeha.2021.03.015

Mullen, T., & Collier, N. (2004). Sentiment Analysis using Support Vector Machines with Diverse In-
formation Sources. In D. Lin & D. Wu (Eds.), Proceedings of EMNLP 2004 (pp. 412–418). Association 
for Computational Linguistics. Retrieved from http://research.nii.ac.jp/~collier/papers/emnlp2004.pdf

Pang, B., & Lee, L. (2008). Opinion mining and sentiment analysis. Foundations and Trends in Informa-
tion Retrieval, 2(1–2), 1–135. doi:10.1561/1500000011

Panhalkar, A. R., & Doye, D. D. (2021). Optimization of decision trees using modified African buf-
falo algorithm. Journal of King Saud University - Computer and Information Sciences. doi:10.1016/j.
jksuci.2021.01.011

Pano, T., & Kashef, R. (2020). A Complete VADER-Based Sentiment Analysis of Bitcoin (BTC) Tweets 
during the Era of COVID-19. Big Data and Cognitive Computing, 4(4), 33. Advance online publication. 
doi:10.3390/bdcc4040033

http://research.nii.ac.jp/~collier/papers/emnlp2004.pdf


153

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Preethi, P. G., Uma, V., & Kumar, A. (2015). Temporal sentiment analysis and causal rules extraction 
from tweets for event prediction. In Procedia Computer Science (Vol. 48, pp. 84–89). Elsevier B.V. 
doi:10.1016/j.procs.2015.04.154

Prieto, L. M., Aguero-Valverde, J., Zarrate-Cardenas, G., & Van Maarseveen, M. (2019). Parental pref-
erences in the choice for a specialty school. Journal of School Choice, 13(2), 198–227. doi:10.1080/1
5582159.2018.1442087

Qiao, S., Yan, B., & Li, J. (2018). Ensemble learning for protein multiplex subcellular localization 
prediction based on weighted KNN with different features. Applied Intelligence, 48(7), 1813–1824. 
doi:10.100710489-017-1029-6

Ravi, K., & Ravi, V. (2015). A survey on opinion mining and sentiment analysis: Tasks, approaches and 
applications. Knowledge-Based Systems, 89, 14–46. doi:10.1016/j.knosys.2015.06.015

Read, J., & Carroll, J. (2012). Annotating expressions of Appraisal in English. Language Resources and 
Evaluation, 46(3), 421–447. doi:10.100710579-010-9135-7

Rodríguez-Hidalgo, C. T., Tan, E. S. H., & Verlegh, P. W. J. (2015). The social sharing of emotion (SSE) 
in online social networks: A case study in Live Journal. Computers in Human Behavior, 52, 364–372. 
doi:10.1016/j.chb.2015.05.009

Rout, J. K., Choo, K.-K. R., Dash, A. K., Bakshi, S., Jena, S. K., & Williams, K. L. (2017). A model 
for sentiment and emotion analysis of unstructured social media text. Electronic Commerce Research, 
18(1), 181–199. doi:10.100710660-017-9257-8

Scherer, K. R., Schorr, A., & Johnstone, T. (Eds.). (2001). Appraisal processes in emotion: Theory, 
methods, research. Oxford University Press.

Snowman, J. (1997). Educational Psychology: What Do We Teach, What Should We Teach? Educational 
Psychology Review, 9(2), 151–170. doi:10.1023/A:1024740512959

Tan, M. J., & Guan, C. H. (2021). Are people happier in locations of high property value? Spatial temporal 
analytics of activity frequency, public sentiment and housing price using twitter data. Applied Geography 
(Sevenoaks, England), 132, 102474. Advance online publication. doi:10.1016/j.apgeog.2021.102474

Vashishtha, S., & Susan, S. (2020). Fuzzy Interpretation of Word Polarity Scores for Unsupervised 
Sentiment Analysis. In 2020 11th International Conference on Computing, Communication and Net-
working Technologies, ICCCNT 2020. Institute of Electrical and Electronics Engineers Inc. 10.1109/
ICCCNT49239.2020.9225646

Walls, J., & Kemper, S. (2018). Fitting In to Stand Out: How Teachers at Small, Urban “Specialty 
Schools” Experience Extra-Organizational Influence. Leadership and Policy in Schools, 1–27. doi:10.
1080/15700763.2018.1453936

Wang, W., Guo, L., & Wu, Y. J. (2022). The merits of a sentiment analysis of antecedent comments 
for the prediction of online fundraising outcomes. Technological Forecasting and Social Change, 174, 
121070. doi:10.1016/j.techfore.2021.121070



154

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Wang, Y., Kim, J., & Kim, J. (2021). The financial impact of online learner reviews in the restaurant 
industry: A moderating effect of brand equity. International Journal of Hospitality Management, 95, 
102895. Advance online publication. doi:10.1016/j.ijhm.2021.102895

West, A., & Noden, P. (2000). School reform in England: Increasing choice and diversity through special-
ist schools? Paper presented at the Annual Meeting of the American Educational Research Association, 
New Orleans, LA. Retrieved from https://files.eric.ed.gov/fulltext/ED445417.pdf

Widyaningrum, P., Ruldeviyani, Y., & Dharayani, R. (2019). Sentiment analysis to assess the community’s 
enthusiasm towards the development chatbot using an appraisal theory. Procedia Computer Science, 
161, 723–730. doi:10.1016/j.procs.2019.11.176

World Bank Group. (2011). Learning for all: Investing in people’s knowledge and skills to promote 
development. World Bank Group Education Strategy 2020.

Yadav, A., Jha, C. K., Sharan, A., & Vaish, V. (2020). Sentiment analysis of financial news using unsu-
pervised approach. In Procedia Computer Science (Vol. 167, pp. 589–598). Elsevier B.V. doi:10.1016/j.
procs.2020.03.325

Yang, L., Li, Y., Wang, J., & Sherratt, R. S. (2020). Sentiment Analysis for E-Commerce Product Reviews 
in Chinese Based on Sentiment Lexicon and Deep Learning. IEEE Access: Practical Innovations, Open 
Solutions, 8, 23522–23530. doi:10.1109/ACCESS.2020.2969854

Zeelenberg, M., & Pieters, R. (2004). Beyond valence in learner dissatisfaction: A review and new 
findings on behavioral responses to regret and disappointment in failed services. Journal of Business 
Research, 57(4), 445–455. doi:10.1016/S0148-2963(02)00278-3

Zhai, G., Yang, Y., Wang, H., & Du, S. (2020). Multi-attention fusion modeling for sentiment analysis of 
educational big data. Big Data Mining and Analytics, 3(4), 311–319. doi:10.26599/BDMA.2020.9020024

Zhang, Y., Yu, J., Dong, X., & Zhong, P. (2021). Multi-task support vector machine with pinball loss. 
Engineering Applications of Artificial Intelligence, 106, 104458. Advance online publication. doi:10.1016/j.
engappai.2021.104458

ADDITIONAL READING

Fiok, K., Karwowski, W., Gutierrez, E., & Wilamowski, M. (2021). Analysis of sentiment in tweets 
addressed to a single domain-specific Twitter account: Comparison of model performance and explain-
ability of predictions. Expert Systems with Applications, 186, 115771. Advance online publication. 
doi:10.1016/j.eswa.2021.115771

Hossain, M. S., & Rahman, M. F. (2022). Detection of potential customers’ empathy behavior towards 
customers’ reviews. Journal of Retailing and Consumer Services, 65, 102881. doi:10.1016/j.jretcon-
ser.2021.102881

Keramatfar, A., & Amirkhani, H. (2019). Bibliometrics of sentiment analysis literature. Journal of In-
formation Science, 45(1), 3–15. doi:10.1177/0165551518761013

https://files.eric.ed.gov/fulltext/ED445417.pdf


155

Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques
 

Li, H., Chen, Q., Zhong, Z., Gong, R., & Han, G. (2022). E-word of mouth sentiment analysis for user 
behavior studies. Information Processing & Management, 59(1), 102784. Advance online publication. 
doi:10.1016/j.ipm.2021.102784 PMID:34580562

Ligthart, A., Catal, C., & Tekinerdogan, B. (2021). Systematic reviews in sentiment analysis: A tertiary 
study. Artificial Intelligence Review, 54(7), 4997–5053. doi:10.100710462-021-09973-3

Nasreen Taj, M. B., & Girisha, G. S. (2021). Insights of strength and weakness of evolving methodologies 
of sentiment analysis. Global Transitions Proceedings, 2(2), 157–162. doi:10.1016/j.gltp.2021.08.059

Taboada, M., Brooke, J., Tofiloski, M., Voll, K., & Stede, M. (2011). Lexicon-basedmethods for senti-
ment analysis. Computational Linguistics, 37(2), 267–307. doi:10.1162/COLI_a_00049

Yang, L., Li, Y., Wang, J., & Sherratt, R. S. (2020). Sentiment Analysis for E-Commerce Product Reviews 
in Chinese Based on Sentiment Lexicon and Deep Learning. IEEE Access: Practical Innovations, Open 
Solutions, 8, 23522–23530. doi:10.1109/ACCESS.2020.2969854

KEY TERMS AND DEFINITIONS

Lexicon-Based Sentiment Analysis: A technique to assess a document by combining the sentiment 
scores of all the words in the text, which is done using a pre-prepared sentiment lexicon.

Machine Learning: A type of data analysis that automates the process of creating analytical models. 
It’s a branch of artificial intelligence (AI) based on the idea that machines can learn from data, detect 
patterns, and make decisions with little or no human input.

Review: A piece of feedback given by a consumer who has purchased and used the product or service 
or has made contact with it. On the internet, user reviews are a form of user’s feedback.

Sentiment Analysis: Also known as emotion AI or opinion mining is the systematic identification, 
quantification, extraction, and study of emotional states and subjective information using natural language 
processing (NLP), biometrics, text analysis, and computational linguistics.

Specialty Schools: Secondary schools that provide more in-depth coverage of specific disciplines.
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APPENDIX 1: SAMPLE = DF.ILOC[7741][‘TEXT’]:TOP NEGATIVE REVIEW

This is the most dishonest, disorganized and unprofessional “college” out there. Needless to say, my 
experience with CHCP has turned out to be a miserable one. So please, take my advice and RUN FAST.
I attended the ultrasound program and experienced problem after problem.
First off, I was lied to by my admission’s rep. I was told that clinical sites would be “no more than 2 
hours away”, however, the students from my class who are still attending are currently traveling weekly 
to clinical sites in DALLAS and HOUSTON. The director of education (who recently went MIA), would 
continuously barge into our classroom barking and complaining that the school was “losing clinical 
sites”. They sure have lost numerous sites due to this school being a serious JOKE in the healthcare com-
munity. The students who still attend CHCP are often laughed at and ridiculed during clinicals by other 
healthcare professionals solely for being a CHCP student. After much research, CHCP has had a horrible 
rep for some time. They should be ashamed of themselves and cleaning up their act-but they are NOT.
If you attend CHCP, you will not be taught by certified teachers or professors. They will have you read-
ing out of textbooks as opposed to proper lectures and demonstrations that real colleges provide. The 
ultrasound teacher in particular, is simply an ultrasound tech from out of state. She does not even have a 
teaching license nor a bachelor’s degree. She came in as a new teacher and developed a big head caus-
ing her to relentlessly degrade and talk down to the students often forcing them to leave class in tears. 
During exams she would bully myself and other students insulting our skills and threatening to fail us. 
She followed through with her threats and failed a couple of students. After complaints to the director 
of education and even the campus president, nothing was ever done about this teacher because they keep 
losing teachers. A teacher who no longer teaches at this school said there were so many “shady” things 
going on behind the scenes.
After passing all prerequisite courses and hours, students are supposed to go into the clinical portion of 
the program. All except me, that is. Somehow I became the exception and was told that the teachers did 
not feel that I was “ready” to go into clinicals, mind you I had passed all classes. They had a “plan” set 
aside for me to “practice scanning” for a few months, ultimately pushing my graduation date out. They 
said they would send me to clinicals whenever they felt I was ready. Appalled, I spoke to higher ups and 
eventually the campus president. I expected her to be on my side after this obvious abuse, but she was 
not. She agreed with the staff and assured me that this sort of situation happens to other students all the 
time. So, instead of being honest with you, they will lie and try to buy time with their plans of “extra 
scanning time”. Pathetic. The new director of the ultrasound program suggested that I could volunteer 
or shadow during their little break period for me, she also suggested that I could scan animals at a vet 
clinic lol. Really?
Also, this school has been through 3, THREE, ultrasound tech program directors within 6 months- if 
that tells you anything at all.
I have consulted with a lawyer and will not back down until I am refunded the $20k+ that this school 
has charged me as well as wasting my time/stress. The school is currently refusing to refund me. This is 
holding me back financially from being able to attend a REAL school. Did I mention that their credits 
will not transfer any where else? Most people are forced to stay and carry out their phony degree plan 
solely because of this.



Analyzing and Predicting Learner Sentiment Toward Specialty Schools Using Machine Learning Techniques

157

What this college has done to me and numerous other students is completely illegal and a breach of 
contract on their end. CHCP is known as a dishonest school full of ruthless, money hungry goons. Don’t 
be their next victim.

** Current students have not been able to pass the SPI exam which is required in order to take the ARDMS 
exam. Without having ARDMS registry it is nearly impossible for an ultrasound tech to find a job.

APPENDIX 2: SAMPLE = DF.ILOC[5145][‘TEXT’]:TOP POSITIVE REVIEW

Okay, y’all, pull up a chair...I have a feeling this is gonna be a long one!
But then again, it’s your FACE, so you should be wiling to do your homework in deciding who you will 
let do semi-permanent stuff to your FACE. Right?
SO.... (go ahead and make yourself a cup of tea-- I’ll wait...)
Laura is that rare, rare person, that rare combination of truly kind, truly thoughtful, and truly and com-
pletely and dazzlingly gifted in her chosen field. Exponentially! I am a writer by trade and can’t think of 
enough superlatives to describe how truly tremendously fantastic she is. If you are considering having 
eyebrow work done, consider yourself lucky to have found Laura (I know I am!).
(I am a new learner of hers and already know I will be a forever learner!)
I first had permanent makeup done on my eyebrows in 2000, when it was still pretty new. I had bald 
patches in spots from overtweezing, and also my eyebrows kind of drooped at the tail and I thought 
could use some reshaping. Well, because I didn’t do MY homework (my bad!), and b/c I just trusted a 
friend was taking me to someone who knew what she was doing, I got a job that maybe wasn’t so great 
in terms of color (though, thank goodness, the shape was good). The color faded weird right away, and 
despite many new permanent jobs over that original since then, they all fade into that original really 
unappealing color, and quite quickly. But, even if the color were good, they’re just solid (no hairstrokes), 
so they wouldn’t look all that natural.
I decided to just give up and just powder over the color, but upon moving to the Austin area, I thought 
I’d check to see if there were any professionals out here I was moved to try. After looking at some pro-
fessionals’ pics of their work I didn’t like, I found Laura’s portfolio pics online, and Holy Noteworthy 
Artistry, Batman! I was impressed right away. Her work is SO natural-looking, and so flattering. And 
it’s clear she doesn’t do cookie-cutter work on faces, but treats faces like the individual beauties they 
are. I knew right away she was the one.
I was further impressed when I called to consult with her, to tell her about my history, to ask questions. 
It was immediately clear that she is EXTREMELY patient, kind, thorough, smart, and considerate (even 
before I was a learner). She educated me as to the difference between the permanent kind I’d had several 
times, and the microblading. And she answered my gazillion questions, and she asked me thoughtful 
questions about me. I felt heard and understood and taken care of. And I hadn’t even met her!
She sent me great pre-procedure instructions (as a former teacher, I love stuff like that). When I met 
her, yet again, I was even more impressed with her. I know she must do a bunch of these (she is just so 
so good, incredibly talented, that I know she must do a lot of them to be that great!), but she makes you 
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feel like you are her sole priority for the time you’re there; she makes you feel like she is literally there 
just to make you beautiful. That is a rare feeling in our busy world!
She explained everything to me very clearly, gave me clear after-instructions to take home, and she went 
to work. Again, she is so thoughtful, making sure I understood everything and liked everything she was 
going to do. Because I wanted an old tattoo covered up, she was more limited than if I hadn’t had anything 
to cover, but, and here’s the most important part, SHE TRANSFORMED ME, TRANSFORMED MY 
WHOLE FACE with her careful artistry (and make no mistake, she’s an artist, and that’s who you want 
working on your FACE, an artist). I can’t believe how amazing my brows look. Unbelievable! I couldn’t 
be happier! Microblading is the way to go, so natural, but you have to have the right artist wielding the 
tool. And for me, that artist will always be Laura!
I am so grateful to her and grateful that she’s decided to share her consummate skill with the world and 
to help women who might be self-conscious feel better about themselves. That’s such important work. 
Although I was already a fan of hers from looking at her portfolio, seeing the results on my own face 
has me over the moon happy.
Thank you, thank you, Laura-- for your kindness, your amazing talent, your graciousness, and your 
remarkable investment in how I look and feel. I feel super-lucky to be part of your learner “family”!



Section 3

Advancing the Profession
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ABSTRACT

As data science continues to grow and become intertwined into many domains, its application becomes 
increasingly relevant. Data science is becoming a part of an interdisciplinary web of methodologies that 
can be used to extract essential insights from many types of data and are used in numerous occupations. 
Due to the rising importance of this emerging field, additional educational opportunities to learn data 
science will be beneficial in the future. In this chapter, the authors discuss the development of an associ-
ate’s degree program in data science that provides students with specific coursework required to transfer 
to other institutions that offer bachelor’s degrees in data science. Alternatively, students could also use 
this program to learn new skills in data science to change career paths or to continue their education. 
First, the general development of the data science program is discussed, followed by development chal-
lenges and opportunities, specific courses, and future directions.
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INTRODUCTION

The mission of the Community College of Baltimore County (CCBC) aims to “[transform] lives by 
providing an accessible, affordable, and high-quality education that prepares students for transfer and 
career success, strengthens the regional workforce, and enriches our community” (CCBC, 2021). The 
College strives for excellence, innovative and timely programs relevant to today’s ever-changing society 
and the needs of the students as they are preparing for their careers, transfer opportunities, and personal 
advancement. One recent and significant initiative aimed at this mission is the development of a Data 
Science Associates degree program. This program has been the culmination of many months of research, 
meetings, and collaborations both within the College and with many outside organizations. At the time 
of this writing, the degree program is pending approval and under review by the Maryland Higher Edu-
cation Commission (MHEC). The goal is to start offering this major in late 2022 or sometime in 2023. 
This chapter presents the overall development of the data science program, including details of classes, 
challenges and opportunities, and future directions of the program.

The proposed Associates of Science degree program in Data Science emphasizes a robust curriculum 
that will prepare students to succeed in their careers as well as assist with their transfer. We envision 
that many students will transfer to a related 4-year program. In addition, many students transfer into 
other degree programs to complete their bachelor’s degree to ultimately pave the way for career success 
in this emerging discipline. Some students at the College already have a bachelor’s or master’s degree 
but are looking to expand their knowledge or change fields and require additional coursework. Students 
who are successful in this degree program will have a broad spectrum of transfer options with multiple 
career tracks, such as those pursuing Computer Science, Data Science, Data Analytics, Accounting, 
Business, and more. The program builds on many existing courses and degree programs and requires 
the creation of several new courses specific to the field of data science. Development of the Data Sci-
ence degree aligns with CCBC’s “Rethinking what’s Possible” Transformational Academics strategic 
priority by ensuring seamless transfer opportunities for students through expanded partnerships with 
local and regional four-year institutions. At the same time, it supports Transformational Academics by 
providing a high-quality program that will promote market viability and respond to the needs of the 
student, community, and workforce.

To provide some context, CCBC is a public community college located in Maryland, USA, and is an 
important part of Baltimore County. Baltimore County is the third most populated county in Maryland. 
CCBC collaborates with the government, businesses, and many local organizations for various initia-
tives and educational activities. Based on 2017 data, the college-educated 61,191 students, including 
29,115 credit students and 33,247 non-credit students (CCBC, 2020). Through the operation of three 
main campuses (Catonsville, Essex, and Dundalk) and three extension centers, CCBC serves a diverse 
population of Maryland residents and is well known locally. The computer science/information tech-
nology department (CSIT) offers associate degrees in Information Technology, Computer Science, and 
Computer Science with a concentration in Information Systems Management as well as five credit-based 
certificates. The certificates include a Database certificate, Information Management certificate, Mobile 
Development certificate, Programming certificate, and an Office Specialist certificate. Many courses are 
offered in various modalities and time frames to better serve the needs of the students. These modalities 
include face-to-face courses, online, blended (a hybrid mixture of face-to-face and online), and remote 
(which are live instructor-led online courses conducted through video conferencing technology). Online 
courses are highly assessed and evaluated. To ensure quality and consistency for all CSIT class sections, 
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specific guidelines are in place for developing and maintaining online and blended courses (Paniagua, 
2019). Instructors teaching online must go through training to teach online or blended sections. Online 
courses must also pass evaluation through internal review mechanisms in combination with Quality 
Matters (QM) review and rubric.

During the fall 2020 academic semester, one of the CSIT department’s goals included making 
substantial improvements and revisions to current course offerings. Data science was discussed many 
times as a possible new degree program based on feedback from faculty, the CSIT department’s industry 
advisory board, and administrators within the College. Both data science and data analytics programs 
were initially planned, but the two programs were merged, and data science was ultimately selected. A 
committee was formed, including several CSIT faculty members and faculty from other departments 
such as Mathematics and Business. The committee met numerous times for several months, building the 
program requirements, discussing key topics, examining resources and different needs. This was in col-
laboration with the Dean and other faculty and using feedback from the CSIT industry advisory board. 
The advisory board serves a key role in providing insights on current business needs and industry trends. 
The remaining chapter discusses the development of the data science program. First, the authors provide 
additional background describing the rationale of the program development, followed by development 
challenges and opportunities, specific courses, future directions, and then the conclusion.

BACKGROUND

Over the past several years, the field of data science has been growing exponentially. Couple this 
growth with its ever-expanding overlap into other areas such as computer science, analytics, artificial 
intelligence, information technology, and more, there is great potential and impact. Data science is 
undoubtedly a field that intersects many other disciplines with far-reaching impacts. Those learning to 
become data scientists need broad skills that draw upon many disciplines but need to have both deep 
domain knowledge and analytical skills (Waller & Fawcett, 2013). This can be challenging to include 
all of these areas into one academic program (especially at an associate’s level), however key courses 
and topic areas can be prioritized. As noted by Izizarry (2020), there are benefits from an educational 
standpoint to focus on teaching relevant software applications, essential programming skills, and provid-
ing real-world examples or experiences as part of a data science program. Strong skills in mathematics 
are also necessary for this domain.

Data Scientists are analytical data experts who have the technical skills to solve complex problems 
(Sas, 2022). Data scientists must be part mathematicians and part computer scientists to navigate the 
world of big data, databases, and other informatics. To assess and interpret data sets, data scientists 
must implement advanced analytics programs, statistical methods, and machine learning in predictive 
modeling. To that end, our data science program aims at combining courses that tap into these areas to 
provide students with a strong foundation in many of these skills. This includes requiring several math 
courses, including statistics, several programming courses (in Java and Python), and a machine learning 
course as well as several core data science courses. These are all designed in such a way to be flexible as 
technologies change and the field advances. Data scientists must solve business-related problems using 
data-driven techniques, have a solid grasp of statistics, and stay on top of analytical techniques such as 
machine learning, deep learning, and text analytics. Data scientists must be able to navigate between 
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information technology and business effectively. They look for order and patterns in data and help a 
business’s bottom line.

The data in Table 1 below highlights several fields associated with data science that have a ten-year 
job growth potential of ten percent. These career fields include but are not limited to those related to 
business, government, sciences, education, engineering, and data science specialists. At the time of this 
writing, the median salary for data scientists is $98,000 (U.S. Bureau of Labor Statistics, 2020). The job 
outlook is growing much faster than the average for all related occupations. In particular, the Baltimore-
Washington area has one of the highest employment levels in the United States for technology-related 
occupations. In addition, Maryland has a high concentration of data science-related positions with 
high-paying salaries (U.S. Bureau of Labor Statistics, 2020). These are all very positive indicators for 
the outlook for a new data science program and show the need for this career path.

Table 1 also illustrates Maryland’s potential demand for graduates in the Data Science degree program 
over the next several years. The evidence provided is based upon the program’s proposed Classification 
of Program (CIP) code of 15-2098 and cross-referenced with the Bureau of Labor Statistics Standard 
Occupational Classifications (SOC) that classify and indicate the professions and occupations of gradu-
ates of programs with this CIP code are likely to pursue. This data provides evidence to support the 
potential for 118,438 new and additional positions in professions that prepare graduates over ten years, 
or 1,184 positions per year (Maryland Department of Labor, 2021).

A strategy of the Maryland State Plan for Postsecondary Education (Strategy 8) is “to develop new 
partnerships between colleges and businesses to support workforce development and improve workforce 

Table 1. Maryland Occupational Projections 2018-2028 for Data Science (Maryland Department of 
Labor, 2021)

SOC Occupation Title
Employment Openings

2016 2026 Change Growth Openings Total

15-2041 Statisticians 3,449 4,350 901 2,996 3,897

15-0000
Computer and 
Mathematical 
Occupations

113,209 130,011 16,802 88,553 105,355

15-2000
Mathematical 
Science 
Occupations

8,740 11,032 2,292 6,894 9,186

Table 2. States with the highest concentration of jobs and location quotients in Data Scientists and 
Mathematical Science Occupations (U.S. Bureau of Labor Statistics, 2020)

State Employment Employment per 
thousand jobs

Location 
quotient

Hourly mean 
wage

Annual mean 
wage

District of Columbia 590 0.86 2.00 $ 51.06 $ 106,210

Washington 2,610 0.82 1.90 $ 56.88 $ 118,320

Maryland 1,890 0.75 1.74 $ 52.39 $ 108,960

Virginia 2,450 0.66 1.54 $ 47.92 $ 99,670

Illinois 3,290 0.58 1.36 $ 48.33 $ 100,520
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readiness” (MHEC, 2017, p. 3). The field of Data Science is clearly in high demand. However, in both 
the United States and worldwide, the industry is experiencing a shortage of skilled Data Scientists. As 
such, the proposed program will ensure that CCBC is able to help educate students to meet the needs 
of regional and state-wide industry need for the advancement of current data science-related skill sets. 
Even the cover of the Maryland State Plan for Postsecondary Education has the slogan “Increasing 
Student Success with Less Debt” (MHEC, 2017, p. 1). With this in mind, offering the Data Science 
A.S. degree as a two-year program will assist students in reaching their educational goals at a much 
lower cost. Financially, the cost for a student to come to CCBC full time is $4,992 annually (tuition and 
fees) as of the time of this writing. This is a savings of almost half when compared to similar programs 
at four-year institutions. Therefore, a student attending CCBC could reduce expenses substantially by 
earning an Associate’s degree prior to transfer.

DEVELOPMENT

The following section discusses the strengths, challenges, and other considerations for developing the 
data science program. Starting a data science program is a significant endeavor that we are excited about 
the opportunities and benefits to the students. As we continue to build the program and launch new re-
lated projects, we foresee many new opportunities for students and faculty of the College and new ways 
to leverage other courses. In addition, the proposed degree program is designed to prepare students for 
transfer to obtain later a bachelor’s, master’s degree or both and ultimately fill the workforce demand 
for this new, high-demand skillset. In the next section, we discuss several elements of the development 
of the degree, which include consideration of student skills, transfer considerations, textbook resources 
as part of the First Day program, technology resources, and diversity. The discussion is then followed 
by a listing of the current course requirements and descriptions.

Student Skill

Within the community college environment, some courses, especially technical courses, can be chal-
lenging due to the diverse set of student skill levels, varied technology literacy, and course workload 
balance. Some of these issues can also be impacted by differences in enrollment statuses compared to 
students enrolled in more traditional four-year institutions (Cohen & Brawer, 2003). The courses offered 
in the CSIT department go through many types of evaluation in order to examine the course design to 
not only best reach and engage with students but also build students’ skills. Many of the topics and core 
competencies are scaffolded to link to next-level courses or materials. There are many challenges that 

Table 3. Percentile wage estimates for Data Scientists and Mathematical Science Occupations: (U.S. 
Bureau of Labor Statistics, 2020)

Percentile 10% 25% 50% 
(Median) 75% 90%

Hourly Wage $ 25.46 $ 34.51 $ 47.23 $ 62.68 $ 79.44

Annual Wage $ 52,950 $ 71,790 $ 98,230 $ 130,370 $ 165,230
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faculty are faced with when dealing with underprepared learners (Gabriel & Flake, 2008) or at-risk 
learners (Zheng, Warschauer, Hwang, & Collins, 2014). These are all elements that are considered.

For the data science courses, instructors need to be resourceful and open to change as new challenges 
arise in this discipline. This also applies to the need to be innovative and knowledgeable with and about 
technology and potential limitations. One challenge in course design is to be mindful of specific tech-
nological needs of the courses, but at the same time consider limitations of skill level and technology 
access of the students. For example, we do not want to require an expensive option for data visualiza-
tion or analysis software applications if there are similar open-source options. This would require even 
online students to have to travel to campus. Currently, a virtual desktop infrastructure is used in regard 
to expensive specialized hardware where possible.

Transfer Considerations

Another consideration is how the program, as a completed degree and that of individual courses, may 
transfer to other institutions. For example, some students in the program will have a degree and are tak-
ing a single class to learn a new skill or working towards a new degree in a new field. Others will be 
taking individual courses for personal, educational enrichment. Therefore, working towards sustainable 
transfer agreements with 4-year institutions with similar degree programs will be essential.

Another hurdle is many other data science programs are at the bachelor’s degree level or higher. 
This issue poses many challenges in terms of transferability. At the associate’s degree level, the high-
est level of course type is the 200 level. At the same time, those graduating from the program need to 
have a significant level of knowledge and a breadth of expertise in data science. Transferring to a 4-year 
institution will allow students to further their knowledge and provide depth, therefore, expanding and 
strengthening their understanding. We are actively working with academic partners to ensure best op-
tions for students to transfer courses.

To assist students in completing their degree, CCBC has in place Academic Pathways (CCBC Aca-
demic Pathways, 2022). Pathways are a way to group students by degree program, certificate, training or 
area of interest. The following areas are the current academic Pathways: Arts, Business, Criminal Justice 
and Law, Education, Health Professions, Humanities, Social Sciences, Mathematics and Science, and 
Technology and Engineering. There is significant support for students in each Pathway to ensure that 
students are aware of the related programs, courses or training, and opportunities at the College. Course 
sequence lists are available to help keep student on their path to graduate. Each semester there are nu-
merous events and other outreach initiatives to make sure students have the opportunity to ask questions 
and learn more about their Pathway and career path. Internships are also a possibility for some students. 
There are guest speakers from industry graduates, academic and business partners that provide insights 
to students. Numerous academic support services, campus activity resources and transfer information 
is provided to students.

First Day Program

As of the fall 2019 semester, the Computer Science and Information Technology department started to 
use a new textbook access program and has continued to be very successful (Clements & Braman, 2021). 
This was in collaboration with the college bookstore, Barnes and Nobel (CCBC Bookstore, 2022). This 
inclusive access program is referred to as “First Day” or the “First Day Program”. There were several 
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motivations for adopting an inclusive access program. One major element is the significant cost savings 
for students and the convenience of having inclusive access to the course textbook embedded into the 
course. Through this program, students have access to an eBook version of the traditional physical book 
as an embedded link in the LMS. Students do still have the option to opt out of the program and purchase 
a printed version of the textbook (Clements & Braman, 2021). Students through the First Day program 
have access to the textbook on the very first day of class allowing faculty to start teaching content right 
away. This eliminates delay in purchasing books at the beginning of the semester and allows for access 
during the semester.

The initial rollout was in several highly enrolled general education courses within the department 
(Clements & Braman, 2021). After receiving very positive initial feedback from both students and 
faculty, the program was expanded to other courses by the spring 2020 semester, including CSIT 210 - 
Introduction to Programing, CSIT 211 – Advanced programing, CSIT 214 - C+ + Programming, and 
CSIT 216 - Python Programming. These additional courses represent most of our programming courses 
and are typically taken by those majoring in Computer Science, Information Technology, Management 
Information Systems, or other related majors. Use during the fall 2019 semester resulted in an estimated 
cost savings of more than $78,000 (Clements & Braman, 2021). The First Day program was expanded 
to include four upper-level programming courses during the spring 2020 semester, with the total cost 
savings for students throughout 2020 estimated to be more than $249,000 (Clements & Braman, 2021). 
In terms of the data science program, we intend to continue this approach as a way to provide students 
with the convenience of having the textbook “on the go” while at the same time providing cost savings. 
In addition, it is estimated that some of the data science courses will need more than one-course textbook 
due to their complex nature. Having these cost savings will help reduce extra costs.

Technology Considerations

A complex and dynamic challenge is the technological needs of the program. Existing programs’ 
established courses are already fully designed with their specific needs known and established. This 
is especially true for programming courses, as mainly all required is IDE updates or the installation 
of new or specific libraries (or updates to those libraries). Current security settings in computer labs 
do not allow for updating or changing software and are managed exclusively by CCBC’s Information 
Technology department. We see software updates as being a challenge for the data science courses, as 
there may be more updates needed in a more frequent time frame. At this time, class projects require 
multiple complex library installations, which will need monitoring; otherwise, proposed assignments 
may not function correctly.

A significant concern is a need for large amounts of storage and computational capabilities for the 
machine learning course and those courses where projects may involve the topic of Big Data and those 
requiring extensive analysis. Based on feedback from faculty and the advisory board, it was suggested 
that several cloud-based services be examined for course activities. This would eliminate the need for 
extensive hardware and storage requirements. Additionally, updates would be handled by the service 
providers. The drawback to this approach would be the potential cost for numerous student accounts.
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Internal Approval Processes

All new program proposals at CCBC are reviewed and approved according to the process developed 
through college governance, which includes approval by the Curriculum and Instruction Committee 
(CIC) and the full College Senate. The data science degree program was carefully reviewed by the 
College President and her Senior Staff prior to submission to the CCBC Board of Trustees for their 
endorsement. The President has affirmed that the program can be implemented within existing institu-
tional resources. Professor Wendy Chin (CSIT Department chair) will serve as the coordinator of Data 
Science and oversee the program. As the Data Science degree program has been approved by the Col-
lege Senate, President, and Board of Trustees, adequate funding will be in place for at least the first five 
years of program implementation.

Online Learning

CCBC’s strategic plan places an increased emphasis on online learning (distance education). Sustaining 
and growing online learning is interwoven into the academic schools’ programs as well as the Depart-
ment of Online Learning’s (DOL) goals and objectives. CSIT, in particular, has a robust set of courses 
that are offered each semester, including various programming courses and general education courses. 
Courses are routinely reviewed and revised. Outcomes of course content are also assessed. In addition, 
the instructional technology budget supports technologies related to online learning and other curriculum 
needs. The DOL also has a budget, which provides resources for faculty training, technology and the 
promotion of a quality assurance process.

CCBC has a dedicated, public-facing webpage for online learning, which displays programs offered in 
an online format. It also provides potential and current students with links to all of the services they might 
need to be successful. Potential students are provided with a questionnaire to help determine if online 
learning is proper for them. Students also have access to technical requirements for online coursework 
and online class policies, which they may need to know before admission. The COVID-19 pandemic has 
opened many new opportunities for students to take online or remote courses and has allowed faculty to 
experiment with new methods of student engagement. Many students that would have otherwise stayed 
away from online classes have signed up for online and remote modalities. Academic requirements for 
online programs do not differ from traditional face-to-face programs. Potential and current students have 
access to all relevant student services, such as disability support services, financial aid, etc. In addition, 
each online course identifies links to these same services for students.

CCBC is a Quality Matters (QM) institution and uses the QM rubric as its basis for design, faculty 
training, and quality assurance of all online course offerings. Faculty serve as subject matter experts 
are the principal course developers, while instructional designers in DOL oversee the overall process. 
Additionally, DOL provides the faculty with mandatory training for course facilitation and course devel-
opment. Online course development incorporates sound online learning pedagogy to provide students 
with the most appropriate experiences in the discipline. CCBC has developed its own internal quality 
assurance process using the Quality Matters rubric as its backbone. This process leverages the content 
knowledge as well as the course design knowledge of the faculty, providing a high-quality, fiscally re-
sponsible manner to increase the quality of the College’s online learning courses.

Many of online learning policies have been vetted and approved by the CCBC College Senate. DOL 
is responsible for the implementation of those policies. Additionally, shared governance is an integral 
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part of the College’s formal curriculum approval and review process for all its courses, regardless of the 
mode of delivery. Curricular expectations of online courses do not differ from those in the traditional 
format. CCBC faculty and staff understand the challenges that online learning students face. Online 
course class sizes maximums are limited to 25. CCBC tracks the success rates of online classes and 
compares that data to its face-to-face counterpart. Online courses are also subject to the College’s stan-
dard evaluations, with the Common Course Outline (CCO) reviewed on a regular basis. CCOs serve 
as a standard course outline that all sections of a course must include, no matter the faculty teaching a 
class and no matter the course modality. The institution also assesses general education outcomes for 
all General Education (Core) coursework on a three-year cycle, and course-level objectives are assessed 
through learning outcomes assessment projects.

Student Diversity

To promote minority student success, one of the hallmarks of CCBC’s strategic plan is the value of 
inclusiveness. We honor the diversity of people, cultures, ideas, and viewpoints. To help faculty appre-
ciate and to maximize the potential of a diverse student population, CCBC has a Culturally Responsive 
Teaching and Learning (CRT-L) training program. The CRT-L program is a multi-faceted initiative that 
engages faculty, staff, administrators, and students in the recursive process of self-reflection, dialogue, 
change, and growth regarding cultural understanding and cooperation. Since its inception in 2004, the 
CRT-L Program has led 500+ faculty and staff and thousands of students to actively address individual 
and collective self-awareness, attitudes and beliefs, knowledge of others, and the skills needed to imple-
ment new understandings through best practices of cultural competence. The CSIT department is excited 
for a diverse set of students to enroll in the program to add to the rich experiences and perspectives of 
the courses.

CURRENT PROGRAM AND COURSE DESCRIPTIONS

In addition to the general education requirements and degree requirements, this degree program prepares 
students to excel at a transfer to other institutions where students can continue in the field of data science. 
As noted by Salloum et al., many data science programs are master-level programs and lack appropri-
ate preparation in computer science, math, or statistics (2021). The goal of our associate’s data science 
program is to provide a strong foundation to key topic areas so that students have choices to continue 
their education at the bachelor’s level, master’s level (assuming they may have a degree in another field), 
or to meet other educational goals. The current program goals of the Data Science program are listed 
as follows:

Upon successful completion of the Data Science degree program, students will be able to:

1.  Transfer to a four-year institution for a degree in Data Science or a related field.
2.  Develop and design well-written code to manipulate data for analysis.
3.  Design and implement solutions in the context of the discipline.
4.  Apply fundamental data science concepts and algorithms to perform modeling and exploratory 

data analysis.
5.  Explain the Data Analytics Life Cycle in the development of computer programs.
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6.  Demonstrate the ability to critically examine, interpret, organize, and describe multiple forms of 
data.

7.  Demonstrate appropriate ethical and professional conduct related to technology and data science 
practices.

8.  Demonstrate statistical reasoning in everyday life using real-world data.
9.  Construct a solution to real-world problems using problem-solving methods.

Table 4 below illustrates the required courses in the data science degree program (subject to change). 
The first set of courses are the required general education courses and highlight a sample set of courses that 
students can take. Some classes like English 101 and CSIT 111 would be specifically required, whereas 
courses in some of the other general education course categories allow for some flexibility. For instance, 
a student could take another four-credit science course other than Biology 110. It is often recommended 
that students to check carefully with their potential transfer school for specific class recommendations 
for that program. In the second part of Table 4, the specific core courses of the program is shown.

The following section lists all of the course descriptions in the program, including the course name, 
number, credit hours, and class prerequisites. It is possible that some of these courses may be changed 

Table 4. Data Science Curriculum Outline

Course Credits

General Education

CSIT 111 - Logic and OO Design 3

ENGL 101 -College Composition 3

CMNS 101- Fundamentals of Communication 3

BIOL 110 - Biology I: Molecules and Cells 4

MATH 153 Introduction to Statistical Methods 4

PSYC 105 - Multicultural Psychology * 3

ENVS 101 & 102 Introduction to Environmental Science or CHEM 107 & 108 - Fundamentals of 
Chemistry 4

SOCL 101 - Introduction to Sociology 3

PHIL 101- Introduction to Philosophy 3

Program Requirements

MNGT 136 - Business Analytics 3

MATH 163 - Pre Calculus 1 3

CSIT 142 - Introduction to MIS 3

CSIT 210 - Introduction to Programming 4

CSIT 211 - Advanced Programming 4

CSIT 251 - Data Visualization 3

CSIT 154 - Database Concepts 4

CSIT 255 - Fundamentals of Data Science 4

CSIT 260 - Introduction to Machine Learning 3

Total 60
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or replaced as the program grows. A potential option for a capstone course is discussed in the next sec-
tion. New courses have established common course outlines and have been approved by CIC. Several 
courses already exist and are used in other majors and are generally well established.

MNGT 136 - Business Analytics

3 Credits
MNGT 136 – Business Analytics: introduces the concept of business analytics and provides students 

with a sound conceptual understanding of the role that business analytics plays in the decision-making 
process. Data-driven decision making and the use of analytical approaches in the decision-making pro-
cess are explored. Various tools will be used to create, manipulate, and report data. Statistical theories 
and models will be integrated into objective decision-making.

Prerequisites: MATH 153

MATH 163 - Pre-Calculus I

3 Credits
Explores the nature and scope of college mathematics through the study of functions. Topics include 

the study of polynomial, rational, radical, piece-wise defined, and absolute value functions and their 
graphs and applications as well as modeling with these functions. Additional topics include complex 
numbers, the binomial theorem, inverse functions, operations with functions, and exponential and loga-
rithmic functions and their graphs and applications. Note: 3 credits awarded for MATH 163 for a CLEP 
Precalculus Exam score of 50 or higher. NOTE: Course offered fall, spring, and may be offered during 
additional sessions.

Prerequisite(s): ESOL 052 and ESOL 054 or ACLT 052 or ACLT 053; and Algebra I and II in high 
school and a satisfactory score on the placement exam; or MATH 083

CSIT 142 – Introduction to MIS

3 Credits
Introduces students to Management Information Systems (MIS) from the business professional’s 

perspective. Students learn how MIS supports organizational strategy, collaboration, competitive advan-
tage, decision making, and global commerce. Other topics discussed are systems development, systems 
management, outsourcing, security, and ethical issues. NOTE: Course offered fall, spring, and may be 
offered during additional sessions.

Prerequisite(s): CSIT 101 or OFAD 114

CSIT 210 - Introduction to Programming

4 Credits
Provides an introduction to computer science through the development of problem-solving skills using 

accepted programming practices. An overview of algorithm design, data structures, and fundamental 
syntax of an object-oriented language is provided. Topics include data types, control structures, file 
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I/O, classes, objects, methods, and arrays. NOTE: Course offered every fall, spring, and may be offered 
during additional sessions.

Corequisite(s): CSIT 111 or permission of program director.

CSIT 211 - Advanced Programming

4 Credits
Provides skills for solving complex problems and working with advanced topics using object-oriented 

programming. Topics include data structures (such as lists, stacks, queues, trees, and graphs), recursion, 
graphical user interfaces, simple database connectivity, sorting, and searching. NOTE: Course offered 
every fall, spring and may be offered during additional sessions.

Prerequisite(s): A letter grade of “B” or higher in CSIT 210 (was CINS 236 or CMSC 201) or per-
mission of program director.

CSIT 251 - Data Visualization

3 Credits
Provides an introduction to the fundamentals of data visualization by examining best practices for 

data exploration, modeling, management, collection, and organization as well as various visualization 
tools and techniques. Topics include summarizing and presenting data using various tools, data cleans-
ing, and working with diverse sources and types of data.

Prerequisites: CSIT 210 and Math 153 or permission of the program director

CSIT 154 - Database Concepts

4 Credits
Database concepts provide in-depth coverage of the content of database management systems (DBMS) 

and their capabilities and limitations, and it covers both physical and logical data structure with an em-
phasis on meaningful data relationships, the role of the database administrator, and the data dictionary. 
NOTE: Course offered fall, spring, and may be offered during additional sessions.

Prerequisite(s): ENGL 101 and CSIT 101 or the consent of the Program Director.

CSIT 255 - Fundamentals of Data Science

4 Credits
Provides students with an overview of the fundamentals of data science using practical techniques, 

tools, and programming to analyze and manipulate data to solve problems. Students work with data 
using the programming languages of Python and R to analyze, visualize, model, acquire and interpret 
data in various formats.

Prerequisites: CSIT 210, CSIT 154, and MATH 153 or permission of the program director

CSIT 260 - Introduction to Machine Learning

3 Credits
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Allows students to explore current trends and techniques related to machine learning (ML), blend-
ing theoretical concepts with applied projects in artificial intelligence. Topics include machine learning 
methodologies, classification algorithms, evolutionary computation, neural networks, deep learning, 
reasoning, modeling, and examination of emerging trends in the field.

Prerequisites: CSIT 210 and Math 153 or permission of the program director

INCLUDING A CAPSTONE COURSE

When developing the data science program, there was much discussion about the need and possibility of 
allowing students the option to take a project-based capstone course. The rationale for this course was 
to provide the option for students to work on real-life projects, conduct research, and gain additional 
skills. The department is currently in the process of expanding capabilities, increasing department-led 
projects, and creating a student research lab to be used for artificial intelligence and data science-related 
initiatives. To this end, in 2019, several faculty members started working towards implementing big data 
projects into several courses in order to enhance the database curriculum (Tavegia, Braman, Vincenti, & 
Yancy, 2019). Several projects are underway where students can capture data to create large datasets as 
part of the EDNA project (Extraction of Diverse Datasets and Analysis). Although the EDNA project is 
aimed at students working with and creating large datasets, this can easily be intertwined into the data 
science program as a rich source of projects.

For example, a group of students has been working on creating a small sensor network to collect 
temperature, air pressure, and air quality data (Richard, Braman, Colclough, & Bishwakarma, 2020). 
This data is being measured over various time intervals and sent to an external web server. Not only are 
students learning how to use the Python programming language working on this project, but they are 
also working with neural networks and creating this large data set of real-world data that other students 
can then analyze and work with for other projects. Currently, this data is being used by students to test 
a machine learning algorithm and a web-based affective computing-based display. Another example 
from using student and faculty projects is through the use of public social media and search engine data 
to contribute to the datasets. For text analysis purposes students can make use of data collected from 
the web crawling component of PAsSIVE (Personalized Assisted Search in a Virtual Environment) as it 
crawls web content for a fixed depth (Braman & Dierbach, 2015). Although the interface of PAsSIVE 
resides in a 3D format, the content extracted from this program can be used for an array of text-mining 
projects and applications. Additional content can also be obtained through public social media posts by 
the use of the SADD Agent (Social Media Agent for the Detection of the Deceased) where text content 
from posts, time stamps, related posts, and more can be evaluated (Braman, Dudley, & Vincenti, 2018). 
Content generated by SADD has generally been complex, providing difficult problems for students for 
several semesters to work on. This data will be particularly useful for students wanting to learn more 
about conducting sentiment analysis on text-based content.

The following is the course description for the new project course. At this time, the course is not 
a required course in the program but an optional course that a student can take if desired. We are cur-
rently evaluating ways to incorporate this course into the computer science and information technology 
program as well as for data science.

CSIT 265 – CSIT Capstone: is an applied project-based course in Computer Science and Information 
Technology. Students demonstrate technology proficiency related to their degree program using research 
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methodologies and design principles by conducting original research or project implementation while 
working on real-world projects. Topics relate to Artificial Intelligence, Data Science, data analytics, or 
other computer-related domains.

FUTURE WORK

There is a multitude of initiatives that are planned for the data science program. Student enrollment 
must be a main priority for the program initially as well as continued feedback and assessment about 
courses, course design and topics. As part of student recruitment, there are several ongoing efforts in 
place to grow articulation agreements and collaborations with other institutions. Prior to this initiative, 
work was underway to share course content as it relates to the database courses, included the creation 
and collaboration with large datasets to be used to enhance the curriculum. Collaborations with the 
University of Baltimore and Project Red would provide interesting data to provide real world problem 
sets (Tavegia, et al., 2019). Similar to projects discussed as part of the capstone course above, the list 
below illustrates some sample projects under development as part EDNA that can be infused into the 
program (Tavegia, et al., 2019):

• Project 1 ─ Students will be given access to a raw data dump of simulated or donated telephone 
records. They will need to ascertain which information is relevant for a given scenario and con-
sider how additional information can be derived.

• Project 2 ─ Students will use graphic files to demonstrate how information can be requested by 
characteristics other than file name or structure. Students can learn other categorization techniques.

• Project 3 ─ Students will utilize social media imports from public posts to examine connections 
between accounts and other attributes.

• Project 4 ─ Students will analyze simulated logs, network traffic and server files to identify anom-
alous activity.

Additional faculty are actively working on adding to their skillset to better prepare for more projects 
and data science courses. There has been training provided to faculty to strengthen their programming 
skills, Python programming skills and on using several external libraries that could be used in data 
science. Some faculty members are working on adding to their professional training through degree 
programs, certificates, and additional workshops. As we prepare for the program, efforts are being put 
in place for potential collaboration for including access to students in continuing education programs. 
As additional requirements are discovered, faculty are working on securing additional grant funding for 
equipment for students, to expand on the curriculum and to support students. CSIT already has a well 
utilized student homework lab and study space available at all three main campuses, but the creation of 
a dedicated project lab in underway. There is much room to grow the data science program and we look 
forward to the upcoming opportunities.
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CONCLUSION

Data science is an important field that requires innovative and interdisciplinary elements to educate and 
prepare the next set of skilled professionals entering this career. Other employment options may require 
similar skillsets as data scientists but may be classified or labeled differently. As stated previously focus-
ing on teaching relevant software applications, programming skills, and providing real-world examples 
are essential for data science programs as well as mathematics and having various domain knowledge. 
Our data science program aims at combining courses that tap into core areas to provide students with a 
strong foundation needed to succeed and for the possibility to continue their education.

In this chapter, we have discussed the CSIT department’s latest initiative (one of many) in creating and 
developing a new Data Science associates degree program. Based on feedback from numerous meetings 
with faculty and industry partners in the field, the program requirements, key topics, resource and other 
needs to launch the program were discussed. At the time of this writing, the degree program is pending 
approval and under review by the Maryland Higher Education Commission (MHEC). As noted, the 
goal is to start offering this major in late 2022 or sometime in 2023. This chapter presented the overall 
development of the data science program, including details of classes, challenges and opportunities, and 
future directions of the program. Once the program is underway, we will be eager to share our lessons 
learned and additional detail from this exciting endeavor.
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ABSTRACT

This study considers the construction and application of a storied approach to teaching graduate level 
data analytics. Although some research stresses replacing traditional lectures with more active learning 
methods, the approach of this study is to construct an entire data analytics program around a “story” 
idea of active learning and projects. The results of this study indicate that such a storied approach to 
learning not only improves student cognition of course material, but student morale as well. An instruc-
tional approach that combines active-learning activities in a progressive, storied approach appears to 
be a better approach than traditional lecturing alone for teaching graduate-level students.

PURPOSE

If you think back to when you learned how to ride a bike, you probably didn’t master this skill by listen-
ing to a series of riveting lectures on bike riding. Rather, you tried it out for yourself, made mistakes, 
fell down a few times, picked yourself back up, and tried again. When mastering an activity, there’s no 
substitute for active learning - the interaction and feedback that comes from practice.

Would we see the same level of mastery if classroom learning was a little more active? Would university 
instruction be more effective if students spent some of their class time on active forms of learning like 
activities, discussions, or group work, instead of spending all of their class time listening? And would 
this even be possible with a completely online program? What would be the effect if an entire program 
was built around this idea instead of isolated courses?

Theresa is typical of most online graduate students I meet in the first statistical course of their pro-
gram. Sounding uneasy as we make phone introductions, Theresa starts out with basic information about 
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herself, and then exclaims “To be honest, I have tried avoiding this class for as long I could! I’m scared 
to death of statistics!” She isn’t alone.

Students often consider statistics as the “worst” course they take while in college (Hogg, 1991). For 
instructors, there is often a struggle with how best to reach students, to help them learn statistics, and 
to help them become practical consumers of the knowledge – especially when students enter statistics 
courses with negative self-images. As some of this negative imagery comes from the massive amounts 
of formulas students can face while in the course, one solution is to structure an introductory statistics 
course (possibly all statistical courses) around data analysis versus mathematical technique. Another 
solution is found in innovative instructional paradigms in which the traditional lecture, with students 
passively listening, is replaced with more hands-on activities.

Yet in graduate statistical education, the actual implementation of these different approaches into 
a classroom setting can be quite challenging and confusing. This is amplified when it comes to online 
learning. Many of these approaches involve unique learning opportunities which have not customarily 
been incorporated in traditional graduate-level statistics classes. Moreover, because most research has 
been conducted on undergraduate statistics classes (see next section), one might ask “Would the same 
techniques of active or cooperative learning actually work in a graduate introductory statistics class? Or 
possibly in more advanced classes?”

The purpose of this research is to consider alternative instructional methods in the teaching of an 
online graduate-level data analytics program. Based upon personal informal surveying of graduate in-
structors, many have only seen graduate programs where courses might be prerequisites for others, yet 
the courses feel very independent of each other. Indeed, for many graduate instructors I have interviewed, 
an integrated storied program is an idea never considered. Thus, I created a graduate-level data analytics 
program around projects where the students become part of the “story.”

The “storied” approach to teaching (with both projects and active learning) of interest in this study 
would allow many graduate programs the opportunity to explore the advantages of active learning in a 
manner that is both fun to the student and also progressive in learning concepts. Thus, the purpose of 
this research is to explore an instructional model that involves projects and active/cooperative learning 
in a graduate statistics program. Comparisons were made with previous terms in which these approaches 
were not undertaken. Specifically, this study attempted to answer the following research questions:

1.  Can active or cooperative learning be successfully implemented and accepted in a graduate-level 
data analytics program? Can these strategies be combined with a story to create a cohesive instruc-
tional approach?

2.  Does more active student involvement help graduate students learn complex statistics?
3.  What benefit in affective and cognitive measures is seen by introducing active or cooperative learn-

ing throughout a graduate statistics program? As males and females may gravitate toward different 
teaching approaches, do these benefits differ by gender?

4.  Does a particular story work better than others with graduate students?

THEORETICAL FRAMEWORK

The question of how a student best learns statistics has been much considered in articles on statistics 
teaching (e.g., Chance, 2005; Gal & Garfield, 1997; Garfield, 1995; Lovett & Greenhouse, 2000), and 
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has mainly focused on instructional content or methods. In terms of instructional content, many statisti-
cians, including Bradstreet (1996) and Cobb (1991), are convinced that an introductory statistics course 
should emphasize data analysis over mathematical technique and concepts over formulas. Hogg (1991) 
stressed that statistics should not be presented as a mathematics course at all. Rather, the andragogy 
should emphasize statistical reasoning and thinking rather than algebraic precision.

Hogg (1991) further describes the problem of traditional instruction of statistics in terms of instruc-
tional design: Students are passive learners and do not directly come into contact with the many issues 
that occur in data collection and analysis. He suggests students would be better off generating their own 
data rather than utilizing a data set from a textbook or instructor. By working with projects involving 
their own data, students have opportunities to define problems, formulate hypotheses, design experi-
ments, and have genuine data to analyze and summarize. In support of Hogg, Snee (1993) emphasized 
that because collecting data is the nucleus of statistical analysis, learning that centers on the analysis of 
real data that students collect connects them to the practicality of statistical thinking. Singer and Willett 
(1990) argued that real data should be the nucleus of all statistical education, although their emphasis 
was more on using available datasets and not on students collecting their own data.

Emphasizing this statistical content also leads to a more active involvement of students in the course, 
and the traditional lecture approach in teaching statistics has had much criticism in the last two decades 
of research (e.g., Delucchi, 2006; Garfield, 1993; Giraud, 1997; Moore, 1997). Garfield (1995) suggests 
that students learn best by constructing knowledge and becoming active participants in the learning 
process. Smith (1998) indicated that

One way to help students develop their statistical reasoning is to incorporate active learning strategies 
that allow students to supplement what they have heard and read about statistics by actually doing 
statistics -- designing studies, collecting data, analyzing their results, preparing written reports, and 
giving oral presentations. (¶ 3.7) 

Steinhorst and Keeler (1995) is another great resource in this matter. In support of an active-learning 
approach, Bradstreet (1996) writes that “Learning is situated in activity. Students who use the tools of 
their education actively rather than just acquire them build an increasingly rich implicit understanding of 
the world in which they use the tools and of the tools themselves” (pp. 73-74). Thus in this study, “active 
learning” refers to any activities in which the student participates and learns in a non-passive way (e.g., 
simply answering questions from the teacher would not be considered “active learning” in this study).

There are a variety of ways in which to incorporate active learning and projects into instruction, in 
particular, personal collection of data. These might include some of the following: computer simulations 
(Garfield & delMas, 1991); laboratory-based courses (Bradstreet, 1996); in-class activities (Dietz, 1993; 
Gnanadesikan, Scheaffer, Watkins, & Witmer, 1997); a single three-week project (Hunter, 1977); or a 
course-long project (Chance, 1997; Fillebrown, 1994; Ledolter, 1995; Mackisack, 1994).

In regard to cooperative learning, many researchers have reported significant accomplishments from 
introducing cooperative learning experiences in introductory statistics classes (Dietz, 1993; Jones, 1991; 
Keeler & Steinhorst, 1995; Shaughnessy, 1977). Teams help encourage cooperative learning, develop 
team-working skills, and usually build substantial friendships (Smith, 1998). However, some of this 
research tends to limit such activities to external learning situations such as homework or studying. Al-
though much research exists indicating the effectiveness of alternative teaching techniques, how a teacher 
should implement such teaching strategies is not always clear and should be a point of more research 



179

A Storied Approach to Learning Data Analytics in a Graduate Data Analytics Program
 

(Garfield, 1995). Johnson and Dasgupta (2006) found that undergraduate students predominately prefer 
non-traditional instructional styles. Yet, exactly how a class should be structured and which techniques 
work best with each other was not considered in this research and would seem to be of importance to 
instructors wishing to incorporate such styles. Jordan (2007) stressed that the implementation of such 
instructional styles is open to much interpretation. In fact, some research has indicated that the imple-
mentation of these techniques does not always happen. Cobb (1993) investigated the results of various 
NSF grants whose purpose was to significantly improve statistical instruction, and discovered that none 
of the grants involved team projects, nor cooperative learning situations. Bryce (2005) indicated that 
few textbooks have embraced these new ideas in statistical education.

Furthermore, it is not clear which methods work better for different students. Students have dif-
fering learning styles. Ford and Chen (2002) showed that males and females performed differently 
under various teaching styles. Kolb (1984) provided a model of learning styles: concrete−abstract and 
reflective−active. The combinations of these styles indicate learners that are labeled as accommodators 
(concrete, active), divergers (concrete, reflective), assimilators (abstract, reflective), and convergers 
(abstract, active). Grasha (1996) suggested bipolar characteristics of learning styles: competitive vs. 
collaborative, dependent vs. independent, and participant vs. avoidant. Regardless of the label, research 
has shown that students vary in how they best learn. Thus, a class structure that only emphasizes one 
learning style (e.g., lecture or active learning) might in fact disadvantage some students in the attempt 
to reach others. In terms of classroom dynamics and pedagogical styles, Grasha identified five teacher 
styles: expert, formal authority, personal model, delegator, and facilitator. One can see in these labels 
the full spectrum of classroom dynamics from pure lecture (expert) to pure active/collaborative learning 
(facilitator). Instruction that flows in and out of these different dynamics would in essence touch on the 
diversity of learning styles of students.

Lovett (2001) said that “a successful route to improving students transfer of statistical reasoning skill 
may rely heavily on integrating instructional and cognitive theory, while maintaining a link to the realities 
of the classroom” (p. 348). Some research has considered the effect of combining different instructional 
techniques to create an amalgamated approach in teaching statistics. Ward (2004) created an amalgam-
ated class consisting of online and face-to-face classes and found little difference in student performance. 
Keeler and Steinhorst (1995) created an amalgamated class consisting of collaborative groups and mini-
lectures. They showed an improvement in students’ attitudes and grades when incorporating more active 
student involvement with lectures. Their research focused on undergraduate, introductory-level statistics 
classes. No research has been found that applies such techniques to graduate-level statistics classes.

In fact lecture-based approaches appear to still dominate graduate-level statistics classes. A prelimi-
nary study by this researcher which interviewed 14 graduate instructors from colleges and departments 
of Education, Business, and Statistics at four major universities in the United States found this tendency, 
and when asked about the possibility of utilizing different learning strategies in their higher-level statistics 
classes, the response is typically expressed somewhat like “Yes, that may work for an undergraduate 
statistics class, but it would never work in this class. This class is too high level and demands a lecture 
format be predominant or even exclusive.” Although these instructors are familiar with the vast research on 
innovative learning strategies in statistical education, there appears to be a huge gap between knowledge 
and practice. For these instructors, whether the same results shown in undergraduate statistics education 
would apply to graduate students has been minimally investigated.

Bligh (2000) suggests that lectures do have their place in education, yet the problem lies with instruc-
tional strategies that have unrealistic expectations. For example, Bligh indicates that whereas lectures are 
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good at imparting ideas, they are not as good at motivating students: “Use lectures to teach information. 
Do not rely on them to promote thought, change attitudes, or develop behavioral skills if you can help 
it” (p. 20). For Bligh, many critics of lecture-based approaches in instruction almost de-emphasize the 
role of lectures completely. Yet, the complexity of graduate-level statistics classes suggests that some 
form of lecture might be beneficial. It has been this researcher’s own observation that a statistics class 
that revolves around total active learning does not provide students with enough security in statistical 
methodology, especially for more advanced statistics classes. Often students need to see things dem-
onstrated before they can apply those techniques to real life. However, this does not exclude the pos-
sibility of incorporating many of the proven techniques that have been shown to make a difference in 
undergraduate education.

Of interest in this study is allowing students to choose from a dataset that they carry throughout the 
entire program analyzing. The datasets would be in various fields such as manufacturing, health care, 
finance, and so on. Skills will be dispersed across different courses, resulting in atomic, just-in-time 
corequisite instruction (Garvin, 2010; Herman & Webb, 2007). The uniqueness of this approach is shown 
in Figure 1. In the figure below, the Master’s of Science in Data Analytics is abbreviated as MSDA.

The courses will implement the project-based learning (PBL) paradigm that covers the material with 
the end in mind. For each topic area, the learner will engage with an essential step of the DPLC. This 
approach will provide the learner with the opportunity to practice the skills they will need to master to 
successfully complete the performance assessment for the course. After the activity, learners will be 
directed to resources such as text and video(s) to help them explore more deeply and gain insights into 
unanswered questions. Students will be exploring and engaging with resources on concepts and topics 
that they’ve previously experienced. Research suggests they will be more likely to make sense of what 
they are reading or watching (Azer, 2017). This course construction approach is more in line with design 
efforts around the learning experience and more recently, Beautiful Learning (Gallagher, 2017).

Experts suggest that more can be learned in less time and at higher levels of learning if program 
courses are connected and concepts integrated (Drake and Reid, 2010). When integration is used as a 
venue for developing complex-cognitive and career-related soft skills, the graduate has a documented 
advantage in the workforce (Torres, 2017). Integration results in teaching depth versus breadth, encour-
ages multiple intelligences, and allows for the infusion of literacy and/or thinking skills (Hartzler, 2000; 
Drake, 2007). The inclusion of higher-order cognitive processing leads to longer-lasting achievement 

Figure 1. An example of a Traditional vs Corequisite Approach to Education
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regardless of socioeconomic status by embedding skills, expanding content knowledge, and increasing 
understanding (Bransford, 2002). This approach has also been shown to improve student motivation, in-
dividualized learning opportunities, and long-term skill application with different populations of students 
(Hartzler, 2000). The approaches documented above have been shown to have positive effects in these 
underserved populations (Logue, 2018). Many underserved students hope to obtain work experience in 
addition to a high-quality education or university degree, and they are often frustrated by the constraints 
imposed by traditional education models (Farnsworth, 2018; Torres, 2017). Institutions can manage 
student expectations more effectively if they begin the discussion of work options before applicants 
leave their program of study. Another option is to help students become more attractive candidates for 
work experience through summer internships, part-time work on campus, or full-time work following 
graduation. With online instruction, this becomes complex. This proposed model seeks to simulate this 
type of experience without the complexity.

Freeman et al (2014) found more specifics of how active learning compares to lecture-based learning. 
They found in their experiment that students in a traditional lecture course were 1.5 times more likely 
to fail, compared to students in courses with active learning. The authors found that 34% of students 
failed their course under traditional lecturing, compared to 22% of students under active learning. This 
suggests that, just in the studies that they analyzed, 3,500 more students would have passed their courses 
if taught with active learning. By conservative estimates, this would have saved the students about 3.5 
million dollars in tuition. They also found that students in active learning classes outperformed those in 
traditional lectures on identical exams. On average, students taught with active learning outperformed 
those taught by lectures by 6 percentage points on their exam. The authors describe this as picturing 
a student in a traditional lecture class who scored higher than 50% of the students on the exam. If the 
same student were taught with active learning instead, they would score higher than 68% of the students 
in this lecture class.

The blending of integrated learning and corequisite structure has been shown in research to produce 
significant impact on students’ social-emotional skills and effective communication and leadership skills 
(Cardichon & Darling-Hammond, 2017). In order to maximize this result, these studies have stressed the 
need for consistent exposure to these skills. By developing the MSDA with an integrated curriculum, 
students will continually be utilizing knowledge and tools learned, in addition to communicating results, 
throughout the entirety of the program (instead of just one course).

PROGRAM DESIGN

Design of the Program

The program was designed for a graduate program (MSDA) at Western Governor’s University (WGU) in 
2020. The program first launched in November 2021. The bulk of the design originated with the author 
of the chapter as well as Goran Trajkovski.

The first part of the design was to take a “typical day” or analysis from an analyst and divide it up 
into courses. So, typically, an analyst is given a problem in which they would need to define the research 
questions and stakeholders (Course 1). They would then turn to pull data for the project, usually using 
SQL (Course 2). Once the data is pulled, the person would need to clean the data and prep it for analysis 



182

A Storied Approach to Learning Data Analytics in a Graduate Data Analytics Program
 

(Course 3). The initial analysis would be more exploratory in nature, covering many of the same topics 
found in an introductory statistics class (Course 4).

This pattern continues throughout the journey of the program until the final course on advanced ma-
chine learning models. Each course is progressive and builds upon the previous work. There is a natural 
progression of difficulty as well. An illustration of this design is shown below in Figure 2:

An example of the main topics covered in each course is diagramed in the Figure 3 below.
An illustration of how the story might work out for a military student is shown in Figure 4 below.
There are two unique callouts of this design. At the time of writing, both Python and R were industry 

standards for analytic languages. In most programs, there is a course (usually one) dedicated to each. 
Developing mastery of these languages in a single course is almost impossible. Mastery takes both time 
and repeated exposure/use. In this design, Python and R are equally taught in every course with “just in 
time learning”. That is, every nuance of Python and R are not taught at a single moment. Rather, only 
what the student needs is shown to them at that point. For example, a student would not need to know 
how to construct classification trees until Course 6, so these commands/libraries are not covered until 
then. Teaching Python and R in this way provides a sequential two-year exposure to each language. 
Students end up learning both Python/R in a depth not found in other programs.

Another unique callout of this design is the re-introduction of SQL in Course 8. There are several 
reasons for this. First, if all SQL is covered early, then the student will not have worked with it in a year 
and a half beyond graduation. We wanted students who had good SQL skills upon graduation. Second, 

Figure 2. The storied-journey developed for MSDA
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the use of SQL later makes sense with the story. In this story, in order for the student to progress toward 
more sophisticated modeling, they will need additional data they do not currently have. For example, 
time-series analysis is covered in Course 10. Up to that point in time, the student had no need of re-
peated measures so that data is kept from them. At this point, they will need to pull that data using more 
advanced knowledge of SQL.

Datasets

The question of how to create a variety of stories was a big challenge to overcome. The idea would be to 
allow students to choose a “story” of their choice. The biggest problem in using existing datasets is that 
eventually answers will leak out and there will be a need to find another equivalent dataset to replace 
it. The other problem is that differing datasets would also have differing psychometric properties such 
as difficulty and discrimination. Thus, one dataset could be easier to clean than another because the 
proportion of missing data or outliers is greatly different.

This problem was overcome by simulating the data. By simulating the datasets, a variety of issues 
could be controlled and made uniform between the datasets: number of records, proportion of missing 
data, proportion of outliers, number of variables, presence of particular outcome variables (e.g., binary 
outcomes to enable logistic regression), and so on. Even demographic data (e.g., job, state, number of 
kids, etc) were simulated. All of the simulation was done in R.

Various themes in industries were chosen for the first datasets. The program started with a telecom-
munications churn dataset as well as a medical readmission dataset. Various variables were modeled 
after real data so that the simulated data behaves like actual data.

Figure 3. Examples of some of the main topics in each course
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Assessments

All assessment apart from the first class were project based. For every project, students not only analyzed 
the data, but the students had to construct a write-up and video presentation of the analysis results. More 
detail on the artifacts developed are shown in Figure 5 below.

INITIAL RESULTS

The program effectiveness will be studied in another year after a full 2-years of data is provided. To fully 
know how well the program has performed, a 2-year window would enable the first cohort to enter the 
program enough time to finish the program.

However, there have been two aspects where improvements have already been seen. First of all, there 
is indication that KPI’s have improved. The previous program had quite a bit of student dissatisfaction 

Figure 4. An example of a storied-journey for a military student in MSDA
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on satisfaction surveys. The launch of the new program has shown a 20% reduction in DSAT, while 
overall VSAT has increased by 5%. Other metrics such as increased course completion and lower drop 
rates has been noted.

Secondly, the student sentiment for students has greatly improved. This has been seen especially 
among students who were in the previous program and moved to the new design. As one example, a 
program mentor told us for one of their students:

She said that the course material has made an immediate impact on her job and she sees significant 
opportunities to leverage course material to add value to her work product for her employer. She also 

Figure 5. Sample artifacts in the storied-program
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asked if she would have access to the course material after graduation. She believes that the course 
material will be a valuable resource in the future even after course and degree completion.

Another student expressed the following:

It is building my confidence, and I am liking the new program 100% better. I’ve been really enjoying them. 
The content is way more interesting/relevant/current, and the videos are FANTASTIC. That is huge for me.

We have seen both positive feedback from males and especially females which we were hoping that 
the new design would encourage longevity in the program.

SUMMARY

This research attempted to answer a central question: Does a structure incorporating more active stu-
dent involvement help graduate students learn statistics? The answer based on this study does appear to 
be “yes.” Still, the question of what combinations of instructional design to use remains unanswered. 
Though incorporating both active learning and storied projects with lectures showed positive effects 
there is still need to fully investigate its effectiveness after 2-years. Furthermore, from this instructor’s 
experience, student attitudes are often better when the instructor was more in control of the active com-
ponent. Perhaps the inclusion of team projects shifts the locus of control too far for graduate students? 
Such consideration is worthy of future study. Regardless, this study suggests that any active component 
in a graduate-level statistics class makes it better, both affectively and cognitively.

Implementation Strategies

My own experience with incorporating active learning in teaching has always been successful. When 
I incorporated the active component into the class, I could see an immediate effect upon students. In 
previous terms, I had tried a more constructivist approach to teaching and felt that the class was not suc-
cessful. Based on that experience, the inclusion of some form of lecture component seemed necessary. 
This amalgamated approach took away many of the fears I had in incorporating the ideas. By having 
small active-learning components in a storied-program approach, I could see whether students really 
understood what I had just shown them. Also, this builds confidence in students.

Theresa, the student mentioned earlier, was one such of this confidence. By the end of the second 
course, she expressed to me how she was really enjoying the class and how it was not nearly as bad as 
she had originally thought. She expressed great joy in that for the first time she understood how data 
analytics applied to real life situations and could already apply this knowledge to her current job.

I cannot imagine teaching without some form of active learning now. I have applied this same teach-
ing paradigm to more advanced statistical classes with similar results of improved morale, attention, 
and assimilation of information. In this design, team projects were not considered. The inclusion of 
team projects posed mixed results in previous research. First, there was more of a struggle with how to 
allocate class time for such matters. Although including active learning would seem to present the same 
challenge, team projects always presented the major challenge in time. For me, team dynamics was a 
factor that grew tiring to oversee. I still see the benefits in team projects, yet it seems that I see little 
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difference in performance by leaving it out and using active components in class (which still involve 
working with data). This is a matter of further investigation for me. Of particular interest would be 
studying the different outlooks and motivations for undergraduate versus graduate students in regard to 
team projects and team learning.

To successfully implement such a change in a college program requires a radical shift in perspective 
for most instructors and developers. Thus, I offer the following suggestions that I have learned over the 
past 20 years of trying to incorporate such designs in my own classes:

1.  Review learning and cognition materials – Although direct research (like this study) is obviously 
important to consider, I have found that there is a wealth of information about such matters in the 
learning and cognition domain. One would also greatly benefit by finding someone who special-
izes in this field and discussing matters with them. Though I have not always incorporated their 
ideas or techniques, I have often come away from such conversations with clarity of thought and 
purpose. The statistical education domain would greatly benefit if there were more collaborations 
in research with learning/cognition researchers, not to mention how beneficial textbooks might be 
if such collaborations extended into authorship. As mentioned previously, most current graduate 
statistical textbooks ignore these new teaching methods altogether.

2.  Study effective teaching models – There is a wealth of ideas often right on our own campuses about 
effective teaching models. I occasionally ask other faculty members to let me sit in on their class 
for my own personal benefit. In my younger years, I would too often want to emulate the habits 
and mannerisms of those I admired or respected. I remember the first time I saw Jaime Escalante 
in the Stand and Deliver famed movie. After seeing him in action, I wondered if I should dress up 
in costumes and use props in my classes, or have my classes do chants in the classroom. Yet, in 
time, I have seen that I need to become a unique expression of these effective techniques I have 
learned. I believe this is important because at times I have rejected whole approaches in teaching 
because I could not see myself implementing them in the same manner. For example, I have seen 
instructors using a “game” for an in-class activity, and had inner struggles with incorporating this 
particular expression: “That may work for an undergraduate class, but this is a graduate class on 
Bayesian analysis! Won’t this seem ‘childish’ to the students? Even if I were to try it, how can I 
come up with a game in this class?” What I have learned is that I may not always prefer or use a 
particular expression, but I can still strive to incorporate the spirit of the expression (e.g., in this 
case by creating active components that are interesting and fun to students).

3.  Start small – If you are new to active-based learning (whether in-class activities or team projects), 
it might be beneficial to incorporate this new learning style in small ways until you are comfort-
able with the approach. While the strength of this current study was providing an integrated story 
throughout an entire program of study, if this is new to you then you might consider starting 
smaller. One suggested approach for a traditional class is to design such a storied worksheet for 
a particular class lecture, and have students work on it for a few minutes in the middle or end of 
class. The key to incorporating such active-based learning is to keep the activities short (average 
of 5-10 minutes). Some activities may require longer periods of time to complete, possibly up to 
30 minutes. But those activities should be the exception, not the rule. Take one lecture and add one 
active component to it. Do this over a period of time and increase the amount that you use until you 
feel you have reached a balance that works for you and your teaching style. Then consider trying 
this for an entire course, and then possibly an entire program of study.
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4.  Plan and delegate – One concern in using active learning along with lecture is anxiety about cov-
ering the breadth of material that is covered in a lecture-only format. Though this concern might 
have some degree of merit, I have found in my own experience that this is not the case. However, 
successful implementation does require some degree of thought and preparation. I have personally 
found that I save time while lecturing by not spending as much time working through an example 
in class. Before, I would spend a lot of time in order to make sure students understood every facet. 
Now, I realize that any part they don’t understand will be magnified in the active component which 
follows my example. Also, there are often concepts that can be learned in the active component 
rather than taught in lecture. This provides a unique form of constructivist learning and is easy 
to implement within such a structure. Whereas there is much discussion of the fatigue that faces 
students in a long lecture, I think a neglected area of research is the fatigue that occurs with an 
instructor. I find by using mini-lectures that I stay focused on my teaching and can cover the same 
material in less time. For WGU based courses, instructors serve more as mentors and coaches. 
Thus, students must often self-learn and the storied approach works very well to give context and 
meaning to what the student is learning.

5.  Be active yourself – If you are in traditional courses, while students are working on an activity, 
consider walking among them and observe their progress. This can be beneficial for many reasons 
including making sure students are working on the task you have asked them to work on. Also, some 
students may not volunteer problems they are having in front of the entire class and this provides 
you with an opportunity to see particular problems they may be having. Obviously with moderate 
(as in the case of this study) to large classes, it might be impossible to go to each person or group 
in the allotted time for the activity. In this situation, if you have more than one activity for that day, 
consider randomly moving around during each activity. In my case, I will mentally cluster students 
in various parts of the room and randomly choose clusters to visit during an activity. I strive to visit 
each cluster at least once during a class. For online instructors, you will find it important to do the 
project yourself so you understand the unique challenges that students will face with the project.

6.  Don’t confuse noise for control (or lack of) – Students in my traditional classes are often quiet dur-
ing the first few weeks of active components, perhaps because it seems such a foreign approach for 
a mathematically-based class. Students in the WGU program can also be quiet in that they might 
not always reach out for help if they are struggling with the storied project. Yet over time, they 
usually embrace it heartedly to the point that the students are eagerly engaging with instructors for 
feedback and guidance. For someone coming from a lecture-only format, this can seem threatening, 
as if you have lost control of the class or your students. Always keep in mind that you are actively 
engaging your students and helping them master the material. Some of my classes have been so 
engaged that it has taken me quite a few seconds to regain their attention. At WGU, students can 
often go way beyond what is required of them and do additional aspects that severely impact their 
timely completion of the course. At first this would bother me greatly to the point of questioning 
my new approach. Now, I can usually regain control of student progress by simply talking to them 
while looking over their work and simply saying, “OK, let’s talk about something that I see you are 
having a problem with.” For traditional course instructors, you may wish to utilize visible clues to 
re-center your class (e.g., turning the lights on and off a few times). If you are new to this teaching 
style, do not let such matters deter you from exploring this “brave new world.”
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FUTURE RESEARCH

One possible extension of this study is to adjust the way in which student projects are done. Some stu-
dents wished for more freedom in the choice of their projects. A future study could consider this effect. 
Another consideration is the use of team projects compared to single student projects. Smaller group 
sizes should also be considered as this may reduce some of the tensions in groups found in this study. 
Also, an approach in which the instructor supervises the teams more vigorously might prove valuable 
and eliminate the slightly diminishing results from team projects. The approach taken in this study was 
not as rigorous because the instructor assumed that graduate students would not need as much oversight. 
This study considered an entire program for graduate students to serve as a bridge with similar research 
in undergraduate studies. Further studies to look at the unique advantages to advanced courses (e.g., 
regression, multi-level models, structural equation modeling) should be investigated. Tying together 
affective and cognitive measures in a unified statistical analysis, as well as tracking changes or growth 
over time in longitudinal studies, would also be beneficial.
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ABSTRACT

Programs in an online competency-based higher education (OCBHE) institute will focus on a set of 
skills and competencies that form a theme throughout multiple courses, where one course builds upon 
another in terms of increasing the strength or depth of competency. Thus, for students within a given 
program or major, it is ideal for scores from course assessments with overlapping content to correlate 
and indicate higher-order skills or competencies. The purpose of this study was to use factor analysis 
to test the internal and structural validity of course-level performance assessment scores for a group of 
courses taken as part of a data analytics program in an OCBHE institution. Moreover, the presence of 
program-level competencies was investigated using hierarchical factor analysis for two groups: a faster, 
shorter course track and a slow, longer course track. Results supported validity at the course level as 
well as the presence of a higher-order factor (program-level competency) for the fast course track but 
not the slow track.
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An important concern in assessment of any construct is the validity of assessment outcomes (e.g., AERA, 
APA, & NCME, 2014; Kane, 2016; Messick, 1989; 1995). In the case of competency-based education, 
validity addresses the question, “Is the assessment score indicative of one’s achievement or mastery of 
a competency?” In other words, do assessment scores accurately reflect whether or not one has success-
fully demonstrated knowledge gained in course content and are ready to move forward in their program? 
Students in an online competency-based higher education institute (OCBHE) must pass one, summative, 
high-stakes assessment in order to demonstrate that they have achieved competencies central to the course 
and thus complete the course. Given the high-stakes nature of these assessments, evidence of validity is 
crucial to maintaining quality assessments and fairness to the students in terms of appropriate material 
for the assessment. Once the assessments are built and have collected data, one method of examining 
validity of assessment outcomes is Exploratory Factor Analysis (EFA). It is one of the most commonly-
used statistical techniques in the social and behavioral sciences (e.g., Osborne, Costello, & Kellow, 2008) 
and a crucial step in testing the internal validity or structure of the assessment scores and comparing 
them to expectations or a latent trait theory (e.g., Knetkta, Runyon, & Eddy, 2019). It is a dimension 
reduction technique wherein patterns of covariance among a potentially large number of variables (i.e., 
item scores) can be used to group items into a smaller number of factors. It is important to distinguish 
EFA, also referred to as Principal Axis Factoring (PAF), from Principal Components Analysis (PCA) 
in order to understand when it is appropriate to use one or the other (Bartholomew, Steele, Moustaki, 
& Galbraith, 2002; Jensen, 1998). In PAF, factors are interpreted as latent constructs which cause or 
predict covariance among item scores. The goal in PAF is to establish a testable measurement model in 
which total variance in item scores is separated into common and unique (plus error) variance and only 
the former is considered when extracting factors. PCA, on the other hand, is more descriptive in nature 
and does not support measurement theory due to the use of total variance (common plus unique) among 
item scores. Therefore, PAF is preferable to PCA when analyzing assessment data, where there is theory 
surrounding the source of item scores (i.e., latent traits or factors).

Much of early social science research using factor analysis revolved around intelligence testing and 
attempts to determine how many types, forms, or manifestations of intelligence are measurable from 
the scores on several different cognitive ability tests (e.g., reading comprehension; verbal reasoning; 
quantitative reasoning; spatial ability; analytical reasoning). For example, two predominant theories of 
intelligence emerged early in the 20th century and were based on the dominant patterns of results from 
factor analytic studies. Spearman (Spearman, 1904) posited that there is one, unitary general intelligence 
(g) and used factor analysis to support his theory. Specifically, studies revealed that one factor accounts 
for a large proportion of variance in scores from multiple cognitive ability tests (Spearman, 1927; Beau-
jean & Benson, 2019). Other researchers argued that the g factor did not account for a sufficient amount 
of variance in test scores to validate its existence and superiority over the alternate theory that there 
are multiple factors (forms) of intelligence (e.g., Bartholomew et al., 2002; Beaujean & Benson, 2019; 
Carroll, 1993; Thurstone, 1932). Nevertheless, the support for g grew over time as it was discovered 
that the factor structure uncovered in many data sets involving scores from a variety of cognitive ability 
tests was hierarchical in nature, with multiple “primary factors” (intelligences) that covary to produce 
a higher-order factor, g. Thus, there is support for both theories (Gottfredson, 1998). For example, the 
Weschler Adult Intelligence Scale (WAIS) has items representing Arithmetical Reasoning, Memory 
Span, Picture Completion, Object Assembly, and Vocabulary. A factor analytic study revealed that it had 
multiple factors, one of which was identified and described as g (Bartholomew et al., 2002). Indeed, g 
has been uncovered in a wide variety of educational tests as well (Jensen, 1998).
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For online competency-based education (OCBHE) institutes such as Western Governor’s University, 
the quality of assessments depends upon multiple evidences of validity including but not limited to the 
results of factor analytic studies. Validation of assessment outcomes typically occurs at the course level 
where an assessment score is often intended to represent multiple competencies and sub-skills. For 
example, if a course is meant to teach students competence in, say, regression analysis using R, then 
scores on that course assessment should reflect whether or not a student has achieved competency in 
performing regression analysis in R. On the other hand, scores may represent multiple skills within that 
competency such as a) ability to program in R and b) understanding of regression analysis. The sum-
mative assessments that students must pass in order to complete the course should produce scores that 
tap into the competencies that are the focus of said courses. Thus, dimensionality of assessment scores 
should reflect the dominant competencies that are of deemed by experts to be of high importance (and 
priority) to learning and mastering course material. However, these course-specific competencies are 
further driven by a higher-level analysis of persistent and dominant skills and competencies associated 
with an entire program or major of study.

Specifically, an important step in designing and developing a program of study is to carefully and 
expertly identify a large set of competencies and skills that form a skills architecture unique to that pro-
gram (DeMark & Kozyrev, 2020). Skills-competency mapping or tagging is conducted to more fully 
define the nature of the competencies and, thus, more effectively guide course learning and assessment 
designs. These competencies and skills form a common theme within a program, typically linked to 
job and industry-relevant skills which are heavily researched and confirmed by subject matter experts. 
For example, oral and written communication as well as critical thinking skills (Cecil & Krohn, 2012) 
are often emphasized in all courses because they are skills deemed highly desirable assets to potential 
employers (Kleckner & Butz, 2021).

These competencies and skills are designed to recur, develop, or build across courses within a track 
for a program or major of study. Thus, in addition to exploring validity of assessment outcomes for 
each of multiple courses for the purpose of course-level assessment score validation studies), the larger 
perspective such as the longitudinal educational experiences of students necessitates exploring the 
convergence in factor scores from multiple, related courses in demonstrating achievement or mastery of 
program-level skills and competencies (that form a theme across courses in a series or track). In other 
words, we’re now asking the question, “To what extent does performance across course assessments 
reflect overarching or dominant skills and competencies required to complete a particular program?”

An important factor in an educational program is the design and development of course sequences 
that are appropriate for accumulating skills and competencies. However, majors may allow for flexibility 
in the course sequence as is the case at OCBHE institutes such as WGU. For example, students may take 
some of the same courses (required by all students in a program or major) but be allowed to choose from 
a selection of courses that cover the same material (emphasize the same skills and competencies). In 
other words, there may be multiple prescribed tracks that can be taken to achieve the same set of compe-
tencies. Specifically, course material related to program-level competencies and skills, and thus courses 
and course scope, can be structured differently – e.g., multiple competencies covered simultaneously 
in one, larger course versus split up into multiple, smaller courses taken at different time periods. And 
thus, the question becomes, which course track is associated with greater evidence of assessment score 
and program-level factor score validity? Are higher-order skills more evident from multiple assessment 
scores with large or small chunking of course material?
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The purpose of this chapter is to test and recommend an approach to simultaneously assessing in-
ternal, structural validity of assessment scores at the course level and the program-level for a series of 
courses that students must complete as part of the Information Technology Data Analytics program at 
an OCBHE institute, WGU. First, EFAs can be conducted at the course level to determine the dominant 
competencies and skills underlying course assessment scores and compare these findings to expecta-
tions (i.e., content specifications and competency structure for course assessments). In other words, do 
course assessment scores reflect the competencies and skills intended when the course was designed? 
For example, if an assessment score is intended to measure only one competency or skill, then only 
one factor should emerge in the EFA. Second, an EFA will be performed on item scores from multiple 
course assessments for two separate tracks: a fast track in which skills and competencies are covered in 
fewer courses taken closer together in time, and a slow track in which the same skills and competencies 
are covered across a larger number of smaller courses that are taken in separate terms. Finally, for each 
track, a further EFA will be performed on the factor scores to determine if there is a higher order factor. 
In other words, does a higher-order factor emerge for a set of courses that taken in larger versus smaller 
chunks? Is there less evidence of cohesion among competencies when courses are taken in smaller 
chunks over a longer period of time?

METHOD

Sample and Courses of Study

The current study included a sample of n=922 students. All students completed one of two possible 
course tracks for the data analytics concentration of the data analytics program in the College of Infor-
mation Technology. Data covers a 1-year period and thus includes 2 terms for each student. All courses 
are online as part of a competency-based higher education institute, Western Governors University. 
Thus, all summative assessments are completed online and can be completed at any time in the course 
(once the student has exhausted and/or mastered application of the skills and competencies inherent in 
the content, which is done on their own time and at their own pace).

The assessments are also performance-based (PAs). PAs are graded individually by human raters and 
based on a rubric rather than a cut score. All PAs in this course series have just one task but with mul-
tiple criteria or “aspects” which correspond with specific skills associated with the overall competency 
as reflected in the rubric (Baryla, Shelley, & Trainor, 2012). For example, in the case of data analytics, 
one aspect may correspond with the ability to clean and organize data, another refers to the subsequent 
analysis performed, and others focus on proficient use of the software used to perform data collection, 
cleaning, and analysis. It is also worth noting that every PA task has a written communications aspect 
(e.g., interpretation of findings to a certain audience) due to its importance in the program. Therefore, 
task aspects serve as items in the current analysis. Task aspects are scored based on a rubric where 0 
= non-competent, 1 = approaching competence, and 2 = competent. Thus, there is a possibility of 0-2 
points per task aspect. More detailed information on each course assessment, including the rubric, is 
located in the Appendix A.

There are two course tracks that run in parallel in terms of competencies and skills covered by course 
material and the summative assessment. The first, short track (C740, C742) included 246 students. The 
second, long track (C740, C996 and C997) included 426 students. The first course, C740: Fundamen-
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tals of Data Analytics, is an introductory course that emphasizes proficient use of excel, particularly for 
data cleaning, organization, and statistical analyses such as regression. All students in the data analytic 
program take this course. The second course is either C742: Data Science Techniques, which covers 
both Python programming to collect data from websites and use of R for regression analysis of collected 
data (and is taken in the same term as C740), or two courses that cover Python programming (C996: 
Programming in Python) and Regression in R (C997: R for Data Analysis) separately and respectively. 
Moreover, C996 and C997 are taken in separate terms. All four courses emphasize one or more of the 
following steps in data manipulation and analysis: use and application of a computer software program 
to collect, organize, and analyze data using multiple regression, and subsequently interpret the results 
(as well as explain the rationale behind code). Thus, certain university-level skills such as verbal com-
munication and critical thinking are measured in all assessment scores.

Analysis

The first step of the analysis for testing multi-level validity in course assessments involved the use of 
principle axis factoring (PAF) to determine the underlying structure of scores for each assessment and 
compare it to the assessment specifications as well as the intended focus of the course (which is aligned 
to the assessment). The number of factors associated with each assessment score can determined by 
examining one or more of a variety of criteria. For the current study, a number of criteria were used to 
determine the optimal number of factors to extract, all of which utilized the scree plot (which plot the 
eigenvalues of, or variance explained by, each factor). First, iis there a point at which the eigenvalue 
associated with the extraction of an additional factor does not significantly contribute to the amount of 
common variance explained by previous factors. The point in the scree plot in which the drop in eigen-
value is most dramatic (“the elbow”) is considered the optimal cut-off for the optimal number of factors 
necessary to account for an acceptable amount of common variance among assessment items (Cattell, 
1963). However, it’s also important to extract enough factors to account for a sizeable portion of the 
item score covariance, which should be at least 50%, preferably higher. Thus, a balance of criteria were 
used in our determination.

In order to more easily interpret the nature of factors based on an examination of the patterns of fac-
tor loadings, an oblique rotation, promax, was conducted to achieve simple structure in factor loading 
patterns. Simple structure is attained when each item loads predominantly onto only one factor and the 
identity of factors is easily identified based on the content of the items that most strongly load onto each 
factor. An oblique rotation was used because it is expected that the factors that emerge in each course 
assessment are correlated due to use and interpretation of a single data set and overlap in nature of the 
tasks performed on the data sets (e.g., all involve software programming, explanation of steps taken to 
manipulate or analyze data, and interpretation of results of analysis). Finally, factor scores were obtained 
using regression, as is recommended for increasing validity estimates (e.g., correlations between factor 
scores and other variables) and for oblique solutions (cite). Once the dominant factors were identified 
in each course assessment, results and interpretation of factors were compared to expectation – namely, 
whether or not there is support for the primary competencies that the assessment score is supposed to 
capture.

Next, two additional PAFs were conducted for items from multiple courses in each of the two tracks. 
The first PAF only took into account assessment items from C740 and C742 for those who took the 
short track. The second PAF was conducted for all items from C740, C996, and C997 for those who 
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took the long track. The presence of higher-order factors will be tested by submitting factor scores to 
further analysis. This step was also performed separately for each track in order to compare the converge 
in performance on multiple factors or course-specific competencies (i.e., dominant skills taught in the 
course series) between the two tracks. Again, the distinction between the two tracks is that in the short 
track, half of the skills (particularly Python programming and performing regression in R) are taught in 
the same course, whereas in the long track, this content is split into two separate courses that are taken 
in different terms (i.e., more compartmentalized and separated by time).

RESULTS

Course-Level Analysis

The results of all factor analyses are located in Appendix B, beginning with validation at the course and 
assessment level. For C740: Fundamentals of Data Analytics, a two-factor solution provided the best fit 
to the assessment data based on eigenvalue size (e.g., above 1), an examination of the scree plot (e.g., 
number of factors preceding the “elbow” or largest drop in common variance explained), and total variance 
explained by dominant factors, which is 69% (see Table 1). These same criteria were used in all PAFs 
performed in this study. After rotation to simple structure, aspects A through D loaded most strongly 
onto the first factor, and aspects E through K loaded most strongly onto the second factor (Table 2). The 
first factor is best described as the initial steps preceding an inferential statistical analysis, specifically, 
regression analysis – i.e., data cleaning, variable computations, organization, and summary statistics in 
excel (“Data Preparation in Excel”), whereas the second factor represents steps of the actual regression 
analysis (also in performed in excel) and interpretation of these results (“Regression in Excel”). In other 
words, interpretation of results, or written-communication aspects, did not form a separate factor in the 
analysis but were part of whichever part of the task to which the written communication was referring 
(in this case, regression analysis). The correlation between these two factors is .56. These findings par-
tially support the content specifications and competency structure intended for the course and its sum-
mative assessment. Namely, “Data Preparation in Excel” matches the “Introduction to Data Analytics” 
as well as “Data Analytics Activities,” and “Regression in Excel” matches “Data Models and Making 
Predictions” and “Data Analytic Activities.” In other words, the Data Analytic Activities competency 
is found in nearly every item score. “Ethical Principles and Data Analytics” appears to be subsumed in 
the “Regression in Excel” factor.

For C742: Data Science Techniques, a two-factor solution was the optimal selection. The amount of 
common variance explained by these two factors was 64.9% (Table 3). After rotation (Table 4), it appears 
that aspects A through H, which focus on Python programming (scraping websites for data, organizing 
data into a csv file), load onto the first factor (“Python programming”). The second factor is best rep-
resented by aspects I through L, which focus on regression analysis in R (“Regression in R”). Aspects 
M and N, which focus on organization and clarity of the PA task submission as well as the inclusion 
of citations in the results, load equally on both factors. This finding supports the equal importance of 
adequately explaining the steps taken in both Python programming and regression analysis in R. The 
two factors had a correlation of .35. These findings are largely consistent with the content specifications 
and competency structure intended for the course and its summative assessment. Specifically, “Python 
programming” matches “Data Wrangling” while “Regression in R” most closely matches “Data Analy-
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sis.” The first competency, “Database Management System” is present in nearly every item score and 
thus, spread out among the various aspects.

For C996: Programming in Python, one factor accounted for the majority of common variance in item 
scores; however, it was relatively low (54.3%; see Table 5). All aspects pertained specifically to Python 
programming – the same web-scraping and data file storage process covered in the first part of the PA 
for C742 (Table 6). Similar results were found for C997: R for Data Analysis, one factor accounted for 
the majority of common variance in item scores; however, it was relatively low (44.1%) (Table 7). All 
aspects focused on the ability to use R to perform a multiple regression – the same process covered in 
the second part of the PA for C742 (Table 8). These results support evidence for alignment between 
the content specifications and competency structure intended for the course and interpretation of scores 
from its summative assessment. Specifically, each course assessment is defined by three competencies; 
however, all three competencies are best represented by one factor per course.

Program-Level Analysis

For the students who completed the short track (2 courses: C740 and C742), four factors emerged. 
Namely, the largest drop in eigenvalues occurred after extraction of the fourth factor, resulting in 67.8% 
common variance explained by four correlated factors (Table 9). However, it could also be interpreted 
as a one-factor model given the large difference between eigenvalues for first and second factors; hence, 
the impetus to test for hierarchical structure. Interpretation of individual factors extracted is as follows 
(see Table 10). Factor 1 in this multi-course analysis corresponds predominantly with aspects related to 
the factor “Python programming” for C742, factor 2 corresponds with “Regression in R” C742, factor 
3 corresponds with “Data prep Excel” in C740, and factor 4 corresponds with “Regression in Excel” 
in C740. A factor analysis of the four factor scores (Tables 11 and 12), revealed a predominant factor 
or “g” likely reflecting “competency in data analytics, the theme of the program. However, this general 
factor only accounted for approximately 30% of the variance in primary factor scores.

For students in the long track (3 courses: C740, C996, and C997), four factors emerged. Namely, the 
largest drop in eigenvalues occurred after extraction of the fourth factor, resulting in 54.8% common 
variance explained by four correlated factors (Table 13). Factors are interpreted based on their loadings, 
as follows. Factor 1 in this multi-course analysis corresponds with “Python programming” for C996, 
factor 2 corresponds with “Preparing data in Excel” C740, factor 3 corresponds with “Regression in 
Excel” in C740, and factor 4 corresponds with “Regression in R” in C997 (see Table 14). Thus, factors 
are almost identical to what was found for individual course assessments. A higher-order factor analysis 
of the four factor scores indicates that there is no general factor but, rather, two (see Table 15). The 
interpretation of factor structure based on the pattern of loadings indicates that the first factor pertains 
to C740, and the second to C742 (Table 16). This could be due differences in the specifics of the task 
(e.g., data, variables, type of regression) or differences between the programs used to conduct regression 
analysis. Correlation between factors is .211.

DISCUSSION

In OCBHE institutions, summative assessment scores are high-stakes because they are used to determine 
whether or not students pass a course. Therefore, it is crucial to ensure that assessments outcomes ac-
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curately indicate whether or not a student has achieved versus not achieved the competencies and skills 
associated with the course. One way to test validity of assessment scores is to evaluate the internal 
structure of scores and determine whether or not the latent structure underlying scores is appropriate 
given the learning goals of the course – namely, what are the underlying competencies and skills that the 
assessment scores are intended to measure? Moreover, there may be higher-order competencies associ-
ated with a group of course assessments for a program or major of study, which reflect the theme of the 
program. However, the factor structure may vary between multiple course tracks which vary by how the 
material is organized or “chunked” (i.e., one, larger course versus two, smaller courses taken in different 
terms). Therefore, we conducted a multi-level validity study using EFA and PAF for a series of course 
assessments completed by the students for a degree in data analytics. EFA was chosen over confirmatory 
factor analysis (CFA) because the course assessments are relatively new and have not yet undergone 
extensive validity testing. Thus, further studies are required, using CFA, to confirm the present findings.

Results of PAFs indicate that only one to two factors explain a majority of the covariance in item 
scores in each course-level assessment, which is consistent with expectations for each course. The fac-
tor structure is nearly identical for the two tracks, and factors are modestly correlated for both tracks 
as well. Thus, there is support for consistency between the competency structure underlying PA scores 
and content specifications as well as consistency in performance on dimensions or competencies that 
are covered in multiple courses (i.e., “program theme”). However, support for a higher-order, general 
factor is only found for assessments in the fast track. Thus, It appears that when a certain set of skills are 
separated into multiple courses that occur over a more extended period of time (e.g., one year), rather 
than one in the same six month period as the preceding required course (C740), there is less cohesion 
in performance among dominant competencies, skills, or factors. Thus, there is partial evidence of 
program-level validity based on specific findings that provide stronger justification for combining multi-
dimensional content into one assessment rather than dividing it between two separate courses. The lack 
of a higher-order factor for the slow track may be due to a difference in the complexity and nature of the 
programs used in C740 versus C996 and C997 or greater separation in time between course assessments 
(and thus variance in performance).

One implication for course design is that larger “chunking” of course material into fewer, larger 
courses taken closer together in time results in greater evidence of internal validity of multiple course 
assessments in a program. What remains to be seen is if larger chunking of course material results in 
higher program-level success rate. In other words, research on criterion-related validity as well as other 
forms of validity is warranted in order to determine not only whether or not assessment scores are predic-
tive of academic success such as completing the program but whether evidence supporting course-level 
and program-level validity differ between multiple course tracks. For example, the impact of program 
content chunking in courses on the success rates for completing the program may vary among students. 
For some students, larger chunking of program content may be more beneficial, whereas the opposite 
may be true for other students. Moreover, only a small snapshot of courses taken within a program were 
evaluated in the current study. Future research should incorporate more courses within the program in 
order to identify more higher-order, program-level competencies.

In summary, this paper contributes to the literature on assessment score validity in OCBHE institutions 
by employing factor analysis to the test the internal structure of course PA scores as well as higher-order 
factors that identify program-level competencies that are best represented in PA scores across multiple 
courses in the program. Although one might recommend, based on these findings, that it is ideal to 
chunk course material into larger courses taken within a shorter amount of time in order to adhere to 
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validated internal structure of PA scores. However, this may not be the best course of action with respect 
to program-level success. More research is warranted, in the form of criterion-related validity.
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APPENDIX A: RUBRIC ASPECTS BY COURSE

C740 Fundamentals of Data Analytics

Figure 1.  Task directions for the C740 performance assessment
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Figure 2.  The scoring rubric for the C740 performance assessment
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C742 Data Science Tools and Techniques

Figure 3. Task directions for the C742 assessment 
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Figure 4.  C742 Rubric (part 1)
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Figure 5.  C742 Rubric (part 2)
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C996 Programming in Python

Figure 6.  C996 task directions
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Figure 7. C996 rubric 
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C997 Data Analytics with R

Figure 8.  C997 task prompts
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APPENDIX B: RESULTS OF PAFS

C740: Fundamentals of Data Analytics

Figure 9.  C997 rubric

Table 1. Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 6.04 54.88 54.88

2 1.58 14.39 69.27
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C742: Data Science Techniques

Table 2. Rotated Factor Pattern Matrix

Aspect
Factor

1 2

A: Provide clean data set -.03 .92

B: Provide justifications for modifications made to data .09 .87

C: Provided completed data sheets with tables and bars graphs -.08 .96

D: Provide summary of observations .06 .85

E: Describe fit of linear regression line to data using graphics .85 -.09

F: Describe impact of outliers on regression results .90 -.09

G: Provide residual plot with explanation of how model can be improved .71 .02

H: Interpretation of results .76 .01

I: Describe precautions for communicating results of sensitive data .72 .06

J: Inclusion of in-text citations and reference list .66 .06

K: Organization, grammar, vocabulary of overall submission .73 .19

Table 3. Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 6.26 44.69 44.69

2 2.82 20.16 64.85

*Note: a third factor only accounted for an additional 5.90% of variance and therefore was not included in subsequent analysis
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C996: Programming in Python

Table 4. Rotated Factor Pattern Matrix

Aspect
Factor

1 2

A: Explain how Python program extracts web links from HTML code .54 .21

B: Describe criteria used to determine if link is locator to another HTML page .78 .28

C: Explain how program ensures links are saved as URIs .69 .28

D: Explain how program ensures no duplicate links in output file .79 .20

E: Provide working Python code for web link extraction .86 .15

F: Provide correct HTML code for web link scraped .44 .30

G: Provide CSV file of all web links .89 .28

H: Provide screenshot of successful execution of code .88 .33

I: Linear regression analysis in R for Python-extracted data .21 .95

J: Explain how data was prepared and imported into R .28 .95

K: Provide R script for summary results of analysis .24 .90

L: Interpretation of effects with screen shot .32 .79

M: Inclusion of in-text citations and reference list .56 .63

N: Organization, grammar, vocabulary of overall submission .67 .74

Table 5. Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 5.44 54.35 54.35
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C997: R for Data Analysis

Hierarchical Factor Analysis: FastTrack

Table 6. Rotated Factor Pattern Matrix

Aspect
Factor

1

A: Explain how Python program extracts web links from HTML code .28

B: Describe criteria used to determine if link is locator to another HTML page .73

C: Explain how program ensures links are saved as URIs .83

D: Explain how program ensures no duplicate links in output file .89

E: Provide working Python code for web link extraction .90

F: Provide correct HTML code for web link scraped .37

G: Provide CSV file of all web links .86

H: Provide screenshot of successful execution of code .92

I: Inclusion of in-text citations and reference list .53

J: Organization, grammar, vocabulary of overall submission .74

Table 7. Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 2.65 44.1 44.1

Table 8. Rotated Factor Pattern Matrix

Aspect
Factor

1

A: Linear regression analysis in R for Python-extracted data .68

B: Explain how data was prepared and imported into R .79

C: Provide R script for summary results of analysis .44

D: Interpretation of effects with screen shot .55

E: Inclusion of in-text citations and reference list .34

F: Organization, grammar, vocabulary of overall submission .97
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Table 9. Extraction Sums of Squared Loadings- Level 1

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 8.745 34.98 34.98

2 3.833 15.33 50.31

3 2.689 10.755 61.067

4 1.686 6.742 67.809

5 .841 3.365 71.174

Table 10. Rotated Factor Pattern Matrix

Course Assessment: Aspect
Factor

1 2 3 4

C740

A: Provide clean data set .16 .26 .92 .45

B: Provide justifications for modifications made to data .21 .28 .98 .51

C: Provided completed data sheets with tables and bars graphs .20 .28 .94 .48

D: Provide summary of observations .28 .31 .90 .53

E: Describe fit of linear regression line to data using graphics .19 .04 .19 .61

F: Describe impact of outliers on regression results .28 .21 .35 .79

G: Provide residual plot with explanation of how model can be improved .31 .15 .42 .67

H: Interpretation of results .18 .35 .32 .70

I: Describe precautions for communicating results of sensitive data .19 .32 .54 .71

J: Inclusion of in-text citations and reference list .22 .28 .54 .69

K: Organization, grammar, vocabulary of overall submission .28 .35 .56 .82

C742

A: Explain how Python program extracts web links from HTML code .57 .26 .30 .32

B: Describe criteria used to determine if link is locator to another HTML page .72 .32 .16 .34

C: Explain how program ensures links are saved as URIs .73 .23 .16 .22

D: Explain how program ensures no duplicate links in output file .78 .30 .18 .23

E: Provide working Python code for web link extraction .84 .12 .05 .12

F: Provide correct HTML code for web link scraped .49 .38 .25 .27

G: Provide CSV file of all web links .90 .33 .19 .30

H: Provide screenshot of successful execution of code .89 .38 .19 .25

I: Linear regression analysis in R for Python-extracted data .25 .95 .23 .21

J: Explain how data was prepared and imported into R .32 .95 .25 .33

K: Provide R script for summary results of analysis .31 .89 .28 .24

L: Interpretation of effects with screen shot .40 .81 .28 .29

M: Inclusion of in-text citations and reference list .62 .65 .29 .31

N: Organization, grammar, vocabulary of overall submission .75 .76 .32 .34
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Hierarchical Factor Analysis: Slow Track

Table 11. Higher-order Factor Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Higher-order 
Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 1.205 30.13 30.13

Table 12. Higher-order Factor Pattern Matrix

Factor
Higher-

order Factor

1

Regression in Excel (C740) .682

Data prep in Excel (C740) .636

Python programming (C996) .381

Regression in R (C997) .437

*Note: correlation between factors is r = .211

Table 13. Extraction Sums of Squared Loadings- Level 1

Extraction Sums of Squared Loadings

Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 5.66 20.95 20.95

2 4.56 16.87 37.82

3 2.94 10.90 48.72

4 1.71 6.35 55.06

5 .743 2.75 57.81

6 .537 1.99 59.80
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Table 14. Rotated Factor Pattern Matrix

Course Assessment: Aspect
Factor

1 2 3 4

C740

A: Provide clean data set .05 .94 .44 .03

B: Provide justifications for modifications made to data .01 .90 .42 .002

C: Provided completed data sheets with tables and bars graphs .001 .96 .38 .05

D: Provide summary of observations .01 .89 .40 .09

E: Describe fit of linear regression line to data using graphics -.06 .25 .68 .13

F: Describe impact of outliers on regression results .03 .27 .78 .10

G: Provide residual plot with explanation of how model can be improved .08 .25 .53 .07

H: Interpretation of results .08 .19 .46 -.06

I: Describe precautions for communicating results of sensitive data .09 .32 .59 .01

J: Inclusion of in-text citations and reference list .11 .22 .56 -.05

K: Organization, grammar, vocabulary of overall submission .09 .54 .76 .07

C996

A: Explain how Python program extracts web links from HTML code .29 .02 .06 .10

B: Describe criteria used to determine if link is locator to another HTML page .75 -.01 .02 .11

C: Explain how program ensures links are saved as URIs .82 -.03 .03 .04

D: Explain how program ensures no duplicate links in output file .87 -.04 .03 .04

E: Provide working Python code for web link extraction .93 .04 .09 .15

F: Provide correct HTML code for web link scraped .34 .05 .07 .24

G: Provide CSV file of all web links .86 .06 .07 .16

H: Provide screenshot of successful execution of code .92 .03 .03 .08

I: Inclusion of in-text citations and reference list .51 .09 .10 -.06

J: Organization, grammar, vocabulary of overall submission .73 .01 .13 -.10

C997

A: Linear regression analysis in R for Python-extracted data .13 .08 .10 .77

B: Explain how data was prepared and imported into R .01 .01 -.01 .77

C: Provide R script for summary results of analysis .08 .03 .04 .50

D: Interpretation of effects with screen shot .09 .03 .11 .56

E: Inclusion of in-text citations and reference list -.01 .01 .01 .35

F: Organization, grammar, vocabulary of overall submission .08 .02 -.01 .94
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Table 15. Extraction Sums of Squared Loadings

Extraction Sums of Squared Loadings

Higher-order 
Factor Eigenvalues % Common Variance Explained Cumulative % Variance Explained

1 .736 18.4 18.4

2 .271 6.79 25.19

Table 16. Rotated Factor Pattern Matrix

Factor
Higher-order Factor

1 2

Regression in Excel (C740) .601 .174

Data prep in Excel (C740) .594 .079

Python programming (C996) .050 .381

Regression in R (C997) .108 .377

*Note: correlation between factors is r = .211
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ABSTRACT

With the changes in societies and economies, new formats and packaging of educational products have 
been emerging as alternatives to the traditional degrees and certificates. Most of these offerings emerge 
outside higher education institutions and aim to alleviate the gap between the supply of skills and the 
needs of industries which had a big impact on the educational space. The authors studied approximately 
four hundred thousand tweets discussing educational offerings. They used a combination of topic mod-
eling and network analysis to group topics into wider themes over the topic network. They also used 
word embeddings to measure semantic similarity of words related to specific educational packagings 
and further understand the discussion carried out on Twitter. The results of this study show how public 
opinion on Twitter discussed formal and non-formal educational offerings in ways that stress economic 
and professional advancement. Finally, the results from the word embeddings analysis revealed a need 
for common and clear taxonomy that differentiates between educational formats.

INTRODUCTION

The last several decades have experienced an increased volume of experimentations and changes triggered 
by the changing needs of societies and industries. These changes have involved national restructuring of 
educational offerings at the formal level, where universities have incorporated aspects that traditionally 
belonged to vocational programs and professional schools such as teaching or nursing (Kyvik, 2004), as 
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well as global common frames of education and the explosion of the knowledge society which contribute 
to the reorganization of economies (Schofer, Ramirez & Meyer, 2021).

At the same time, with the advent of the internet, students have found alternatives to formal education 
for professional advancement and upskilling in Massive Open Online Courses (MOOC) through different 
platforms (Wang; Sun; Qu & Xu, 2021). These alternatives include university sanctioned platforms like 
Coursera or EdX (Mikheieva, et al., 2021), which provide access to short courses and certificates offered 
by universities, social media platforms like Youtube with audio-visual educational content (Rahmatirrizki 
& Sukmayadi, 2020), or educational platforms outside of the formal education field like Udemy (Szabo, 
2021). These platforms, educational offerings, and MOOCs have garnered great attention and extremely 
high numbers of students. For example, Andrew Ng’s Machine Learning course on Coursera (Ng, n.d.) 
has been taken by more than four million people.

Realizing that educational institutions do not always produce graduates with needed skills, some 
organizations have been creating and operating in-house training for skilling, upskilling, and reskilling 
their workforce (Trajkovski, Killian, & Cohen, 2021). Some of those training solutions have become 
available to the public at large and provide opportunities to earn credentials. Publicly facing credential 
offerings are abundant and include notable examples such as Google Career Certificates (Pichai, 2021), 
the IBM badging program (IBM, n.d.), and Hubspot’s certificates (HubSpot, n.d.), some of which are 
now already integrated in many higher education curricula. Some perceive these activities as an initiation 
of a parallel higher education system that was started with the emergence of Information Technology 
certificates by Microsoft, Cisco, Novell, and others in the 1990s (Gallagher & Zanville, 2021).

Given the massive impact on the educational space that these new educational offerings have had, it 
is important to understand not only how people perceive them, but also whether these offerings are able 
to distinguish themselves from one another. We studied approximately four hundred thousand tweets 
discussing educational offerings. Twitter offers the possibility to study public opinion because of its 
conversational capabilities (Honeycutt & Herring, 2009). Twitter facilitates the expression of opinions 
and the following of low media-coverage topics (Zhao, et al., 2011), even if, as the influx of information 
increases, the topics for discussion are adopted and discarded at a higher speed (Lorez-Spreen, et al., 
2019). To study these tweets, we used a combination of topic modeling and network analysis (Walter & 
Ophir, 2019). Topic modeling is an unsupervised machine-learning technique for content analysis. The 
algorithm extracts topics by assigning each word a probability of being found in each topic in a model 
where a group of documents contains a mixture of topics (Blei, et al., 2003). This method allows the 
researcher to quickly identify thematic structures in large amounts of data, using an inductive method 
with quantitative measurements, hence helping reduce researcher bias (Maier, et al., 2018). Community 
detection was used to group topics into themes over the topic network (Blondel et al., 2008). We also 
used Word2Vec’s word embeddings (Goldberg & Levy, 2014) to measure semantic similarity of specific 
words and further understand the discussion carried out on twitter.

The results from this study help educational institutions, both formal and non-formal, understand the 
way people discuss traditional and new educational packages. Accompanying these insights, we also pro-
vide evidence of a necessity for creating a shared vocabulary that allows educational packages to clearly 
differentiate from one another so as to help the students and users understand what each package offers.
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Skill Acquisition

Learners are looking for alternative, quicker, just-in-time opportunities to demonstrate competencies 
and readily applicable skills. Skills have become labor market currency, and job seekers, employers, and 
learners need better, faster, more efficient ways to develop skills to use as currency (Pulsipher, 2020).

Learner-workers need opportunities to demonstrate and receive credit for their skills, no matter where 
they gained them. They seek educational programming options and the ability to identify potential career 
pathways based on their goals and current skill set. These learner-workers want access to educational op-
tions that match their goals and allow for the ability to skill and reskill to stay ahead of the obsolescence 
curve. Learner-workers want to tell a compelling story about the skills they have gained throughout a 
lifetime of work and learning.

While learner-workers are looking to skill up to be employable, employers want value and efficiency 
in options for skilling, upskilling, and reskilling their employees. Employers want to hire individuals who 
have the knowledge, skills, abilities, and any additional credentials to do the job well. One of the biggest 
challenges the United States faces today is ensuring that the workers are adequately skilled to support the 
demand for future work. Skills of job seekers often do not match the experience required for specialized 
jobs. Job applicants are faced with a highly competitive job market in which their qualifications might 
not be enough to secure the kind of work they desire (Puckett et al., 2020).

The difference between the skills needed by employers and the skills of candidates defines a widening 
skills gap. The skills gap is expected to increase in severity (IBM Institute for Business Value, n.d.). The 
labor market is tightening as unemployment rates generally continue to decline. The gap in this complex 
ecosystem is rooted in various factors, including a changing population demographics profile; however, 
the bulk of the skills gap is attributed to an educational system that has not been synchronized with the 
evolving economy (The Conference Board, n.d.).

As organizations have been trying various approaches to develop their workforce to align with current 
and future needs, higher education has been exploring ways to align better with industry. Higher educa-
tion is recognizing that the learner profiles, behaviors, and needs have been changing as the distinction 
between traditional and non- or post-traditional learners is disappearing. Learners expect a return on 
the investment in their education with a stable financial future rather than becoming more well-rounded 
individuals. Pressures for graduation rates to rise and for the time to degree to accelerate come from 
accreditors, regulators, and the learners themselves. Teaching, in many cases, remains insufficiently 
informed by the science of learning. Too many learners that start a degree never complete it, and many 
of those that complete a degree reside inside the job market underemployed.

In addition to its many roles, such as driving innovation, higher education aims to focus on creating 
a quality workforce, increasing the employability of the consumer of educational products, and upskill 
existing workforces. The higher education sector is perceived as one of the key drivers of growth, per-
formance, prosperity, and competitiveness of an economy (Digital Marketing Institute, 2018). To bridge 
the skill gap between the skills of job seekers and the skills employers are seeking, higher education can 
prepare individuals with the skills they need to be successful in the workplace. For higher education 
institutions to effectively teach learner-workers the skills industry seeks, they need to know what skills 
are in demand in the industry, understand the obsolescence curve of some skills, and be proactive in 
pre-skilling learners.

Learner-workers need opportunities to demonstrate and receive credit for their skills, no matter where 
they gained them. Learners seek educational programming options and the ability to identify potential 
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career pathways based on their goals and current skill set. These learner-workers want access to edu-
cational options that match their goals and allow for the ability to skill and reskill to stay ahead of the 
obsolescence curve. They want to tell a compelling story about the skills they have gained throughout 
a lifetime of work and learning.

It is notable that multiple resources provided by job seeker portals, higher-education institutions ca-
reer centers’ websites, and other relevant resources offer guidance on compositing skills-based resumes. 
However, the general guidance is that these are mostly a fit for job applicants that are recent graduates, 
have little experience in the field into which they desire to move, or cannot make a case of a succession 
of positions with increased responsibility (Indeed, 2021).

Job-application portals are frequently able to use data from professional social networks, such as 
Linkedin, to populate applications. Some of those networks are able to populate data on skills and ac-
complishments directly into the applications. The entity receiving the application may or may not capture 
all of the available data and evidence of skills, depending on technology solutions used, interoperability 
between systems, and level of interest of the receiving entity for that data.

While some employers provide tuition assistance programs to send employees to higher education for 
upskilling and right-skilling, others have been creating and operating in-house training. Some of those 
training solutions are available to the public at large, usually providing opportunities to earn credentials. 
Publicly facing credential offerings are abundant and include notable examples such as Google Career 
Certificates (Pichai, 2021), the IBM badging program (IBM, n.d.), and Hubspot’s certificates (HubSpot, 
n.d.), which are already integrated into many higher education curricula. Some perceive these activities 
as an initiation of a parallel higher education system that was started with the emergence of Information 
Technology certificates by Microsoft, Cisco, Novell, and others in the 1990s (Gallagher & Zanville, 2021).

A common perception of the distinction between higher education and employee training is that 
higher education focuses on foundational concepts and training on practical experiences (Rutherford, 
2021). Higher education focuses (perceptually) on operating products comprised of course groupings, 
assuming that learning is a dominant learner’s dominant priority. Employee training, often in the form of 
microlearning, focuses on just-in-time training to acquire a critical skill. While this distinction is disap-
pearing, challenges in reconciling the legacies in approaches in product design, development processes, 
form and format of product, assessment paradigms used, measurement of impact, and the architectures 
and standards of delivery infrastructures.

Massive Open Online Courses (MOOCs) emerged in the 2010s as an experimental response to a real 
opportunity in the training realm to offer lifelong learners opportunities for just-in-time learning. Tech-
nology, the primary enabler for mass instruction, has been providing sound information infrastructures 
for operating product en masse and has allowed the focus of higher education to shift to investigating 
adequate product design and assessment of learners’ competence. ‘Newer-age’ academia can now focus 
on instructional design and assessment for learning construction without insurmountable technology 
challenges. “In reality, there has not been a radical movement in concepts or theories of learning in a long 
time. They appear new as technology has finally risen to the occasion and provided tools to enable the 
exploration of and the realization – the embodiment – of these old concepts” (Berzinski & Trajkovski, 
2018).

Higher education institutions have started adopting approaches that have been piloted at a scale in 
companies offering career training, not degrees. In providing video-based training and human-scored 
performance assessments, Udacity’s nanodegree in Data Analytics, for example, exhibits sound imple-
mentations of skills-oriented product design and assessment (Udacity, n.d.). A nanodegree is a certified 
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online educational program that helps students develop specialized skills that target professionals who 
want to learn new advanced skills or develop their current abilities, which will allow them to work with 
the latest technological developments.

Given the importance of the current changes in education, it is crucial to understand and study the 
perception of the offerings from the student/learner perspective. The internet provides researchers with 
the means to listen in on conversations and study public discourse without the need for polls and surveys. 
Social media offers spaces where people can discuss and interact with one another in public, leaving a 
record of the conversation to be studied by researchers and social scientists. Twitter is a very important 
social media platform, one that is especially suited for online discussion because its interactional model 
is asymmetrical (Hong & Nadler, 2011). This asymmetrical interaction model makes all tweets public 
and accessible to followers and non-followers by default, allowing users to interact and discuss with 
virtually anyone in the platform (Bruns, 2018). Replies and hashtags are innovations that enhance these 
conversational possibilities (Cabiddu et al., 2014). At the same time, by the nature of the platform itself, 
Twitter facilitates the discussion and following of low media-coverage topics (Zhao et al., 2011). For 
this reason, we decided to access Twitter data to understand the way the public discusses educational 
offerings and answer our first research question.

RQ1: How are educational offerings discussed on Twitter?

Frameworks and Changes in Higher Education Offerings

Various efforts both in higher education and across industries have resulted in a wide range of products 
and product packaging. Some products result in a degree or certificate, others in badges or certificates 
of completion. The same terms are being used in different contexts. While some more traditional terms 
used for educational packaging might be somewhat clearly recognized in society, others are just emerg-
ing as results from various efforts.

Ryan (2019), for example, used badges, micro-credentials, nanodegrees, certificates, and degrees as 
the nomenclature in explaining the progressing through credentials. His learning ladder includes a credit 
model where smaller modules, such as badges, would have a credit equivalency that could be collected 
and leveraged as a micro-credential that could be added to a nano degree. From here, a working learner 
could apply those nano degrees to certificate programs and ultimately complete a degree.

Post-secondary education has traditionally been dominated by a long-form learning model, compris-
ing of carefully curated, sequenced and selected curriculum aggregated to form a body of knowledge 
considered appropriate for one’s future role or profession. The size of standard qualifications is typi-
cally constructed by calculating the ‘hours of learner effort’ and organized into smaller modules. These 
smaller modules (subjects, units, courses, classes) have not been credentialed/recognized independently 
from their whole (beyond ‘credits’).

New, alternative forms of learning and verification are gaining credibility. In an environment where 
the rising cost of degrees and formal education outstrips government and individuals’ ability to pay, a 
plethora of pathways, alternatives and substitutes have arisen over the past 5-10 years, alongside the 
speed of change in skill requirements. However, it remains a messy and complex landscape of providers, 
options and models. Different stakeholders bring very different perspectives, and this segmentation is 
by no means exhaustive. Formal degrees are by far the largest component of the overall post-secondary 
education market, with a total spend of $2.2T in 2019 (pre-COVID). Although growing fast, the global 
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alternative and micro-credential market still only accounted for $10B in 2019. 2020 initiated explosive 
growth, and a key question for the future is to what extent the traditional in-person degree market will 
be supported by, transformed into, or replaced by, online degrees or alternative and micro-credentials 
(HolonIQ, 2021).

Degrees could be considered as “bundles” of a carefully selected sequenced and integrated curriculum 
(HolonIQ, 2021). Associate degrees typically include 60-65 credit hours equivalent of work or approxi-
mately 20 courses. Bachelor’s degrees take approximately 4,000-5,000 hours (125 eight-hour days per 
year). Master’s degrees include 30-60 credit hours of courseware. These terms are used as a standard 
in academic discussions and university offerings. Accreditation/regulatory guidelines and expectations 
almost consistently use these terms in outlining the expectations from academic institutions, as well as 
measures when imposing expectations of quality. Credential Engine (n.d.) provides a list of definitions 
of educational products packages (Figure 1).

The 2019 Credential Engine Data are the basis for the illustration of the credentialing landscape in 
the United States. Educational products are discerned by complexity and time to complete, and include 
visualizations from the number of credentials awarded by academic and other institutions in 2019. The 
term NDO (non-Degree offering) denotes credentialing solutions that do not result in a traditional uni-
versity degree (associate, baccalaureate, master’s, or doctoral). Figures 2 and 3 are visualizations of the 
data supporting the thesis of the discussion in this writing.

The larger the hexagons, the larger is the number of credentials awarded. The closer a packaging 
is to the centre of the image, the more relevant it is to the development of the person and to concepts, 
whereas the far regions of the circles denote trainings solutions more closely aligned with the specific 
skilling needs of organizations.

There are three prominent approaching to generating non-degree offerings in academic institutions 
in efforts to mimic market developments (Figures 4-6).

Hence, based on the situation just described, we attempt to understand whether the educational 
offerings are clearly understood and differentiated from one another. We then pose the following two 
research questions:

RQ2: How successful have educational product packages been in informing the public of what they are?
RQ3: What do the results tell us about how people understand the formal/non-formal educational products?

Method and Data

The data were retrieved using Twitter’s public API by searching for keywords that were deemed relevant 
based on our theoretical frame. The words can be found in Table 1. Our corpus contains 377,175 tweets 
that used one or more of the keywords we identified between May 17 and May 25, 2021.

In order to answer research question one (How are educational offerings discussed on Twitter?) and 
study the conversations on Twitter, we used topic modeling, an unsupervised machine-learning method 
for content analysis. With this method the researcher can reduce bias since the document classification 
is done by the algorithm.

We removed duplicate tweets, setting the threshold similarity at .95 degrees to remove tweets that 
might have slight differences, and tweets shorter than five characters as they do not add any useful infor-
mation. This removed 37,331, leaving 339,844 tweets in the final sample. The pre-processing followed 
the guidelines established by Maier and colleagues (2018). The stop words were removed, all letters were 
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converted to lowercase, punctuation and numbers were removed, as well as all the words that appeared 
in more than 95%, and in fewer than 0.5% of the documents.

To establish the appropriate number of topics we used a 5-fold cross-validation, which tested the 
perplexity of different models in skips of 5 between 10 and 100 topics (see Wang & Blei, 2009). The 
test established the correct number of topics at 40. Both authors then read the documents, along with the 
frequent words, for each topic and applied a label based on the content of said documents. To carry out 
the frame analysis we followed the method ANTMN (Analysis of Topic Models Network) developed 
by Walter and Ophir (2019). ANTMNT has been used successfully in different contexts (i.e. Fabregat & 
Kperogi, 2021; Ophir, et al, 2021). First, the removed tweets were reintroduced to calculate the correct 

Figure 1. Credential Engine’s definitions of educational product packaging



227

Don’t @ Me
 

size and proportion of each topic. Then, we established the cosine similarity between the topics using the 
theta matrix resulting from the topic modeling. That allowed us to create a fully connected, undirected, 
network where the topics were the nodes, and the similarities between the topics were the edges. After 
removing the boilerplate topics, topics with no substantive meaning as a result of the statistical distri-
bution of words, leaving the final number at 32, we applied the Louvain clustering algorithm (Blondel, 
et al., 2008) in order to establish communities of topics that, according to the ANTMN method, will 
be considered frames. The analysis and coding of the topics supplied the external validation for the ap-
propriate number and distribution of clusters, which has to necessarily be based on the corpus and the 
specific research needs (Fortunato & Hric, 2016).

We also used word embeddings to further understand the discussions on Twitter and answer research 
questions two (How successful have educational product packages been in informing the public of what 
they are?) and three (What do the results tell us about how people understand the formal/non-formal 
educational products?). Word embeddings have the capacity to capture and retain a much deeper level 
of semantic information that other methods (Mikolov, et al., 2013a). In this method the words are used 
for predicting the next word given a window of surrounding words where the words in the corpus are 
projected into a matrix with n numerical dimensions (Mikolov, et al., 2013b). Because each word is given 
these numerical dimensions, one can ultimately find the similarity between the words and understand 
their usage within the same corpus. Ultimately, the algorithm assigns each word a value. This value is 
assigned based on the usage of word within the corpus, and places the word in a multidimensional space. 
Words that have similar meanings end up in close proximity to one another, indicating that those words 
were used in similar contexts. Word embeddings, with the Word2Vec algorithm, allowed us to identify 
words that have similar meanings. In this case the algorithm was trained with our corpus of tweets so as 
to find the representation of meaning of the words in our data at the unigram and bigram level. We then 

Figure 2. Complexities and volumes of credentials awarded in the United States in 2019 (Credential 
Engine data)
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used Principal Component Analysis to reduce the number of dimensions to two and be able to visualize 
the results, Figure 8. We also present the results in table form in Table 3.

Figure 3. Depiction of various educational packaging by format and providers (academia, workplace, 
other training organizations)

Figure 4. Model A. The academic institution offers degree products and academic certificates only
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Figure 5. Model B. Academic instantiations continue to delineate between core academic product and 
continuing education (PRO-Professional) activities

Figure 6. Model C. The PRO segment of the academic institution uses elements from existing academic 
and continuing education products to offer new product formats

Table 1. Keywords

Keywords

skills, degree, work, learning, credentials,resume, learning and employment record employers,job seekers, talent, learning outcomes, 
assessmentware, learning resources, inquiry-based, problem-based, certificate, skills-oriented, courseware, microcredential, industry-
recognized certifications,military certification, apprenticeship, bootcamp,digital badge
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Results

The results of the topic modelling provided 32 distinct topics. These topics were further aggregated 
using network analysis clustering algorithms, which resulted in four main themes. The themes can be 
found in figure 1, which shows the network of topics clustered by semantic similarity, where the color 
indicates the theme and the size indicates topic prevalence, or how important the topic was within our 
corpus. Table 2 also presents in table form the distribution of topics by theme.

The first theme, which we termed Effort, represents 31.25% of the topics and discusses time and 
effort put into work and degrees. This theme is located at the top of the network with purple nodes. Top-
ics like Hard Work, Work, Learning, Tests and Certificates, and Language Learning, discuss the strive 
for achieving a goal, in this case, a goal related to education. On the other hand, Talent, Art Skills and 
Sun Halo/Art Degree discuss the importance of working hard to maximize the talent someone might 
have. Interestingly, two of the topics found in this theme discuss paying people to do homework (Pay 
for Homework, Help with Homework). These two topics are found in this theme because the time and 
effort required in doing homework is the justification for paying someone to do it for you.

The orange nodes, directly below and to the right of the previous theme, belong to the theme Discus-
sions, with 18.75% of all the topics. These topics have people talking and discussing different issues, 
from the labor shortage to mental health. These are all topics related to the workforce and career advance-
ment; however, the theme focuses on discussing those issues from a social perspective rather than the 
practical perspective of upskilling. What is interesting about this theme is that all the topics have users 
giving arguments in favor or against, and providing personal anecdotes about, the issue at hand. For 
example, Mental Health discusses situations where employees have suffered a deterioration of mental 
health and the strategies they used to overcome the issue. Discussions on Skills and People’s Work has 
people talking about how their skills were acquired and how they applied to their jobs. Law, on the other 
hand, discusses labor issues and how the credentials of the employees put them in a stronger or weaker 
position towards their employers.

The blue theme, termed Resources, talked about educational resources that students, or people looking 
to further their career or gain skills, can utilize, and had 18.75% of the topics. These resources, as the 
topics show, can be online educational offerings -- like Online Courses, Online Learning, and Online 
Professional Certificates -- but also strategies to fund formal education (Educational Resources), oppor-
tunities for directly funding schools (Resources for Schools and Formal Education) and specific courses 

Table 2. Topics by Theme

Theme Topics

Effort Pay for Homework, Help with Homework, Sun Halo/Art Degree, Hard Work, Work, Language Learning, 
Talent, Art Skills, Tests and Certificates, Learning

Discussions Discussions, Labor Shortage Debate, Mental Health, Discussions on Skills and People’s Work, Work, Law

Resources Online Learning, Educational Resources, Online Courses, Machine Learning, Resources for Schools and 
Formal Education, Online Professional Certificates

Advancement
Tests and Problems, Importance of Developing New Skills, Degrees as Expertise, Job Vacancies and 
Apprenticeships, Resume Building, University Degrees, Advertising and Offerings, Ads About Marketing 
Courses, Comprehension Skills and Critical Thinking, Job Fairs and Resume Building



231

Don’t @ Me
 

for learning machine learning (Machine Learning). Ultimately, this theme has people discussing, giving 
advice, and listing educational resources people can use.

Finally, the green theme, Advancement, at the bottom of the network and with 31.25% of the topics, 
discusses the importance of developing new skills (Importance of Developing New Skills), the impor-
tance of degrees (University Degrees) and how they confer expertise (Degrees as Expertise), as well as 
presents job openings and offers internship opportunities (Job Vacancies and Apprenticeships). Other 
interesting and important issues discussed are the importance of critical thinking (Comprehension Skills 
and Critical Thinking), ways to make resumes more successful (Resume Building) and exercises to show 
and demonstrate one’s skills (Tests and Problems). Importantly, this theme discussing how to advance 
professionally by developing new skills and making use of opportunities, contains the most prevalent 
topic, Degrees as Expertise.

Figure 7. Network graph of the themes identified on Twitter by the users discussing educational offer-
ings and professional advancement. The nodes represent topics, the edges represent the co-occurrences 
of topics in different documents, and the size is established by the importance of the topics. The image 
was created in Gephi 0.9.2 using the Force Atlas 2 layout algorithm
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The results from the word embeddings provided a measure of word similarity that allowed us to un-
derstand what words were associated with specific educational offerings and packages. Table 3 shows the 
top 10 most similar words, using the cosine similarity as the similarity measure, to words that represent 
an educational packaging. Each cell contains the most similar words in descending order and the cosine 
similarity. The main words the other words compare to were decided based on the theoretical frame and 
the list of educational offerings exposed there (Ryan, 2019).

Showing the top 10 most similar words helps understand how each educational packaging was dis-
cussed. However, Table 3 does not help easily understand the relationship between the words. To further 
understand the relationship between the words we decided to plot their similarity in a 2D space, which 
shows, in a graphical way, the relationship and interaction between words from different educational of-
ferings. Thus, if we can find clearly differentiated clusters of words, the educational packaging has found 
a way to identify itself from the other educational packages. If, on the other hand, the clusters overlap, 
the educational packages share semantic similarity and there is no clear disambiguation of terms. Figure 
8 shows the distribution of the most similar words and how they cluster based on the results of the word 
embeddings. The input words are shown in black. Ultimately, Figure 8 allows us to see which of these 
educational packages have achieved a higher level of differentiation by understanding the degree of 
overlapping or separation of the clusters of words used in the discussions of those packaging on Twitter.

The results show a clear cluster of words related to the educational offering degree on the top right 
corner in green. This cluster presents the most differentiated groups of words. The educational packaging 
nanodegree also shows a clear separation with the other clusters of words. This cluster is found on the 
top to mid left side of the plot in yellow. Finally, the last cluster with a clear separation is the educational 
packaging microcredential. This cluster is found in the bottom center portion of the plot in purple. On 

Table 3. Top 10 most similar words

bootcamp badge degree microcredential nanodegree certification

‘coding_bootcamp’, 
0.59 ‘digitally’, 0.51) ‘master_degree’, 

0.72 ‘edtechchat’, 0.51 ‘bootstrap4’, 0.55 ‘certify’, 0.62

‘boot_camp’, 0.53 ‘bronze’, 0.48 ‘undergraduate_
degree’, 0.68 ‘course’, 0.50 ‘css3’, 0.51 ‘pentest’, 0.56

‘developer_
bootcamp’, 0.42 ‘digital’, 0.46 ‘bachelor_degree’, 

0.63 ‘highered’, 0.49 ‘vuejs’, 0.50 ‘redteam’, 0.54

‘caitlin’, 0.41 ‘fcl’, 0.46 ‘degree_holder’, 
0.50 ‘lifelonglearner’, 0.49 ‘redux’, 0.50 ‘4-week’, 0.53

‘12-week’, 0.39 ‘keychain’, 0.45 ‘college_degree’, 
0.50 ‘elearning’, 0.49 ‘nodejs’, 0.49 ‘pentester’, 0.53

‘certificate_
completion’, 0.38 ‘digital_badge’, 0.45 ‘medical_degree’, 

0.49 ‘partnership’, 0.49 (‘udemycoupon’, 
0.49 ‘appsec’, 0.52

‘masterclass’, 0.38 ‘charm’, 0.44 ‘doctorate_degree’, 
0.48 ‘program’, 0.49 ‘django’, 0.49 ‘activedirectory’, 

0.51

‘coder’, 0.38 ‘millie’, 0.43 ‘finish_degree’, 
0.44 ‘offering’, 0.48 ‘laravel’, 0.49 ‘certified’, 0.50

‘beginner’, 0.36 ‘custom’, 0.43 ‘bachelor’, 0.41 ‘pathway’, 0.48 ‘mongodb’, 0.47 ‘military’, 0.50

‘apprenticeship_
program’, 0.36 ‘dofe’, 0.4360498) ‘uni’, 0.40 ‘udl’, 0.48 ‘onlinetutorial’, 

0.46 ‘nationally’, 0.50
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the other hand, the educational packages certification, badge and bootcamp show clear overlaps in their 
clusters, indicating a lack of a distinct disambiguation in the terms used in the discussions of their of-
ferings. These three clusters are found in the center of the plot with the packaging certification in light 
blue, badge in red and bootcamp in dark blue.

Out of the 6 educational packages we studied here, three show high levels of differentiation, degree, 
nanodegree, and microcredential. The other three, however, have a high degree of overlap in the words 
used in the discussion of the educational offerings, which might hinder their recognition by possible 
users and students.

CONCLUSION AND DISCUSSION

Our results show, to answer research question 1 (How are educational offerings discussed on Twitter?), 
evidence that formal and non-formal educational offerings are discussed on Twitter in similar ways, 
indicating that non-formal educational packages are considered by users and students valid possibilities 
for professional advancement. The results from the theme analysis using machine learning and network 
analysis methods provided evidence of four main themes that guided the discussions of educational 
packages. In these themes, the users considered educational packages from different perspectives: 1) 
from the perspective of the effort and time that working and finishing an education take, 2) resources that 
students and users can use to gain skills or further their careers, 3) the importance of degrees, expertise 
and learning new skills, and 4) relevant discussions of current events like labor shortage or mental health.

In these four themes we can see a relevant and pertinent discussion of the different opportunities and 
possibilities afforded by different educational offerings. Unsurprisingly, traditional formal educational 
packages, like university degrees, are widely discussed. These are talked about in the four themes, generally 
linked to possible future employment opportunities and advancement that degrees help create, the skills 
gained in the process of finishing a degree or the effort put into finishing said degree. However, non-
formal educational offerings are also widely discussed in three of the four themes we identified. In this 
case, non-formal educational packages are talked about in terms of a means for professional advancement 
in the form certificates and online courses, found in the themes resources and advancement, as well as 
in the theme effort. The importance of these results lie in the fact that we have found evidence that non-
formal educational packages are discussed in similar ways to formal educational packages, which have 
traditionally been associated with economic and professional advancement. Although there are specific 
ways through which formal educational offerings are discussed, like for example in terms of the exper-
tise degrees confer to degree holders, the discussions of professional advancement that degrees provide 
overlapped with discussions of professional advancement provided by non-formal educational packages.

The results from the word embeddings and similarity measure help us answer research question 2 
(How successful have educational product packages been in informing the public of what they are?). 
The analysis from the Twitter discussions showed how three educational packages were talked about in 
a clear and defined way. Figure 8 shows three clusters, degree, nanodegree, and microcredential, with 
a substantial separation with the other clusters. As we discussed in the results section, that indicates a 
high level of recognition and disambiguation. The fact that degree is clearly understood by users and 
students is not surprising. Formal educational offerings have been, for decades, the standard through 
which the acquisition of knowledge and skills happened. Interestingly, microcredentials seem to still be 
somewhat associated with formal educational institutions. This can be seen in Table 3, where the top 
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words semantically associated with microcredentials are associated with formal highered learning. Some 
of these words are course, highered, or program. At the same time, nanogrees have the word degree in 
the name, creating the possible link with the educational offerings found in formal education. Of course, 
nanodegrees can also be offered by non-formal educational institutions, we mentioned data science 
nanodgrees offered by Udacity, but these educational packaging are presented as a shorter version of 
what formal educational institutions offer. It is also important to mention that Table 3 shows how the 

Figure 8. 2D representation of the most similar words for the words used in Table 3. The positioning of 
each word is the result of the word embeddings and PCA algorithm
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most semantically similar words to nanodegree in our corpus are highly specialized in the programming 
and technology field with words like redux, css3, django or mongodb.

On the other hand, the other three clusters (certification, badge and bootcamp) show high levels of 
overlap, which indicates a low degree of disambiguation, and ultimately suggests that people discussing 
certifications badges and bootcamps could not define them in clear and exclusive ways. As an example, 
one of the most semantically similar terms to bootcamp is certificate completion, and both certifications 
and bootcamp share references to the time it took people to complete both programs (12-weeks for boot-
camps and 4-weeks for certifications). The results provide empiric knowledge of a need for finding ways 
to present each educational packaging in clear and distinct ways. Each of these educational packaging 
offer different situations and contexts through which the acquisition of skills happen differently, that is, 
these are at a theoretical level different steps in a possible educational path (Ryan, 2019). The fact that 
some of these are not distinctly and clearly discussed hinders the understanding of each educational 
packaging as a separate step and prevents users and students from using these opportunities for profes-
sional advancement and skills acquisition to the full extent. Hence, to answer research question 3 (What 
do the results tell us about how people understand the formal/non-formal educational products?), Twitter 
users discussing educational packages seem to lack a clear understanding of certain offerings, which 
provides opportunities for educating the public in what the educational packages are and how they can 
contribute to their educational path.

Our contribution to the understanding of the perception of educational offerings and packages 
seem to clearly point towards a strong need to create a common and clear taxonomy that differentiates 
between educational formats, that is, a shared vocabulary that clearly distinguishes between the dif-
ferent steps and stages of the educational path and that helps students and users fully understand what 
each step can provide to them and what type of skills they will be able to acquire. The importance of 
skills a knowledge acquisition in a labor context where skills can be used as currency (Pulsipher, 2020) 
demands a taxonomy that helps users and students understand the differences between the educational 
packages, especially in markets like the tech labor market where constant change and learning are not 
only a necessity but a requirement.
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ABSTRACT

This chapter looks at student ePortfolios as a potential resource for graduate careers through text network 
analysis. The chapter begins with a critical examination of the current state of applicant tracking systems 
(ATS) and the way they utilize ranking algorithms to reduce graduates to a bundle of fungible skills. As 
a complementary corrective to these systems, the essay suggests text network analysis of ePortfolios, 
arguing that this would be one way to hire graduates for the future by opening the possibility for latent 
networked skills and meanings to re-define jobs. Network applications allow for prospective employ-
ers to quickly analyze ePortfolio content and see potential connections and innovations. Moreover, a 
text network analysis would be one way to develop more team-based approaches that would focus less 
on the individual than on the way that graduates might combine with each other in innovative teams. 
ePortfolios emerge here as a way of bringing back complexity into what is fast becoming an entirely 
automated hiring process.

INTRODUCTION

University departments and programs have been requiring portfolios of one kind or another from stu-
dents for decades. Portfolios (whether physical or digital) are a collection of artifacts: class assignments, 
papers, graphics, programs, achievements and narratives. Initially, these were print, and, typically, 
were utilized in program assessment. Circulated within universities, early portfolios were ideal data on 
which to evaluate curricular effectiveness. For example, programs at the author’s university have long 
required students to compile portfolios for the university-wide assessment, conceived of as an iterative, 
evidence-based process. Were students learning what educators wanted them to learn? And how would 
the university know? Many publications from that period concentrated their attention on the assessment 
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process itself, and the way that faculty can “score” or “read” portfolios in order to transform largely 
textual evidence into quantifiable data of student success. As portfolios shifted to online “ePortfolios,” 
though, the possibilities for these expanded to include multimodal artifacts chronicling student achieve-
ment, and the audience for portfolios expanded to include recruiters and prospective employers. The 
“ePortfolio,” when utilized like this, offers students a chance to consciously shape their education and 
to communicate their aspirations to future employers (Cordie et al 2019). Now, many programs require 
students to produce ePortfolios during their undergraduate careers, and some even have courses devoted 
to portfolio development.

As students are encouraged to think of ePortfolios as chronicling their professional development as 
lifelong learners, third-party platforms have emerged that allow people to keep and maintain portfolios for 
free or for a low cost. For the most part, the cost of these platforms tracks with the multimedia require-
ments of the portfolio. Artists and videographers, for example, might utilize something like SquareSpace, 
while coders might use GitHub pages to build a portfolio of their work and skills. People with more 
text- and resume-based portfolio needs can look to a variety of free hosting services with templates, 
such as Wix (see below), WordPress or LinkedIn, which allows users to upload content or links to the 
its profile interface. Finally, all of these platforms can also host the digital badges and certifications that 
come with lifelong learning beyond the undergraduate degree.

At this point, then, ePortfolios move from their initial roles as instruments of student achievement and 
program assessment to “career ePortfolios,” “a specific type of portfolio that is created by a student to 
showcase their best academic work and unique attributes that may not be demonstrated on a traditional 
resume or during an interview” (Bonsignore 2013). Liberated from their “in-house” use, ePortfoloios are 

Figure 1. ePortfolio using Wix, a free web-hosting service and webpage editor
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being utilized to help students to network with prospective employers. Recruiters might either chance 
upon artifacts in the student’s portfolio or follow a link to the portfolio through a submitted resume or 
application. This has a big advantage over the limitations of a cover letter and resume: prospective em-
ployees can showcase their professional development and, through the addition of narratives or through 
the careful curation of artifacts, can utilize ePortfolios to tell their story and narrate the arc of their 
training. The problem: scholarly work on the utility of ePortfolios has largely been on the value of these 
sites to students and to institutions. The assumption is that employers will find them important as well 
and, more importantly, that they will find them important in the same ways.

In the abstract, surveyed employers prefer ePortfolios to transcripts, but the question is: do they read 
them, and how do they read them? What are the reading practices associated with ePortfolios? There are 
conflicting reports on this. On the one hand, many employers express interest in ePortfolios and claim to 
value them over, say, college transcripts (Ward and Moser 2008). On the other hand, in a recent survey, 
most employers said that they were not familiar with ePortfolios—despite the widespread usage of ePro-
folios by a larger percentage of the workforce over the last ten years. As Holtzman et al (2021) conclude, 
“Employers’ enthusiasm for ePortfolios was tempered by the lack of familiarity with them and suggest 
that these digital platforms continue to supplement, rather than replace, more traditional hiring tools.”

While there seems to be wide interest in ePortfolios, analyzing their contents takes significant time, and 
the companies and HR departments surveyed suggest that employers are unlikely to examine ePortfolios 
until the final stages of a hire—in order, for example, to decide between 2-3 equally qualified candidates 
on a short list (Holtzman et al 2021). In other words, ePortfolios would come after checking social media, 
which a majority of employers have reported checking (Marcus 2020). By the time employers get to this 
stage in the hiring process, their sense of a candidate may be already formed. In any case, the prospective 
employee has lost the ability to shape the narrative in any meaningful way: ePortfolios become another 
way of confirming qualifications. This raises questions about the efficacy of the ePortfolio. Given the 
time it takes to set up an ePortfolio and update it on a regular basis to reflect current skills and projects, 
is it really worthwhile to do one—outside of art and design fields where portfolios are a necessity? Still, 
surveys of employers over the last two decades suggest growing interest in ePortfolios as part of the hir-
ing process (Finley 2021). Yet this interest is concurrent with trends towards algorithmic hiring which 
would tend to eliminate reading practices altogether.

BACKGROUND

For nearly three decades, institutions have been utilizing Applicant Tracking Systems (ATS) or Automated 
Hiring Platforms (AHP) in their efforts to recruit employees. Now almost entirely web-based, these systems 
allow employers a number of affordances, among them uniformity of applications, timesaving through 
automation, and tracking systems that enable employers to log and document each stage of hiring, training, 
performance and tenure. They also typically include capabilities for algorithm-driven candidate ranking. 
These have rapidly evolved over the past decades, and are now used nearly universally by almost every 
sector of employment in the United States and Europe, including higher education (Fuller et al 2021).

ATS are adopted for a variety of reasons—the primary of which is to save money. But the hope had 
also been that the technology would also have benefits beyond cost, namely the reduction of bias in the 
hiring process. For decades, researchers have noted that efforts to diversify the workforce have been 
hampered by a generalized homophily at every stage; people tend to hire others they feel resemble them-
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selves. In a race- and gender stratified society, this means, generally, white, cisgender men hiring other 
white, cisgender men. But by applying algorithmic ranking systems, bias is said to be eliminated. That 
said, it is difficult to assess the claims of algorithm providers, given that much of the hiring information 
from private corporations is proprietary. Moreover, it’s unclear what “nonbiased” means in a particu-
lar context; depending on the organization, this may diverge considerably from ideas of social equity 
(Raghavan et al 2020). It’s worth asking: can bias be “eliminated” without addressing the underlying 
structural inequalities which (over)determines it?

In addition, like other algorithmic tools, ATS may contain biases themselves (Noble 2018). First, they 
can reproduce the biases that led to the stratified workforce in the first place. For example, “supervised 
learning”-based algorithms rely on historical datasets of applicants in order to build predictive models 
of future applicant success (Eastwood 2020). Thus, paradoxically, algorithms designed to reduce hu-
man bias end up strengthening that bias by “blackboxing” biased decision-making behind a proprietary, 
algorithmic wall (Benjamin 2019; McKenzie 2018). Second, the algorithmic ranking ignores context, 
and in the process might disqualify pools of otherwise promising hires. A typical example: people who 
have had to take time off of work to care for a child or a loved one will show a gap in their resume, and 
algorithms might rank such an applicant near the bottom for the “inconsistencies” in their employment 
records (Fuller et al 2021). In an era of COVID, this is especially troubling. Not only have jobseekers’ 
needs changed towards jobs with more flexibility and more options for remote work, job experiences 
have changed during the pandemic. Early on the pandemic, many workers found themselves unemployed 
and, even after employers began re-hiring, many people found themselves unable to return to the labor 
force because of illness or caregiving responsibilities that had taken precedence amongst widespread 
school closure.

The following essay suggests ways of building context back into the ATS process through text net-
work analysis of ePortfolios. In the interest of opening up post-pandemic employment in the context of 
post-pandemic education, ePortfolios add nuance and fill “holes” that might otherwise disqualify appli-
cations. By suggesting ways of automating the process of ePortfolio assessment, the following proposes 
ePortfolios as a corrective to the algorithmic reductions of applicants to de-contextualized bundles of 
skills and certifications. Rather than an alternative to what has become a dominant platform in almost 
all sectors of employment, text network analysis here is imagined as a supplement to ATS by working on 
networked associations that may lie to the outside of the discursive frames built into the hiring platform.

Types of ATS

ATS generally features ranking algorithms of some sort. These rely on a variety of data, and include, for 
example, resumes, audio analysis from interviews, biometrics, social media postings, online games and 
other sources of information about a candidate (Holm 2020). These have not been without controversy. 
Not just in terms of surveillance, but in terms of its secrecy. Typically, the proprietary algorithm doesn’t 
allow for people to, say, find out which part of their interview were scored lower - or which f their social 
media posts led to a lowered ranking.

In addition, most ATS systems feature “resume parsing,” Hrala estimates that 75% percent of ap-
plicants are rejected from a search based on ATS algorithms, which include online keyword searching 
and other criteria (time between employment, type of degree, etc.) (Hrala 2021; Weber 2012). Those 
remaining resumes may be subjected to additional tests (e.g., automated interviews) which can then be 
parsed with algorithmic tools. For some sectors of employment, only a very small number of resumes 
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will be examined by a human and, overall, there has been a marked decrease in human involvement in 
the hiring process.

Backwards and Forwards

The reliance on hiring algorithms tends to produce a predictable reaction against automation in general, 
leading to, for example, predictions of humanity working on behalf of robots (Collins 2018). On the 
other hand, humans may reject applicants for all kinds of reasons, and it is incorrect that human review 
of applicant materials is inherently more “fair” than algorithmic review (Lee 2018). The biggest obstacles 
to ATS, though, is its reliance on the past.

In “training” the algorithm, the criteria thought to be predictive of applicant success are based on 
the resumes and employment records of past employees. Of course, if past employees skewed white, 
cisgender and male, then those databases will be biased towards people with similar experiences and 
life courses. Even if, for example, race, gender and sexuality are unmarked in the application materi-
als, differences derived from the impacts of social oppression mean that inequalities can be reinscribed 
on the applicant. In academics, for example, graduate students may lack both the social and monetary 
capital necessary to attend graduate programs far from their homes, particularly if they must contribute 
to the well-being of their families. The programs they ultimately graduate from may not be the “best” in 
the sense of global rankings, yet the applicants themselves may be more talented than their counterparts 
at top graduate programs. And while there are many promising techniques for the correction of bias in 
datasets based on past employees, using, for example, deep neural networks, the core problem remains: 
algorithms proceed from historical data to an anticipated future (Li and Vasconcelos 2019). In a static 
world, this would be a simple, Newtonian matter: people resembling earlier employees will tend to do as 
well as their predecessors. But what about when the challenges are unknown? And when the hope that 
the future contributions of employees are both unexpected but revolutionary—i.e., that they re-define 
both the position and what counts as “success” in that position?

In a sense, much of hiring and recruitment--even when not automated--is similarly backwards-facing. 
Human resources departments, after all, are trying to “fill a position”--by definition, a pre-determined 
slot in an organizational structure. This introduces inertia from the outset. What these hiring algorithms 
accomplish is forcing people to comply with the algorithm. And while this may be a measure of an ap-
plicant’s desire to join the company, it is a poor proxy for someone’s potential. Yet there are other ways 
to assess applicants. But probably the most obvious insight is that there is no, one technological fix that 
can repair centuries of structural bias. Moreover, algorithms are a reduction of the human, unlikely to 
represent or to predict human potential.

On the other hand, ePortfoilios allow people to assemble documentary evidence of learning and 
achievements over the course of training and previous employment. While there is evidence that em-
ployers generally do not consider them in employment applications, they are a rich source of text that 
can be form the basis for more nuanced assessments of applicant fit and futures. But how might this be 
accomplished?

RQ1: How Can the analysis of ePortfolios be Automated in order to Preserve their Richness and Com-
plexity?
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The chief impediment to utilizing ePortfolios in the hiring process is time. As Mitchell et al (2021) 
report: “The primary perceived disadvantage was the time for candidates to develop ePortfolios and 
for recruiters to review them” (95). For the former, there are many programs (chiefly in business) that 
require students to assemble ePortfolios as a record of their learning (Okoro 2011). For the latter, there 
are many tools based in semantic networks and text networks that allow analysts to visualize the relation-
ships between terms and concepts in any text corpora.

If the length and complexity of ePortfolios are the chief obstacle in their utilization, what about 
tools (algorithmic or not) that might help in this process? Semantic networks are utilized in a variety of 
ranking algorithms, especially when combined with other tools such as convolutional neural networks 
(CNN) and various forms of natural language processing to analyze a variety of application materials 
(Maheswary and Misra 2018; Thun 2020).

Text Networks

Text network analysis describes a variety of techniques for reducing complex texts to an adjacency matrix, 
where terms the co-occur in a sentence or locutions are represented as nodes (or dots) linked together 
by edges (or lines) (Miranda 2019). These sociographs can help analysts identify key terms and their 
relationship to each other through different measures (e.g., centrality). While “degree centrality” (or 
word frequency) identifies the number of times a term appears in a text corpora, the true power of the 
approach is in measures of what is called “betweenness centrality”, which is a “measure of how often 
a given vertex lies on the shortest path between two other vertices. This can be thought of as a kind of 
“bridge” score, a measure of how much removing a person would disrupt the connections between other 
people in the network” (Hansen et al 2020: 41).

Thinking of nodes according to this measure of centrality means that we can begin to identify not 
only the associations of words with each other, but the ways in which certain concepts are used to think 
others–the ways, in other words, that concepts are used as “gateways” onto other concepts. In other 
words, text networks divulge complex associations of words, the ways in which they are grouped with 
others and, in general, a cognitive mapping of human thinking.

Like other forms of language processing, text networks are achieved through a series of reductions, 
beginning in the elimination of “stop words,” which include articles, propositions, many verbs and other 
words that are thought to be extraneous to the networked concepts at the core of the corpora. From 
there, analysis follows the “natural language processing pipelines,” which includes the reduction of text 
through “tokenization,” “lemmatization,” or the conversion of different, grammatical permutations of 
a term or concept (e.g., verb tense) into a “lemma,” or a “standard” or “dictionary” form. Finally, the 
lemmas can be related to each other by the co-occurrence in a sentence, their adjacency to each other, 
or their structural homologies (e.g., though grammar) (Arnold and Tilton 2015).

There are many advantages to text networks, but probably one of the most compelling is the acces-
sibility of the approach. There are many free and open source applications for text analysis, including 
several R packages and projects archives on GitHub and elsewhere, in addition to many free dictionaries 
for natural language processing, available in most languages. In addition, the sociographs that can be one 
product of text network analysis support both mathematical measures of importance and highly intuitive 
understandings based on the size and position of nodes; in other words, the data are more accessible to 
people without technical backgrounds.



245

The Secret Lives of ePortfolios
 

Infranodus

The graphs in this essay have been produced using “Infranodus, “a web-based, text analysis applica-
tion that uses word co-occurrence to construct a network. Nodes are key terms, and the edges (or lines) 
between them show words (actually lemmas) separated by 1 word or words separated by two words” 
(Paranyushkin 2019). The network visualizations show betweenness centrality through the size of the 
node, and also suggest topics through the identification of clusters. Finally, a variety of different tools and 
analytics are available through the application, including word frequencies and measures of centrality.

In order to explore the relevance of text network analysis for hiring platforms, this essay utilizes sev-
eral texts to measure the “fit” of a hypothetical applicant to a hypothetical job inquiry. The job ad–for 
a User Experience (UX) researcher—is actually an amalgam of multiple job postings from different IT 
corporations, while the job “applicant” is the author. Instead of an ePortfolio, however, this simplified 
demonstration utilizes a CV as a proxy in order to keep the network graph more legible without having 
to excessively filter data. In addition, as a proxy for hiring by teams, the essay includes a CV from one 
of this volume’s editors. In the actual analysis of ePortfolios, the greater size of text corpora would make 
network visualizations considerably more dense, although scaling to several thousand lemmas would 
make no substantial difference in the kinds of analyses that could be used on these data.

Measuring Fit

Infranodus allows not only the analysis and graphing of a text, but the comparison of that graph with 
others in order to identify both absence and overlap. This capacity to help users visualize the difference 
between texts as well as their similarities is one of key features of this platform. For assessing applicants, 
it allows not only an immediate sense of applicant “fit,” but allows more subtle insights on the basis of 
network association.

In the first graph, the job posting itself has been visualized. By the node size, we can identify terms 
by their betweenness centrality. This is a measure of their importance to the job, since the terms literally 
serve as “gatekeepers” onto other terms. The chart below shows two measures of centrality in networks: 
degree centrality and betweenness centrality. “Degree centrality” measures the number of connections—
i.e., the number of the co-occurrences of the lemma with other lemmas in the graph. But betweenness 
suggests more of a mental map—how do some concepts lead to other concepts? Ultimately, it is between-
ness centrality that generates meaning and, as the essay suggests below, the potential for innovation.

The terms with the highest betweenness centrality (“Research,” “Product,” “People,” “Experience,” 
“Team”) suggest terms common to, perhaps, any knowledge-intensive job description—the applicant will 
join a team to research the user experiences of people in order to share the development of an undefined 
product. The second tier (in terms of nodes size) provides a little more clarity: “Partner,” “Design,” 
“User,” “Method,” and “Science.” Here, the description includes utilizes user experience as a scientific 
method in order to impact design. The other terms stipulate some of the desired characteristics of the 
successful applicant.

How might an applicant measure up? The following shows a hypothetical applicant for the hypo-
thetical job description using the author’s CV as a proxy for a more expansive ePortfolio. This graph 
shows terms in the original job posting that are not in the applicant materials—in other words, the terms 
missing from the applicant CV.
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At first glance, the applicant does not appear like a close fit for the job posting. Many of the key 
terms are missing from the CV, notably “product,” “people,” “experience,” “user,” “design” “team” and 
“partner.” Out of the terms with the highest betweenness centrality in the job posting, only “research” 
appears in the CV—clearly the resume of an academic! But a network is not simply a list of keywords; 
those terms are linked together through their associations in a sentence. Moreover, terms are not only 
related to each other through co-occurrence, but through geodesic distance. For example, if we merge 
the text networks, and highlight the term “product” again, the results show a more complex picture:

Now, we see that “product,” although absent in the CV, is linked to terms from the CV. Through 
“research,” we can see “product” as involved with the ideas and the study of culture, perhaps suggest-
ing a role for an anthropologist after all. Finally, we can travel from “Research” to many other terms:

Now, at a geodesic distance of 2 (i.e., two “hops” from “product”), an entire universe of possibili-
ties opens up, terms and concepts that are separated, but still tenuously linked, to “product.” More than 
just establishing a connection, this has the ultimate effect of re-defining what “product” might mean by 
introducing novel connections (or co-occurrences) at a geodesic distance of 2. From the perspective of 
an employer, these connections interject novel potentialities for future projects that could develop over 
time, in the same way that “weak ties” offer people and communities new information and novel ideas 
(Keuchenius et al 2018).

Hiring Teams

Teams and team-based projects are the foundation of work in a knowledge economy. So while there is a 
broad and robust literature on hiring teams, including designing algorithms for maximum team impact 
(Golshan et al 2014) and for maximizing skills while minimizing overlap (Selvarajah 2020). There is 
also a considerable literature on bias in team or cluster hiring, one that is often thought amenable to 
changes in algorithm programming. Yet, much of the hiring process is still premised on the individual 
applicant. This, after all, is the neoliberal model: job applicants are forced to compete against each 
other for positions that they all might qualify for (Gershon 2017). And yet, despite the fetishization of 

Table 1. Lemmas with the highest betweenness centrality measure

node name degree betweenness

research 90 0.41553

product 66 0.300679

experience 49 0.243571

people 56 0.166548

team 46 0.150536

design 35 0.08658

user 32 0.086234

partner 33 0.081321

science 39 0.071121

method 36 0.066602
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hypercompetitive individualism in the neoliberal job market, employers of all kinds have gone to great 
lengths to build productive teams—a tension that has not gone unremarked (Boreham 2004).

If we go back to Figure 1 (above), we can see that the applicant’s CV, while not a particularly strong fit, 
nevertheless adds interesting nuance to the job posting. What if another applicant is added to the “team”? 
In the example below, the CV for one of the editors of this volume (Goran Trajkovski) has been added to 
the initial applicant, and then the whole compared to the original job posting. The resulting sociograph 
shows the terms in the original job posting missing from the combined CVs of the team members.

What is immediately evident is the much larger coverage from tie two, combined CVs. Most the terms 
absent from Figure 1 (above) are now present in Figure 5. The second applicant has more experience 

Figure 2. Job description
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in project design and management, and this comes through in the combined graph. Interestingly (but 
perhaps, not surprisingly) “product” is still missing from the combined graph, and this, perhaps, might 
prove pivotal in the rejection of this hypothetical team for a user experience research group.

On the other hand, adding another team member adds more nuance to the original, and multiplies the 
meanings that “product” and other keywords might have and (eventually) come to include.

The resulting graph covers a lot of semantic territory—academics, business, government, management, 
community. When “product” and “research” are highlighted in the graph, a large number of additional 
connections become visible:

Some of the new connections include “robotics,” “computational,” “education” and “institutional”—
again adding novelty to networks composed of “product” and “research.” With the addition of each, 

Figure 3. Terms in Figure 1 (above) that are missing from the author’s CV
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networked concept, new possibilities emerge that both re-define the original job posting while at the 
same time gesturing to a future horizon.

In the end, the graphs challenge what is meant by “presence” and “absence.” If the word “product” 
does not appear in applicant materials, that does not mean that applicant materials cannot suggest new 
meanings and nuances for the lemma “product.” At its core, networked meanings exist as latencies for 
the future, gesturing to the possibilities for futures that exist in the grey interstices of applicant materials 
and the job application process.

This works in the opposite direction as well, with the identification of structural holes. Nodes that 
command the space within structural holes in a graph command the flow of ideas in a text network. 

Figure 4. Combining the job posting with the sample CV
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They describe terms and concepts that are literally used to think other terms and concepts (Burt 2004). 
Attending to those concepts “can be used to identify those gaps and to propose new connections between 
different ideas, topics and topical clusters” (Paranyushkin 2019: 2). In the network above, “culture” seems 
to fill that structural hole, and opens up a number potentially creative connections and associations.

Diversity and Uncertainty

With the widespread adoption of Applicant Tracking and Automated Hiring Systems, a fundamental 
contradiction is introduced into hiring practices. On the one hand, AHS are said to grant HR depart-

Figure 5. Terms at a geodesic distance of 2 from “product”
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ments unparalleled accuracy in identifying prospective employees with particular skill sets that match 
predictive models of success at their organization. On the other hand, innovation and creativity have 
emerged as highly desirable traits, implying, at some level, a departure from the expected. This has led 
to a demand for a basket of “soft skills” from universities, particularly in providing students with a broad 
education that might add creative value to their employers. After all, as Hunter et al (2012: 307) point 
out, “Although it is intuitively clear that high levels of domain-specific knowledge (i.e., expertise) are 
necessary for innovation, it also appears useful for individuals to have broader forms of knowledge as 
well.” This tension is reproduced in ePortfolios as well, which are asked, on the one hand, to display 
exact skills and competencies that have been identified as essential for a particular position, while at the 
same time valuing the innovative and the (by definition) unexcepted.

Over the past 40 years, strong evidence in small group dynamics suggests that more diverse groups 
are more creative and productive (McLeod et al 1996). What is called the “business case for diversity” 
affirms “that organizations with more diverse workforces outperform organizations with less diversity 

Figure 6. Terms in the job posting that do not appear in the combined graph of the two applicants
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among their employees” (van Knippenberg et al 2020: 75). Hiring that diversity has become a major 
goal in human resources, and managing that diversity an important element of scholarship in business 
and management.

Yet there is also a sense of a backwardness about popular discussions of diversity, as if the goal of 
DEI initiatives was simply to “collect” underrepresented populations into the organization. Of course, 
these are just stereotypes; actual DEI initiatives are more complex, more nuanced and, ultimately, bound 
up with the moral desiderata of social justice. Ironically, these more reductive approaches are inherent 
in hiring algorithms. After all, analysis involves a series of reductions of context to signifiers of ap-
plicant potential for success. The candidate is reduced to a series of ranked classifications of merit and 

Figure 7. The job posting combined with the two applicants
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potential. And while this may be a “perception problem,” with algorithms in general, it would be hard 
to argue that the “value-added” of hiring algorithms do not hinge on exactly these kinds of reductions 
(Newman et al 2020).

What this essay suggests is another element of diversity, on that readily complements social equity 
goals: the promise of uncertainty. Margaret Mead, writing in the wake of her involvement with the Jo-
siah Macy, Jr. Conferences on Cybernetics (where she had worked with Kurt Lewin), suggests that the 
emergent properties of the group are the most important factor in small group dynamics. For Mead, the 
most important tasks were to assemble the group and set up conditions for them to prosper. She was less 
certain that there was any one “method” for the formation of productive groups. “For such an emergent 
cluster no precise formula can be written. The only possible formulation is a delimitation of the condi-

Figure 8. Nodes related to “product” through “research” on the combined graph
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tions under which clusters of this kind can come into being” (Mead 1964: 301). In fact, her uncertainty 
was to be one of the bases for what later was termed “second-order cybernetics” (Collins 2010).

The hope, really, is that diversity brings new ideas, yet these new ideas themselves cannot be predicted 
in advance—they are an emergent property of the small group. As many studies have pointed out, hiring 
homogenous groups creates a redundant “echo chamber” of ideas. In contrast, having different people 
work together is supposed to generate new ideas. And there are data supporting this, but the mechanism 
of diversity and creativity is the black box of social psychology. Effort like Google’s “Project Aristotle” 
revealed that there was no “perfect” mix of talent, individuality and leadership that would predict the 
success of one team over another. Instead, one of the project leaders on the Google study suggested that 
“psychological safety” is a better predictor: “a climate in which people feel safe to speak up and take 
interpersonal risks” (King 2021: 220-21). In other words, pace Mead, the innovative team is contingent 
upon creating the conditions for human striving. And one component of this might be the realization 
that skills and competencies are not “present” or “absent.” Instead, these describe networked phenomena 
that shift in meaning as they flow through networked structures. Here, innovation through diversity be-
come a “networked effect”—the effect of weak ties—but one that is dependent upon the capacity of an 
individual to transform new knowledge and ideas flowing through weak ties into innovation. As Kim et 
al suggest, this is highly dependent upon the individual themselves, and seems to be at least partly due 
to a combination of specific expertise and broad knowledge (Kim et al 2016).

CONCLUSION

The rapid growth of hiring algorithms is consistent with a desire to take advantage of IT and social media 
affordances for recruitment. But the biggest attraction of algorithmic hiring comes from the reduction in 
cost and in time. From an HR perspective, it is vastly cheaper to have algorithms rank candidates–push-
ing the work onto the algorithm and, ultimately, to the job applicants themselves who needs to “game” 
the algorithm, prepare for the surreal strangeness of the algorithm-driven interview and, in general, 
attempt to accommodate themselves to a complex, multiagent system composed of both human- and 
non-human agencies. Whether ranking resumes or quantifying facial expressions, algorithmic systems 
beget algorithmic behaviors; in turn, applicants must become more algorithmic in their approach in order 
to accommodate the will of the algorithm.

The result is certainly cost-saving, but it is also highly reductionist. “The master themes of the reduc-
tion of friction in the labor market, by fragmenting workers into discrete skills and dispositions” (Ajunwa 
and Green 2019: 78). But the trade-off for these efficiencies is steep: not only much of the complexity 
of applicant, but much of the promise of the applicant, including the potential to combine dynamically 
in innovative teams, falls away from the applicant.

While bias may be one of the most pressing problems of algorithm approaches, the purpose of the 
tool is literally to reduce–reduce time, reduce cost, and, ultimately, reduce the labor force into fungible 
skills. Yet it would be a mistake to return to earlier, human-led practices of applicant ranking. These 
were, after all, at the core of employment bias, structural and pervasive practices that resulted not only 
in a terrible human cost, but in the failure to utilize an enormous reservoir of human talent.

Yet there is another side to digital tools in the hiring process. This essay has traced the application of 
text network analysis as one way of opening the possibility for anticipatory hiring—that is to say, hiring 
people (singly or in teams) with the expectation that they will redefine the tasks for which they were 
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initially hired. In other words, hiring for emergent employment and future success, not for iterations of 
a (putatively) successful past.

The idea of “weak ties” suggests that new opportunities and new ideas come from sources outside the 
relatively tight clusters that make up everyday life. But like innovation in teams, it is difficult to predict 
exactly what will come of the weak ties that enable these latent sources of value. “The randomness of 
weak ties is where their value lies but is also exactly what makes them difficult to purposefully mobilize” 
(King 2021: 44). This essay has argued for an approach that involves less the “mobilization” of weak 
ties than the creation of conditions where weak ties might generate novelty. That is, by hiring people 
who are semantically linked to desired traits—even if those traits themselves seem absent—employers 
set into motion a transformative process.

The Future of e-Portfolios

There is little doubt that ePortfolios will continue in one way or another in colleges and universities in 
their role as data for assessment and for student achievement. Reading, interpreting and analyzing those 
artifacts will continue to be an issue for higher education (Yancey et al 2013). But as the role of ePortfo-
lios continues to expand beyond undergraduate education into professional life and lifelong learning, the 
possibility grows for the increasing relevance in recruitment, hiring and promotion. Yet the availability 
of more data does not mean that it will be utilized more effectively or more equitably. More accurately, 
“data” already implies a transformation, a “datafication” of diverse multimedia: “the conversion of 
qualitative aspects of life into quantified data” (Ruckenstein and Schull 2017: 261). Indeed, there are 
many examples of datafication that work against diversity, creativity and innovation. When HR depart-
ments turn, for example, to algorithms that analyze social media accounts, much of what is flagged as 
“problematic” may disproportionately impact candidates of color and people who fall outside of cisgender 
categories. “Let’s say you and 99 other people all applied for the same job, but because you are a person 
of color and tend to like posts by and about people of color, the algorithms (created by programmers 
who are 71% White, 20% Asian, and only 5% Black) deem your posts politically extreme or obscene” 
(Marcus 2021). In other words, people negotiating or reflecting on marginalized or oppressed identities 
would be “flagged” by the algorithm—the very people that might diversify a labor force.

This essay has explored one way ePortfolios might be used by prospective employers, one that places 
a premium on the creativity implied in novel word associations. By allowing employers to automate the 
process of ePortfolio review, the hope is that portfolios can become part of the initial stages of review, 
rather than a very last step undertaken only with the final candidates in the job search. Of course, this 
process might also be subject to abuse. As Les Perelman’s “Babel” generator has shown, it’s entirely 
possible to compose a nonsense essay made of up keywords and complex phrases and receive the maxi-
mum possible score from automated essay scoring (AES) (Perelman 2020). Like any qualitative work, 
it seems unlikely that any algorithmic technique will prevent “gaming” the system. And, indeed, the 
early stages of the job search seem to require strategies for ensuring that one’s resume passes the initial 
stages of screening. Even in a pre-digitized stage, applicants were advised to include certain keywords, 
to avoid certain phrases, to “clean up” their resume. Like these, HR departments will have to resort to 
human screening in the final stages of their decision-making process. But considering ePortfolios mean 
that students and graduates will have an opportunity to bring the complexity of their education into 
the employment process in a way that was only possible in an extremely attenuated way—through, for 
example, the display of badges and certifications.
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For this to be an effective tool, students will need to curate the artifacts in their portfolios to reflect 
their best and most original work. Moreover, they will need to carefully narrate their projects, framing 
each for prospective employers. More than this, though, students should take into account the vicissitudes 
of text-based analysis. Portfolios can contain any media—from essays to computer code to photographs. 
Without textual framing, much of this would be meaningless to a text network analysis, so students and 
graduates should concentrate on adding text alternatives (alt-text) to all media, together with framing 
narratives that explain their relevance. Other factors improving performance in text analysis would include 
many of the same traits that signal effective communication skills: a large, descriptive vocabulary and 
a thoughtful contextualization of varied experiences that emphasizes their common links.

Finally, students should utilize the analytics available through their platforms to gauge interest in their 
work. For example, most basic analytics on sites (e.g., WordPress) allow site owners to track page views 
over time, see search terms that brought visitors and even look at time spent on a page. All of these are 
useful in changing a portfolio over time as a student’s professional goals and experiences change. This 
includes text network analysis itself. Although this essay has explored the usefulness of this techniques 
to employers, students can mine their own ePortfolios for insights into their own work and for some clues 
of areas they might explore next in their quest for lifelong learning. By examining their ePortfolios for 
connections they might make to new projects, new training and new disciplines, students can generate 
creativity and innovation in their own careers (Metz and Albernhe-Giordan 2010).
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ABSTRACT

Considering the many interactions we have with technology over our lifetime, many data points, records, 
files, and other content are recorded in many digital forms. We inevitably construct a narrative of vari-
ous life events in a digital format that often lasts well beyond the expiration date of our physical form. 
This construction of a digital narrative is especially true regarding education records and their use for 
data mining as our files can be used for analysis. In this chapter, the authors discuss the idea of a digital 
data exorcism as the potential ability to purge educational records if it is the desire of the individual. A 
data exorcism can be seen as the needed process for removing or expelling data, done so to protect those 
from which it was derived. Many forms of data will be discussed in this chapter; however, the focus will 
be on educational records related to end-of-life considerations. The main theme of this chapter is that 
facet that we have the right to be forgotten. The right to be deleted or, in other words, “exorcised” from 
the various systems in which our data resides.

INTRODUCTION

The concept of an “exorcism” often involves the expulsion or removal of a spirit, demon, or other entity 
that is inhabiting a body, object, or additional physical space where it does not belong or is otherwise 
unwelcome. The removal can be conducted through the use of special talismans, prayers, or rituals aimed 
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at removing the unwanted element. Other invocations can be used to protect and repel negative forces 
through directed intent (Miller, 2006). Usually, this would invoke a state of peace and harmony within 
the original space, object, or body that was affected. How then does all this talk of exorcisms relate to 
data? More precisely, what do we mean by a “digital data exorcism”? Indeed, the aim is to examine digital 
artifacts and the potential for the immediate removal of content (otherwise referred to as a “digital exor-
cism”). Like an exorcism whose aim is to remove an unwanted negative spirit, a digital exorcism aims to 
remove the potential harm caused by unwanted data. The goal here is still to invoke peace and harmony 
as part of the final wishes of the user who generated the data or is described by such data. Consider that 
email, chat logs, social media posts, and other technological interactions inevitably construct a narrative 
of our life events (Mitra, 2010), particularly if such use is over prolonged periods of our life. When we 
die, this content is what is left behind representing many aspects of our life. Just on Facebook alone, 
some projections estimate 4.9 billion users or more will die by the year of 2100 (assuming a continued 
rate of growth) which would leave an enormous amount of data behind by deceased users (Öhman & 
Watson, 2019). This is also true for technologies users interact with while in an educational setting, 
where massive data sets would include information about the deceased.

All these interactions with technology leave a digital trail and become (intentionally or unintention-
ally) part of the online legacy one leaves behind when one dies. It is not a matter of if a person dies, but 
a matter of when a person dies. The Latin phrase Memento Mori comes to mind as we must all “remem-
ber” death and that one day we all will die. However, it is a bit more complicated when it comes to our 
data, as much of the information continues to exist as extensions of ourselves long after we are gone. It 
is a topic that most people want to forget about and not tackle in an effort of avoidance. There are long-
term implications of our data as there is a significant amount of it that we leave behind when we die and 
continue on afterward as part of our digital afterlife (Wright, 2014, Braman, Dudley, Vincenti, 2011). A 
data exorcism can be seen as the needed process for removing or expelling data. Instead of the traditional 
sense of an exorcism, we envision the need for the forcible expulsion of data (conducted purposefully) to 
protect those from which it was derived. Many forms of data will be discussed in this chapter; however, 
the focus will be on educational records related to end-of-life considerations. The central theme of this 
chapter is that facet that we have the right to be forgotten. Therefore, we have the right to be deleted or, 
in other words, “exorcised” from the various systems in which our data resides.

The massive amount of data available today has opened an unprecedented opportunity for analysis 
and interpretation to improve our understanding of students, faculty, and school performance in the realm 
of higher education. Some of this recorded data is essential for regular record-keeping purposes (such as 
grades, transcripts, courses histories, and more), but other data is useful for pedagogical improvements. 
Other data is helpful for administrative purposes in predictive models and classification of possible stu-
dent outcomes (Kumar & Vijayalakshmi, 2012). Analysis of student data can also be valuable to improve 
student success metrics when used to make improvements to courses or assignments. As more students, 
faculty, and administrators interact with school-related programs and learning management systems, 
increasing volumes of data can be collected and retained on a growing subset of the general population.

Consider the many years that a student is engaged within the educational system. In the United 
States, students would typically spend twelve years in the educational system following kindergarten. 
This time period would include attending the first grade until graduation in grade twelve. This number 
can be extended if one counts kindergarten or if a student is compelled to repeat a grade. In some states, 
a student can legally “drop out” of school at the age of sixteen, thus reducing the amount of time in the 
school system. According to a 2019 report, 28.1% of the population in the United States noted that a High 
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School diploma (or equivalent) was the highest level of educational attainment (U.S. Census Bureau, 
2020). Suppose we include those that attempted some college courses (but never graduated) and those 
that continue their education to earn an associate degree, certificates, credentialing, or higher. In that 
case, the number of years spent in education is much higher.

Another aspect is the records themselves that these many years spent interacting with the educational 
systems create. It is not simply academic records that are stored, but financial information, disciplin-
ary notes, interactions with parents, emails, paperwork for registration, and much more. Assignments 
submitted electronically in an LMS (or those on paper) could be stored for quite some time without the 
student’s knowledge. Consider times when you may have been searching online for a topic and stumbled 
across a website project or hosted report uploaded by a high school or college student that was indexed 
by a search engine? With any type of record, there must be some discussion regarding its storage, how 
it may be used to make other decisions (as being part of some data analysis or comparison), the privacy 
and protection of the content, and consideration of ownership and use after the user has died. In this 
chapter, we discuss these aspects in relation to educational-related content.

Examining Educational Records

There are many factors that must be considered when it comes to student records. An educational record 
can contain a student ID, grades, rosters, disciplinary information, financial, and other information that 
is maintained in some format (electronic or otherwise) by a school system. In the United States, these 
types of documents would be protected under The Family Educational Rights and Privacy Act (FERPA). 
A discussion of the protections of such data will be addressed later. Records can be considered as any 
documentary materials, be in any format, transferred or received, those systematically preserved, whether 
it be administrative or academic in nature (Onwudebelu, Fasola, Williams, 2013). Duranti (2009) notes 
that a digital record must have the following characteristics: 1) an identifiable context; 2) an originator; 
3) an action, in which the record participates or which the record supports either procedurally or as part 
of the decision-making process; 4) explicit linkages to other records within or outside the digital system 
5) a fixed form; and 6) stable content.

For this chapter, we expand this definition to consider any record that is generated by the student, 
about the student, or aggregate data that the student may be part of the originating record. We also see 
these records as those maintained on paper, electronically, image or voice. As an example, consider an 
LMS that records the length of time, IP address, click-through data as students browse course content as 
they are studying and completing assignments. We would view this data as part of a student’s education 
record. Although some of the derived content would not be protected under FERPA, it still has impor-
tance for the purposes of this chapter. For example, Koffi identified several key components of transcript 
records in French-speaking universities, including course listing, grade point average (GPA), the grade 
scale, official logo or motto, official university seal, and signature of a university official (Koffi, 2006). 
Although this specific format may not fit all academic institutions, it highlights several key components 
that are universally similar across institutions and potential differences in record formats. Records can 
also document contractual relationships between students and the institution (like financial informa-
tion, including awards, academic progress, or documentation of services provided to students such as 
accommodations, counseling services, library support, career services, medical information, and more 
(Azameti & Adjei, 2014).
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Consider records when students transfer from one academic institution to the next. This transfer 
could be due to various reasons such as a move to a new location, change of major, change in a degree 
program, or other causes. When a student changes regions and moves to a new country and attempts to 
transfer their transcript to an institution that uses a different system or one that is in another language, 
challenges arise. Translating records from one language to another brings about challenges such as 
dealing with other formats, untranslatable elements, grade computation, academic distinctions, degree 
equivalencies, and professional ethics (Koffi, 2006). These changes and conversions from one system 
to another may cause duplication of records. How are these shard accounts maintained if a student does 
transfer to another system? Hopefully, the system allows for specific content to be flagged or noted.

In other cases, students may have additional information stored across various databases where 
data may not be collected by the academic institution but still related and tied to the student and their 
academic performance, such as the NCAA Clearinghouse as an example. The aim here is to determine 
the eligibility of students to compete in collegiate sports. A high school student would need to submit 
content to this clearinghouse, including specific test scores and transcripts (Perry, 2005). As institutions 
develop more interactive content, more information can therefore be saved. These can include test scores 
and interactions used to assess student engagement and to make improvements. Online educational tools 
can be used to analyze student learning and behaviors better and to make recommendations. As more 
institutions explore ebook systems in courses (Clements & Braman, 2021), even more systems can retain 
potential student information such as books read, used, notes, and bookmarks.

In general, records should exhibit the following characteristics: complete if they are kept regularly, 
accurate, retrievable, usable, and supported by original documentation (Onwudebelu et al., 2013). De-
spite the many benefits that technology has made in terms of record-keeping, including preservation, 
transport, communication, and storage, there is an increased potential for loss of privacy. Maintenance 
of student records are essential to (Azameti & Adjei, 2014):

• Manage relationships between the institution and the student;
• Provide support and other services and facilities to the student;
• Controlling student academic progress and measuring achievement, both at the institution and 

subsequently;
• Provide support to the student after they leave the institution

Keeping and preservation of records will become easier as technology drives innovation. With the 
increased number of documents and their diversity in formats, the complexity of maintenance will become 
both more difficult and essential. The preservation and storage of these records and their security will 
need to be prioritized. Keeping these characteristics in mind for the long-term storage of these records 
will ensure that they can be maintained in a way that they are used properly and potentially able to be 
marked for destruction.

As the idea of a “digital data exorcism” is based on the theme of having the right to be forgotten, 
data retention policies need to be examined when it comes to educational records. What are the data 
retention policies for academic institutions, vendors, faculty, and electronic systems? The educational 
sector produces an enormous amount of data in numerous formats. This data can consist of information 
not only about students, but faculty, administration, school performance, and other metrics. In the next 
section, we discuss how educational content stored in these records can be used by institutions for the 
purposes of data mining.
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Data Mining of Educational Content

Data mining involves the indirect gathering of personal information through an analysis of implicit 
patterns discoverable in data. Data mining activities can generate new and sometimes non-obvious clas-
sifications or categories (Tavani, 2020). In an education context, this can be very useful in determining 
patterns in a student’s data in determining success, strengths and weakness, aptitude, academic level, 
and more. Through the use of data mining algorithms and techniques, data can be explored that reveal 
factors that influence students’ performance. Saa, Al-Emran, and Shaalan (2018) examined several such 
factors through an in-depth literature review that explored items such as demographics, e-learning activity 
within the LMS, instructor attributes, access, school, chat, course style, course assessments, schedules, 
time, clicks, and much more. Multiple data points can be used to examine trends, make predictions, and 
analyze student achievement. Student data can also be combined with feedback from surveys and other 
metrics to gauge how attitudes and behaviors impact student learning (Akey, 2006).

Using past student records for decision-making processes is not new. Research from Boli et al. 
noted several years ago that there were cases where Universities used data from students to make in-
formed choices rather than going by the conventional wisdom of the faculty or informed guesses (Boli, 
Katchadourian & Mahoney, 1988). This included majors, course selection, classroom performance, class 
sizes, and many other trends. As record-keeping has become more digital in nature, more detail can be 
obtained, analyzed, and stored. With all of these digital options, there is great potential for data mining 
as well as other considerations. The use of analytics and data mining continues to be an emerging and 
evolving area leading to many improvements. Studies that show how educational and institutional data 
mining and analysis can be used to support decision making related to student performance and making 
informed managerial decisions based on the discoveries in order to make improvements (Durairaj & 
Vijitha, 2014; Daud, Aljohani, Abbasi, Lytras, Abbas, Alowibdi, 2017, Shahiri & Husain, 2015).

Pros of data mining:

1.  The majority of personal data collection and usage from data mining is considered to be public 
data.

2.  Patterns from data mining can point to ‘new’ facts, relationships, or associations about students.

Cons of data mining:

1.  Current privacy laws offer individuals no protection regarding information about them that is ac-
quired through data-mining activities and is subsequently used.

2.  Important decisions can be made about those individuals based on the patterns found in the mined 
personal data.

In addition, data mining techniques can be very helpful in keeping educational records updated. Au-
tomated processes can be in place to flag records or relationships between records to be verified after 
a prescribed time period has passed. Another area where data mining is helpful is the identification of 
students whose records are no longer viable in the system. Missing data in the records can be problematic. 
Not only can this lead to fragmentation or lost information, but errors or bias can occur in any derived 
data. It would seem normal that paper records would degrade over time. Problems could also occur in 
older digital records if the content is not backed up, destroyed, corrupted, or saved in an incompatible 
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format. There has been research related to missing data for educational records using various algorithms 
for data imputation (Jove et al., 2020). This is based on Markov chain methods and other hybrid techniques.

As data storage and backup become less expensive, it is becoming easier to retain large data sets 
and more tempting to retain this material as it may later become useful in some form. Once the data is 
destroyed, then there would be no way to know if it would have been useful to retain it. Institutions may 
lean towards keeping as much information as possible just in case it is needed in the future. However, 
the long-term consideration of educational-related data needs to be considered, particularly if it is of a 
sensitive nature. Policies need to strengthen the security of the records but also limit access. Policies 
should be in place to that ensure that records are used and handled consistently (Azameti & Adjei, 2014):

• Records relating to an individual student are complete, accurate, and up to date;
• Duplication of student data is deliberate rather than uncontrolled and kept to the minimum needed 

to support effective administration;
• Records are held and stored securely to prevent unauthorized access;
• Records related to the academic aspect of the student are segregated from other aspects such as 

financial, disciplinary, social, support, etc.

Some additional questions which are related to student records include 1) How long should this data 
be kept? 2) How long will this data be relevant or potentially useful? 3) Who owns it? And 4) Should 
this data be purged after a period of time? Indeed, some data will always need to be kept, such as who 
graduated and when, but other data should be destroyed and purged when possible since it is unknown 
how long student records may be used for data mining purposes. Should an institution have the right to 
use such data for many years in an effort to predict trends, examine test scores, create predictive models, 
or more? This ability would be extremely valuable to an institution as they would have more data as it 
is recorded over time.

Privacy and Security of Educational Data Records

The privacy and security of educational data are a major cause of concern today. The University of 
California Global Information Industry defines “information” as any flow of data delivered to people. 
This data can be in any form. An organization must find ways to protect its data. It must ensure that data 
can be used for operational reasons (Grama, 2015). This definition of information adequately applies 
to educational institutions and organizations, considering how this data is used, stored, and transported. 
Educational institutions and organizations have the same responsibilities and accountability for their data 
collection, storage, retrieval, and management processes. Educational institutions have long been required 
to protect the privacy and security of their students. Online data and information regarding privacy and 
security issues are further complicated when questions arise regarding the personal data of the deceased.

Understanding Privacy Laws

The concept of privacy is vague in its definition and understanding when it comes to online information 
and data. In American culture, the practice and interpretation of privacy is seen as an individual’s right. 
Often this right to privacy is assumed for all types of educational content, but this is not always the case.
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The right to privacy is not mentioned in the Constitution per se. However, the Supreme Court has 
used several amendments to support the basis of privacy. The Fourth Amendment is used extensively in 
online privacy cases: …the right of the people to be secure in their persons, houses, papers, and effects, 
against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon 
probable cause, supported by Oath or affirmation.

The following amendments also have been used regarding ‘privacy’ issues (Linder, 2021):
An important privacy law regarding educational institutions is The Family Educational Rights and 

Privacy Act (FERPA). This act was passed by Congress in 1974. The focus of FERPA is the privacy 
protection of students’ educational records. Parents of students can review the records until the student 
reaches the age of consent (age 18). When the student reaches the age of 18, the right to access and 
consent will be turned over to the student. “FERPA has four main requirements: Annual notification, 
access to education records, amendment of education records and disclosure of education records” 
(Grama, p. 137, 2015).

Privacy can also be viewed as the antithesis of security. One view is that to have security (or protec-
tion), the violation of some privacy rights is secondary and warranted. Another view is that privacy and 
security complement each other. In contrast, privacy encompasses people’s right to have control of their 
personal data. Privacy means that a person has the right to specify how that data is collected, used, 
and shared. Information security practices are used to make sure that a person’s privacy decisions are 
respected (Grama, p. 88, 2015).

After reviewing the general view and focus of ‘privacy’ in our laws, there are no specifics as to the 
rights of the deceased individual privacy rights. This leaves a vacuum in policies regarding information 
and data belonging to the dead.

What are the Security Responsibilities of Educational Institutions?

To protect children’s access and exposure to certain online content, there are current laws in place. The 
following chart indicates some of these laws:

Educational institutions are mandated by the federal government to provide security measures, 
oversight, and reporting of their data and records. Congress created the Federal Information Security 
Management Act (FISMA) to protect federal data and IT resources. All U.S. federal agencies must com-
ply with this law. FISMA ensures that all federal institutions are maintaining security protocols of their 
data, records, and information. Security measures include the protection of the confidentiality, integrity, 
and availability (often referred to as the C-I-A triad) of that data. Confidentiality protection ensures that 
only persons with the proper credentials can obtain access to the IT system. Integrity is the oversight of 
the accuracy of the data and the IT system. Availability is the oversight of the proper functioning of the 

Table 1. Amendments and Privacy

Amendment I Privacy of Beliefs

Amendment III Privacy of the Home

Amendment IV Privacy of Person and Possessions

Amendment IX More General Protection of Privacy?

Amendment XIV Liberty Clause
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IT system. Basic security concepts include vulnerabilities, threats, and risks. Educational institutions 
must report annually to FISMA regarding the security protocols of the storage, management, access, 
and processes of the data and information.

To make sure that all security protocols are being met and to report any failures, an IT systems au-
ditor is crucial. The system auditor’s role includes, but not limited, to the following activities/actions:

To make sure there is compliance with laws, regulations, and standards.
To make sure there is the availability of information and data on a continuous basis.
To make sure of the integrity and confidentiality of information and sensitive data while stored in transit.
To establish security awareness programs: Important for an IS auditor to evaluate the effectiveness of 

various security programs. Interaction and interviews with employees will help to evaluate the state 
of awareness of information security requirements. (Kim & Solomon, 2012)

Records After End of Life

Building on the numerous topics discussed in this chapter, it begs the question as to why we should care 
about all these educational records and data in terms of a student’s final wishes? However, the final 
wishes are an important factor to consider in determining what to do with a user’s data. A significant yet 
often overlooked element is the human element of death and loss of the user or originator of the data. 
In the context of educational content, one needs to consider data retention policies that have prescribed 
time limits or limited use in the event of a student’s death. These could be records of students that have 
been stored in the system after many years (and therefore may be stale), or these records could be of a 
current student that has died suddenly. There is a sufficient need for death management to be included 
as a design factor in information systems as more and more data is stored and recorded. COVID-19, for 
instance, has certainly made this apparent as many people have died since 2020 from the virus and its 
complications that otherwise would still be alive and interacting with these systems. A recent example 
of the importance of keeping the information of deceased students updated and secured was reported 
in a news segment. In this news report, a former high school principal stated that in 2016 she reported, 
during an audit, that there were enrollment issues, which included five dead students that were currently 
enrolled on the school’s roster (Papst, 2021).

Although not student records, but still educational related, records that include faculty notes and 
research data that is unpublished or unknown to others or where the final wishes are unknown. Without 
knowing the owner’s final wishes, this data may go unnoticed, be inaccessible, or perhaps should be 
marked for destruction. We should be asking several questions in terms of records after the end of a 
user’s life such as:

Table 2. Listing of Some Laws Protecting Children

The Children’s Online Privacy Protection Act (COPPA) Regulates how children’s information is collected and used on 
library and school computers;

The Children’s Internet Protection Act (CIPA) Protects children from obscene, extreme violent, etc. online 
content;

The Family Educational and Privacy Act (FERPA) Oversees the privacy rights of students and their educational 
data and records;
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• What are the specific final wishes of the user regarding educational records?
• What are the implications related to the end of life of students?
• How does recently deceased students vs. former student that die years later after graduation factor 

in?
• Should students and parents have more control of their data and privacy?

As data breaches are becoming common for many types of records and accounts, security is an increas-
ing concern. Many accounts involve a wealth of information, in which the deceased are still susceptible, 
particularly for identity theft. This is also true in the realm of education. Consider that when dealing 
with social media, email or other online accounts, companies often notify current users of compromised 
accounts or other security concerns and send notifications to reset passwords. However, the accounts of 
the deceased cannot act on these notifications. Family and friends of the deceased most likely will not 
receive these notifications on their behalf or even realize what accounts the deceased had active before 
their death. What data then was compromised and what steps could be made to protect this information? 
It is also possible that the data contained in the breach could impact the living in unknown ways. These 
accounts are still technically active and compromised, and the deceased user cannot monitor or take 
corrective security actions to repair the issue. There may be other information that would be useful to 
hackers such as data stored in the cloud, particularly in accounts that remain active and unmonitored. 
Similar to information that can be reconstructed from obtaining data printed on documents through 
“dumpster diving,” discarded electronic devices of the deceased should also be presumed to contain 
sensitive data. What data could be gained from discarded wearable devices, cell phones, tablets, cameras 
and more? Family members or those dealing with the person’s estate that are managing the items may not 
realize its importance and discard potentially sensitive items that contain information of concern. Were 
there passwords for sensitive accounts saved on a spreadsheet that was discarded? There is a growing 
importance of considering some type of death management as part of computer services. Particularly 
useful would be a systematic “dead man’s switch” that automatically flags and deactivates all accounts 
and profiles associated with the deceased.

Similarly, having the ability to quickly flag the accounts of students to mark them as deceased would 
be beneficial, even if the person has graduated some time ago. Of course, a currently enrolled student 
would need to be flagged as soon as possible. Increasingly as part of a will, information about a person’s 
final wishes is being recorded. One major reason that denoting a record as being representative of a 
deceased user is due to security and privacy concerns of the content. More specifically concerning is 
the time between the person’s death and public knowledge or official notification that the person has 
died. We refer to this transitional time and the related security concerns as Transitional Weakness. Our 
previous work described four states of being related to death, as viewed in Figure 1 below (Braman, 
Dudley, Vincenti, 2011). This figure not only describes various states of a person and the state of their 
content but highlights issues for the transition time between one type to the next. In Figure 1, “virtual 
life” is representative of computer-created content, virtual spaces, and online environments related to 
records and various accounts.

Type A represents users who are physically alive and maintain an active presence in an online 
platform or environment. Type B represents users who are alive, but who do not have a presence in an 
online platform. Type C users are those who have physically died but have an “active” virtual memorial, 
social networking site, or record that still makes them appear as being alive. Type D users represent 
those that have died and have no online presence or active records. The online persona of a Type D user 
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could have been erased after their death (based on their final wishes). There is a time period where the 
deceased’s data is more vulnerable. This temporal transition period in the states of being can be prob-
lematic. Essentially this attack window comprises the time period in which it is not known that the user 
is deceased, opening several vulnerabilities. For instance, the accounts of the deceased are still active 
with an expectation that there will still be activity. Therefore, unauthorized access and use of the account 
might not be detected for some time. This attack window also includes the time when family and friends 
know that the person is deceased, but due to their grief, may not be actively monitoring certain account 
information. Although for some, these accounts may be visited much more often during this time. It may 
take a significant amount of time to identify what accounts and information the now deceased stored 
online or kept in some digital format.

Consider the scenario using social media where a distant friend might not know that their friend 
has died. Perhaps their death was only a day or so ago (or even longer in some cases), and news of the 
death is not well known. Perhaps the friend lives far away and has limited contact with others that are 
close to the deceased. If the deceased’s profile becomes compromised by an attacker, they could then 
send messages to everyone connected to the user asking for information or financial “assistance” rely-
ing on the relationship between the friend and the deceased. The friend may have no reason to question 
the request. Until the death is known and the deceased’s profile transitions from Type A to Type C for 
instance, there are vulnerabilities. More research is needed regarding these transitions, timing, and ways 
to protect content in these situations.

Feedback on Deleted Content

In several previous studies, we asked groups of students questions related to death, grief, and social 
networks. As part of the research, several questions were related to seeking specific feedback on their 
final wishes related to their digital content. The majority of the participants in all the studies had not 
thought about or considered their digital content if they were to die. Although many of the questions were 
aimed at gaining feedback on social networks, many of the questions are helpful for the discussion in this 
chapter. In this section, we present the feedback from a few selected questions from 140 participants from 

Figure 1. Four States of Being
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previous research (Braman, Thomas, Vincenti, Dudley, & Rodgers, 2013; Braman, Vincenti, Dudley, 
Wang, Rodgers, & Thomas, 2013; Braman, Dudley, & Vincenti, 2017; Braman, Dudley, & Vincenti, 
2018). This is the first time any of the data has been reported in aggregate.

The surveys used were deployed in various courses at a large metropolitan university and at a com-
munity college over the years 2013 - 2014 and 2017 - 2018. Combining the information from the four 
surveys, there were a total of 140 participants. The average age for all the respondents was 21.5 years old. 
There was a wide range of declared majors which included Computer Science, Information Technology, 
Engineering, Biology, Physics, Chemistry, Business, English, Exercise Science, Deaf Studies, Sports 
Management, Psychology, Pre-nursing, and Electronic Media and Film, or General Studies. Several 
participants noted that their major was currently unknown or undeclared. In the questionnaire, we asked, 
“After your death would you want your digital content to be deleted, preserved with some restrictions, or 
remain the same (where anything could happen in terms of access or preservation)?” The results from 
this question are summarized in Table 3 below.

In three of the surveys, we asked, “Are there files or content that you would want erased so no one 
would know about them?” (This could be content on a social networking site, platform, or other com-
puter device).

We also asked participants to generalize what type of content that they would want to be erased when 
they died. This is assuming that there was some automated way to do this, or if they had given the rights 
to someone to carry this out and had made their final wishes known. The following content is what was 
noted by the participants:

• chat logs
• messages
• personal information
• internet history
• credit card information
• emails

Table 3. Summary of Final Wishes

Option Choices for Content Frequency (n=140)

A. Deleted 51 (36.4%)

B. Preserved with Restrictions 67 (47.9%)

C. Remain the Same (where anything could happen with access) 22 (15.7%)

Table 4. Content to be erased

Choice Frequency (n=112)

A. Yes 39 (34.8%)

B. No 73 (65.2%)
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• address information
• pictures
• social media data/posts
• tax information
• status updates

Also, worth mentioning here are a few comments from the participants. Here they were allowed to 
make any additional final comments about the survey. These comments included:

• “I think that it is important to protect one’s virtual information after death and more information 
should be available on this topic.”

• “Very interesting, never really thought about it until now!”
• “It’s in one’s own interest that should decide what happens to their online accounts and informa-

tion after death.”
• “I think it’s more important for financial information to be protected online after one’s death.”
• “I think that this topic will be increasingly relevant throughout the next decade.”

In previous research, we have proposed several key questions that one can use to assess content as 
they are posting or storing content online which include: 1) Is this content something I’m alright with 
if it becomes part of my digital legacy? 2) Is this content something that should be protected if some-
thing were to happen to me? and 3) If this content should be protected, how can it be protected? (Bra-
man, Thomas, Vincenti, Dudley, Rodgers, 2013). Some information, and some social media posts, can 
have negative effects causing feelings of regret after certain content has been posted, particularly if the 
content is very personal. This could be particularly troublesome if content becomes part of someone’s 
digital legacy and content is taken out of context. Also, one should consider posts that may be viewed 
by unintended audiences (Wang, Norcie, Komanduri, Acquisti, Leon, Cranor, 2011). All this data has 
the potential to be analyzed and used in various ways.

CONCLUSION AND FUTURE WORK

As mentioned earlier, the Latin phrase Memento Mori serves as a reminder of death and that one day we 
all will die. Although this phrase pops up in art and literature in various forms or as a label to describe 
a symbol of death, this ideology should carry over into our digital lives. We can say that the field of 
thanatechnology is any technology that “Include[s] all types of communication technology that can be 
used in the provision of death education, grief counseling, and thanatology research” (Solfka, 2012, p. 
33). Technology has influenced how we deal with and interact with death in many new and profound 
ways. It is our desire that thanatechnology and various aspects of the potential of death be considered in 
the design of computer technology. There is a great amount of research that is still needed in this field 
as new issues and problems are arising. This will be certainly true as educational institutions continue 
to collect data and analyze its contents.

As the wealth, depth and invasiveness of educational records continue to grow, so too does the need 
to protect such content. If it is the final wish of a student (user) to have their educational records purged 
or removed upon their death, there should exist the ability to do so. At the very least, the data should be 
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able to be made disaggregated. Educational institutions have this wealth of valuable hidden data (Barad-
waj & Pal, 2012). This wealth of data needs to be better addressed in terms of the ability to have the 
data removed. Although there are some technologies that could potentially address and deal with these 
issues, there is a lot of research that is needed. An interesting development in terms of record-keeping 
is use of blockchain technology. Using the blockchain, certain types of data can be kept and maintained 
in a way that ensures its integrity and availability for future use. Life-long documentation of learning 
activities and achievements can be stored securely as immutable and verifiable records as part of the 
blockchain (Gräthe, Kolvenbach, Ruland, Schütte, Torres, & Wendland, 2018; Ocheja, Flanagan, Ueda 
& Ogata, 2019). Although some content would become public, there are certainly some tradeoffs in 
doing so. The blockchain would allow the maintainability of records in a decentralized way but would 
allow data related to the accounts of the deceased to be flagged very quickly and across all systems. 
Using blockchain technology would allow for the ability to opt-out of learning activity tracking and al-
low parents of underage students or the learners themselves the right to manage aspects of their record 
(Ocheja, Flanagan, Ueda & Ogata, 2019). Ocheja et. Al., propose as an example, a specific blockchain 
in their research titled blockchain of learning logs (BOLL) that would allow records to be connected 
across various institutions mainly addressing the problem of interoperability and transfer. As part of our 
future work, we intend to investigate this technology in the context of death and the execution of wills 
and protection or deletion of records of the deceased.

The information presented in this chapter is an extension of the authors’ previous works in the area 
of thanatechnology. We aim to expand our investigations into the digital data of the deceased users 
pertaining to educational records and in other areas as well. Studies that focus on the information on the 
death of the user (online and offline) are still limited because of the lack of research in this area. As more 
institutions and businesses start to experience an increase in deceased users listed in their systems, the 
number of these records will continue to grow. It is vital that the educational sector look closely at ways 
to integrate the ability to delete data at the user’s request, or at the least disaggregate information if it is 
still needed an analysis. It is our hope that there are many more options in the future and this problem 
is better understood and considered.

In conclusion, we have discussed the concept of a digital data “exorcism where the aim is to remove 
unwanted data in an effort of privacy and in executing a person’s final wishes when it comes to managing 
their digital content. Just as in a spiritual exorcism where a negative spirit is removed, a digital exorcism 
is aimed at removing the potential harm caused by unwanted data. Considering all of the many interac-
tions we have with technology over our lifetime where various data points are saved and maintained, we 
inevitably construct a narrative of our life events. In this chapter, we have focused on educational records 
and the need for the ability to be to delete content if that is the final wishes of a deceased individual. Just 
as more awareness has been made in designing systems for the inevitable death of users, so too does this 
consideration need to be made to protect education records from long-term storage and datamining of 
the content for ongoing research or usage by the managing institution. The main theme of this chapter 
is that facet that we have the right to be forgotten. The right to be deleted or, in other words, “exorcised” 
from the systems in which our data resides if that is our final wish.
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