
I. INTRODUCTION

In the last decade, meta-heuristic-based algorithms have
been broadly used to solve optimization problems, especially
in the engineering area [1]. The algorithms based on meta-
heuristic are commonly divided into two groups: evolutionary
algorithm (EA) and swarm intelligence (SI). EA is designed
to solve both discrete and continuous problems of optimiza-
tion, such as genetic algorithm (GA) [2]–[6] and harmony
search algorithm (HS) [7]. Meanwhile, most SI algorithms
are commonly designed to tackle the problems of continuous
functions, such as cuckoo search (CS) [8], FA [9]–[17], and
krill herd algorithm (KH) [18]–[21], although some special SI
algorithms are developed to handle the discrete ones, such as
bee colony optimization (BCO) [22], [23].

Different from EA that based on evolution theory, SI is
inspired by the collective behavior of a system consisting of
several individuals interacting with each other and with their
environment [24]. Swarm Intelligence is inspired by simple
behavior and self-organizing interactions between agents, such
as birds, honey bees, and ant colonies [25]. This causes the
swarm intelligence work system to resemble the organism in
question. Thus, swarm intelligence can solve several mathe-
matical problems. One of the issues that can be settled with
swarm intelligence is a discrete problem.

However, since there are so many swarm intelligence mod-
els, it is difficult for users to choose the best one. The models

II. RELATED WORKS

A. Discrete Problem

Discrete problems are mathematical problems that use
discrete mathematics as branches. This problem generally
discusses an object that has a certain value that is separate.
This problem is usually found in the field of computer science
and informatics. Some of the discrete issues commonly dis-
cussed are traveling salesman problems, job-shop scheduling
problems, and constraint satisfaction problems.

B. Swarm Intelligence Application in Research

Until now, there are many swarming intelligence models
proposed by experts. However, the swarm model requires some
adaptation to solve discrete problems as it assumes that the
input given is a continuous variable [26], [27].

As for some discrete problems that can be solved using
swarm intelligence are traveling salesman problems [28], [29],
vehicle routing problems [30], job-shop scheduling problems
[31]–[33], constraint satisfaction problems [27], and so on. In
fact, swarm intelligence can also solve several problems which
are a combination of several discrete problems [34]–[37].

In this paper, three algorithms of swarm intelligence: PSO,
FA, and BA, are investigated to solve a discrete problem of
TSP. The three algorithms are chosen here since many kinds
of research discuss them to tackle various problems of both
continuous and discrete optimizations.

C. Particle Swarm Optimization

PSO is an algorithm based on the population of an or-
ganism proposed by Eberhart and Kennedy [31], [38]. This
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algorithm works by dividing information between individuals
to gain knowledge from previous experience and other swarm
members [24]. Swarm members work together to locate the
best solution inside the designated search area. In this context,
PSO can always update its information from each particle into
swarm knowledge to optimize the swarm’s objective.

In [26], Strasser uses another approach from the traditional
PSO to solve discrete problems using the PSO model since it
considers the input provided as continuous variables. With this
limitation, traditional PSO cannot solve problems with discrete
variables.

D. Firefly Algorithm (FA)

FA is an algorithm inspired by fireflies, which is proposed
by Xin-She Yang [39]. It follows three rules [24], [40], [41],
where the light intensity of fireflies is the focus of this
algorithm. The rule in question is:

1) Each firefly is unisex, where a firefly is pulled in to the
others paying little heed to its sex;

2) Interest and light level of a firefly towards one each other
is proportional;

3) The description level of a firefly is based on an objective
function.

Hence, a firefly A will emit light with the intensity I at
position x that is continually changing. Other fireflies will be
attracted to the firefly A if the level of attraction of fireflies
A (βa) is the highest level of attraction. We can define the
attractiveness βa in the r distance as

β = β0e
−γr2 , (1)

where β0 is the attractiveness at the zero distance (r = 0).
The movement of a firefly i, which is attracted to another

firefly j, is determined by

xt+1
i = xti + β0e

−γr2ij (xtj − xti) + αεti. (2)

In the application for discrete problems, all features of
this algorithm need to be adapted to solve discrete problems.
In [27], Bidar adds several random mutations to keep the
calculation from being caught inside the local optimum results.

E. Bat Algorithm (BA)

Bat Algorithm (BA) is an algorithm inspired by micro bat,
which is proposed by Xin-She Yang [42]. This algorithm
focuses on the echolocation of bats to find their prey. It has
three rules:

1) Bats make sounds to find prey in the dark
2) Bats randomly fly at speed vi, position xi, frequency qi,

and loudness Li
3) The loudness is varying from a high value L0 to a low

constant value Lmin.
Since the bat algorithm was originally used to solve dis-

crete problems, modifications were not needed so that the
bat algorithm could solve discrete problems. Wanatchapong
[43] describes several representation solutions: permutation-
based and binary-based. In permutation-based, some literature

encodes every bat in the population as permutations of integer
numbers.

The advantages of BA lies in its simplicity, adaptability,
and it’s clear execution methodology. Furthermore, through
switching between exploration and exploitation, BA also pro-
vides quick convergence in the beginning evolution. However,
BA can also switch to the exploitation stage too early, resulting
in premature convergence. Several parameters also slow down
BA speed because it is a simple PSO form.

However, BA’s standard structure requires modification in
the calculation of bat movements and the local search section.
Osaba proposes modifications to the movement of the bats
using Hamming Distance with the following formula:

vti = Random[1, HammingDistance(xti), xi]. (3)

III. RESEARCH METHOD

In this paper, we calculate each agent’s total distance
produced by the swarm method for the TSP problem. The
calculation is carried out using five steps as follow:

1) Generate each city randomly
2) Generates agents for each of the swarm methods
3) Determine the route of the city
4) Calculating the distance between the city that has been

routed
5) Move each of the swarm agents
For the first step, each city consists of coordinate x and

y for calculating distance for each city. For each case, nodes
generated randomly in 200 × 200 grid, which boundary of x
and y in this experiment is -100 to 100. For this experiment,
each case’s rough total distance can not reach more than the
total Euclidean distance for each city.

For the second step, each swarm method generates agents
for the swarm. In this step, each swarm generates an agent that
will be used for solving the TSP problem. Each agent will have
its own attribute generated from swarm characteristics. For this
experiment, we use different swarm libraries to support the
swarm attribute. The same attribute in this experiment is only
the number of agents and swarm iteration.

For the third step, the swarm determines the route of the
city. In this step, the swarm will determine the route that will
be used for calculating the distance. The route will be used
to calculate the total distance covered for that route. After
the route has been determined, the distance between cities is
calculated using Euclidean distance, where:

d(x, y) =
√

(x2 − x1)2 + (y2 − y1)2. (4)

The results of the calculation of the formula will be stored in
the temp variable. For the first iteration, temp will be saved
as best distance.

For the final step, each agent of the swarm will be moved.
The movement of the agent will be varied for each swarm
method. This step serves to find a new solution for the next
iteration.
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Fig. 1: Flowchart of the process

Steps 2 to 5 are repeated, and for each iteration, the total
distance is evaluated. If the new total distance is smaller than
before, it is taken as the smallest total distance. The flowchart
of the process is illustrated in Fig. 1.

IV. RESULT AND DISCUSSION

In the experiment, four TSP cases are used to evaluate the
three algorithms: TSP with ten cities, TSP with twenty cities,
TSP with thirty-five cities, and TSP with fifty cities, where
cities are symbolized by n. The result of total distance for each
TSP from each swarm method is compared for this paper.

The experimental results are illustrated in the Table I,
Table II, Table III, and Table IV. Based on the results, FA
consistently gives the lowest distances for all TSP cases since,
in each iteration, FA agents are getting closer to each other.
Therefore, the distance between each agent is getting smaller.

For PSO, we can see that the results are varied for each
case. The PSO method’s total distance value can be varied
from near the FA result to a great distance. This fact is caused

by the local best that is found by the agent of the PSO method.
Each local best result found by the agent causes the agent to
stray from the majority of the agent. This instance led to the
experimental results varied between cases.

For BA, the results significantly differ from other swarming
methods. These are because of its swarm characteristics,
where each agent is looking for the best value. Due to its
simplicity, we need to convert the input into the graph. Each
city represents a vertex, and each distance between each city
represents an edge.

TABLE I: Results for TSP with 10 agents

Swarm Method Average Maximum Minimum
PSO 686.7524168 913.7738179 580.6350334
FA 609.9255752 823.3357587 510.6572673
BA 1009.6346444 1356.7763228 747.9332551

TABLE II: Results for TSP with 20 agents

Swarm Method Average Maximum Minimum
PSO 1605.451544 1773.655978 1448.761725
FA 1389.958589 1517.850296 1263.044615
BA 2021.4148889 2761.025828 1559.8955476

TABLE III: Results for TSP with 35 agents

Swarm Method Average Maximum Minimum
PSO 3140.458333 3413.997929 2777.096114
FA 2459.026981 2542.948089 2331.928991
BA 3538.116594 4510.390674 2965.579133

TABLE IV: Results for TSP with 50 agents

Swarm Method Average Maximum Minimum
PSO 4529.350275 4968.045925 4113.004045
FA 3777.515089 4017.832049 3550.736958
BA 5152.741022 5781.917102 4371.405514

V. CONCLUSION

Three algorithms of swarm intelligence are investigated to
solve four benchmark discrete optimization cases of TSP.
Empirical results show that FA gives the best performance.
It consistently produces much lower total distances for all
benchmark cases. In the future, other challenging discrete
optimization problems, such as vehicle routing problem and
job shop scheduling problem, and timetabling, should be
exploited to evaluate the FA more comprehensively.
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