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Preface

Welcome to 2018 International Conference on Signal
Processing and Communication

On behalf of Jaypee Institute of Information Technology (JIIT), Noida, it gives us
immense pleasure to welcome you all to the 2018 International Conference on
Signal Processing and Communication (ICSC 2018). This event is being organized
by the Department of Electronics and Communication Engineering, JIIT, with
technical co-sponsorship of Springer.

Signal processing and communication play a significant role in the growth of this
technology-dominant era. Over the years, this field of study has been developed to
give great advancement in the areas of microchips, digital systems, and computer
hardware. The applications of signal processing are vast and interdisciplinary,
ranging from engineering to economics, astronomy to biology, sports to smart
grids, and much more. Sports like cricket and tennis use the Hawk-Eye system
which uses the real-time signal processing for decision review. In this connected
world, we talk about the Internet of things (IoT), where inter-networked smart
devices embedded with electronics, software, sensors, and actuators are capable of
collecting and exchanging data.

There is always a need to meet the ever-increasing demand for providing a
forum to scientists and researchers to discuss and put forward their ideas and
research findings with the co-researchers from all over the world. ICSC 2018 will
provide an opportunity to highlight recent developments and to identify emerging
and future areas of growth in these exciting fields. It will further give impetus to the
researchers toward bringing out newer and efficient techniques.

ICSC 2018 will certainly be an excellent platform for close interaction, dis-
cussion, and presentation. The conference would definitely benefit the participants
and the authors whose quality papers have been accepted for the presentation in this
conference, in the fields of signal processing, communication, VLSI technology,
and embedded systems. With the participation of several experts and their diverse
areas of research, it is expected that the conference will help in meeting the future
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challenges of the industry, academia, and research. The conference will be
addressed by keynote speakers of eminence including

1. Prof. Banmali S. Rawat, University of Nevada, Reno, USA
2. Prof. Thomas Otto, Deputy Director of Fraunhofer ENAS and Head of the

Department
3. Dr. Reinhard Streiter, Professor, Fraunhofer Institute for Electronic Nano

Systems (ENAS)
4. Dr. Ing. Michal Lesňák, Department of Physics, VŠB-Technical University of

Ostrava, Czech Republic
5. Prof. Rajeev Saxena, Director, Jaypee University, Anoopshahr
6. Mr. Taranjit Kukal, Senior Architect, Cadence Design Systems
7. Prof. Satyabrata Jit, BHU
8. Prof. Ashok De, DTU

We look forward to your active participation and discussion on current
research areas in signal processing, communication, VLSI technology, and
embedded systems.

Organizing Committee
ICSC 2018
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Photonic Crystal Fiber (PCF) Raman
Amplifier

Abdelghafor Elgamri and Banmali S. Rawat

Abstract An accurate design for a Photonic Crystal fiber (PCF) Raman amplifier
has been developed. In this PCF, the geometric parameters, Raman gain coefficient,
effectivemode area, theGermania concentration in the doped area, anddispersion and
confinement loss characteristics have been investigated at 1.55μm. The flexibility of
the geometrical parameters and doping concentrations that allowed to optimize these
parameters to increase the amplifier efficiency have been studied. For

∧�3.2 μm,
d1 � 1.44μm, d2 � 1.47 μm, Raman gain coefficient of 9.25W−1km−1 and almost
zero dispersion are achieved for 7.5 km low loss hexagonal Photonic Crystal Fiber
with an effective area of 20 μm2.

Keywords Photonic Crystal Fiber (PCF) · Raman amplifier · Effective area
Confinement loss · FDTD · Nonlinear optics

1 Introduction

After the arrival of optical fiber technology in the early 1970s, the use and demand of
optical fibers have grown at a rapid rate. The increasing demand for bandwidth with
high capacity for handling vast amount of information due to Internet, multimedia,
voice data, and video has made fiber optics with its comparatively infinite bandwidth
the only solution. Recently, there has been growing interest in fiber Raman amplifiers
due to their capability to upgrade the wavelength-division multiplexing bandwidth
and arbitrary gain bandwidth product which is determined by the pump wavelength
only and the low noise figure. In the last few years, photonic crystal fibers have been
widelymodeled, studied, and fabricated due to their special properties such as endless
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single-mode, high-nonlinearity, very high numerical aperture, strong birefringence
multicore designs, and unusual chromatic dispersion properties. The objective of this
paper is to develop and simulate a zero dispersion and low confinement loss photonic
crystal fiber Raman amplifier.

2 Photonic Crystal Fiber Structure Used for Analysis

The PCF structure analyzed in this paper is Hexagonal Photonic Crystal Fiber
(HPCF), i.e., the air holes around the core are arranged in hexagonal shape. Thus, the
hole diameter (d) and the pitch

∧
offer better flexibility to demonstrate the propaga-

tion mechanism in PCF and to analyze the design parameters. The azimuth view of
the basic two-dimensional hexagonal lattice photonic crystal is shown in Fig. 1. As
it was shown that the central area with no holes has higher refractive index, similar
to the core in the conventional fibers.

OptiFDTD is used in this analysis to run 2D-FDTD numerical simulation for the
PCF structure in Fig. 1. The excitation of the field pattern in the first step results
in the steady-state oscillations in the periodic cells. Figure 2 is used to do FDTD
simulation and analysis for a pure silica fiber with hexagonal air hole shape along
the fiber axis.

As shown in Fig. 2, the confinement of the light wave in the core is possible for
the modes that satisfy Maxwell’s equations. The input field used is Sine-Modulated
Gaussian Pulse that has 2.262 (μm) full width at 1/e2 and amplitude of 1 (V/m). The
corresponding propagating mode has power of 0.634 (V/m) and confinement loss of
0.289 (V/m). These losses are due to the leaky nature of the modes and the PCF non-
perfect structure. However, by controlling the geometrical structure parameters (hole
and pitch diameters) and the operating wavelength, these losses can be minimized
and the modes are guided inside the core.

Fig. 1 Structure of photonic
crystal fiber with air fraction
ratio (d/

∧
)�0.45
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Fig. 2 Propagation of modes through Hexagonal PCF at λ�1.5 μm

3 PCF Raman Amplification Model

In this section, parameters such as the ratio of the hole to pitch diameter, the pitch,
GeO2 concentration, and the effective doped core area are chosen to obtain maxi-
mum Raman amplification. Raman amplification properties for Hexagonal PCF are
investigated by manipulating the geometrical parameters (d,

∧
). As a consequence,

the cladding effective index is changed. Thus, the propagating field distribution,
effective area, and Raman gain coefficient are modified. The PCF is considered a
silica bulk fiber with

∧
between 0.4 and 4.8 μm and d/

∧
=0.45, 0.6, 0.75, 0.9 [1].

The profile of Raman effective area and Raman gain coefficients as a function of the
pitch is presented in Fig. 3. (a)and (b), respectively. Here, the Raman gain coeffi-
cient is inversely proportional to the effective area. Thus, for fixed (d/

∧
) PCF and

the optimum value of
∧

(≈ 1.5 μm in this case), the effective cross section area
is minimized to maximize the Raman gain coefficient. This situation is obtained by
applying a very narrow high field in a small core radius PCF with large difference
between the core and the cladding refractive indices.

In addition, the smallest effective area occurs in PCF with d/
∧

= 0.9 and results
in the largest Raman amplification coefficient. However, in spite of high Raman
coefficient, high Raman amplification is not achieved due to high attenuation losses
and high nonlinearity in the fiber [2]. The effect of adding Germania dopants on PCF
core is shown in Fig. 4. GeO2 concentration has been increased from 0 to 20% for
PCFs with fixed air fraction ratio, d/

∧
=0.45, 0.60, 0.75, and 0.90 with

∧
=3.5 μm.

The effect of increasing the doping level (GeO2) on the effective mode index is given
in Table 1 [2]. Raman gain coefficient is calculated for each PCF structure.

However, in this case, Raman gain coefficient γR is not inversely proportional to
Aeff like silica bulk PCF shown in Fig. 3. This is because it depends on the amount of
the field that lies in the Germania-doped region. Hence, maximum value of γR does
not necessarily occur at minimum Aeff. It is important to mention that the PCF core



6 A. Elgamri and B. S. Rawat

Fig. 3 a Raman effective area for different PCFs structures as function of the pitch
∧
. b Raman

gain coefficient for different PCFs structures as function of the pitch
∧

Table 1 Effective refractive index for different doping levels [2]

Refractive index
(n)

Effective refractive index
Re (neff )

Effective refractive index
Im (neff )

1.46 (pure silica) 1.44037166 0.000000102

1.48 1.46048416 0.000000123

1.49 1.47054253 0.000000132

1.60 1.58124464 0.000000197

radius Rc is calculated using Rc � ∧ − d/2 to obtain the minimum Aeff. This is
according to the optimal combination between the core dimension and core-cladding
refractive index difference. Doped PFCs have shown great improvement in γR so that
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Fig. 4 Raman gain coefficient as function of Germania concentration with
∧�3.5 μm

Table 2 Comparison
between Raman gain
coefficients for different fibers

Fiber type γR
[
W−1km−1

]

Single-Mode Fiber (SMF) 0.50

Nonzero Dispersion-Shifted Fiber (NZ-DSF) 0.75

Dispersion-Shifted Fiber (DSF) 0.75

Dispersion-Compensation Fiber (DCF) 3

Raman Amplifier Fiber (RA) 5

value as high as 20
[
W−1km−1

]
is calculated for 20% GeO2 concentration. Table 2

compares peak γR obtained here with other commercially available fibers to show
the large enhancement achieved using doped PCFs [3].

4 PCF Attenuation and Dispersion Analysis

Attenuation and dispersion in PCF are caused by almost the samemechanisms found
in conventional fibers such as, confinement loss, bending losses, local imperfections,
polarization loss, and Rayleigh scattering. However, the effects of these mecha-
nisms on the overall loss, the level of each of them, and their dependence on wave-
length are different from conventional fibers. The minimum level of attenuation of
≈ 0.15 dB/km achieved in conventional fibers is limited by material absorption and
fundamental scattering in bulk silica glass. In PCFs, most of the light propagates in
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Fig. 5 Chromatic dispersion curve as function of wavelength

the air, and inHollowCore Photonic Crystal Fibers (HC-PCF), 99% of the light prop-
agates in air. Thus, decreasing the bulk attenuation below 0.002 dB/km is achievable.
The effective mode refractive index

(
nef f

)
at a given wavelength is calculated using

FDTD method to solve Maxwell’s equations for any guided mode and is given by

nef f � β

k0
, k0 � 2π

λ
(1)

where β is the propagation constant and the k0 is free space wave number. The nef f
is described by both real and imaginary parts. Hence, chromatic dispersion D (λ)

and confinement loss (Lc) are obtained from

D(λ) � −λ

c

d2Re
[
nef f

]

dλ2
(2)

Lc � 8.868 × k0 × Im
[
nef f

]
(3)

In Fig. 5, the chromatic dispersion for four different PCFs structures is compared.
As shown, the change obtained in the dispersion is small, and it increases by increas-
ing the air fraction ratio. For d/

∧�0.9 at λ � 1.55μm, the positive dispersion is
obtained as 2.345 ps/(nm–km). Thus, in order to reduce the dispersion, the hole diam-
eter needs to be reduced. On the other hand, as shown in Fig. 6, the confinement loss
decreases as the hole diameter increases. At 1.55μm wavelength, the confinement
loss is 0.352 dB/km for d/

∧�0.45 and 0.189 dB/km for d/
∧�0.45.
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Fig. 6 Confinement loss curve as function of wavelength

5 PCF Scattering Loss Analysis

In addition to dispersion and confinement losses, PCFs are limited by scattering
losses which depend on the wavelength, effective index, and surface roughness.

5.1 Surface Roughness

Surface roughness occurs due to Surface Capillary Waves (SCWs) existing during
PCF fabrication. As glass solidifies, the SCWs freeze, creating a surface roughness
given by the Spectral Density δ(κ) as [4]:

δ(κ) � kBTg
4πγ κ

coth

(
κW

2

)

(4)

where κ is the spatial frequencies between κ and κ+dκ, γ is the surface tension, Tg

is the glass transition temperature, and W is the hole perimeter.

5.2 Dependence on Effective Index

The surface roughness causes someof the light energy to scatter from the fundamental
mode with refractive index n0 to other scattered mode with refractive index n.

The overlapping between the fundamentalmode and the surfacemode F is approx-
imated by
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F �
(

ε0

μ0

) ∮
hole perimeter |E|2dl

∮
cross section E × H∗d A

(5)

where E and H are the electric and magnetic field distributions of the fundamental
mode, respectively. The fraction of power αn (n) scattered from those modes is
obtained as

αn(n) ∝ F

|n − n0| (6)

This equation represents the intensity of the scattered modes by effective index and
thus, the direction of scattering.

5.3 Dependence on Wavelength

From the two previous sections, the attenuation is proportional to the intensity of
roughness component between n and n+ δn given by

u2 � 4kBT

4πγ (n − n0)
coth

(
(n − n0)kW

2

)

δn (7)

where kB is Boltzmann constant and T is the temperature. The attenuation to these
modes is proportional to u2 Attenuation unit is inverse length, and hence it is inversely
proportional to the cube of the minimum attenuation wavelength (λc). So that the net
attenuation α is given by

α(λc) ∝ 1

λ3
c

(8)

For the PCF amplifier design, the experimental values of attenuation reported by
Katsusuke Tajima and Jian Zhoue in [5] are used as the attenuation reference for the
PCF amplifier.

6 PCF Raman Amplifier Design

The design is based on Saeed Olyaee’smodeled successfully using Finite-Difference
Time Domain (FDTD) method. In addition, PCF dispersion and confinement losses
are analyzed for a chosenwavelength, a low confinement loss, almost zero dispersion,
and small effective area PCF was designed using FDTD. The PCF design is based
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Fig. 7 a PCF structure with∧�3.46, d1 �0.95 and d2
�0.95. b PCF mode field
distribution

on the simple equal air hole structure shown in Fig. 1. Reducing the air fraction
ratio decreases the dispersion but at the same time, it increases the confinement loss.
Therefore, the structure has a small d/

∧
rate and the low confinement loss is achieved

by changing the outer air holes diameter. The design is shown in Fig. 7(a) and (b).
The structure parameters are described in Table 3.

As seen, the ultra-loss fiber used as a medium has attenuation of 0.37 dB/km at
1.55 μm. Although it was not specifically designed for nonlinear applications but by
manipulating the geometrical characteristics of the PCF amplifier (

∧
, d1, d2, d/

∧
,

Rc) and the doping concentration levels (GeO2), it was able to achieve Raman gain
coefficient of 9.25

[
W−1km−1

]
.
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Table 3 Proposed PCF Parameters

Parameter Sample Value Unit

Wavelength λ 1.55 μm

Effective area Aef f 20 μm2

Raman gain coefficient γR 9.25 W−1km−1

Attenuation losses α(λ) 0.37 dB/km

Doping level GeO2 20% –

Inner hole diameter d1 1.44 μm

Outer hole diameter d2 1. 74 μm

Pitch
∧

3.2 μm

Air fraction ratio d/
∧

0.45 –

Core radius Rc 2.48 μm

Dispersion D(λ) 2.5 × 10−4 Ps/(nm.km)

Confinement loss Lc 15.34 × 10−4 dB/km

7 Conclusion

A 2-D Hexagonal Photonic Crystal Fiber (PCF) and wave propagation have been
modeled successfully using Finite-Difference Time Domain (FDTD) method. In
addition, PCF dispersion and confinement losses are analyzed for a chosen wave-
length, a low confinement loss, almost zero dispersion, and small effective area PCF
were designed using small inner holes rings and big outer holes rings. This design has
been developed for proposedPCFRaman amplifier because of the small effective area
and the compatibility with low loss fiber optics. The properties of the proposed PCF
Raman amplifier for different air hole fraction ratios have been thoroughly inves-
tigated. Moreover, the effect of the geometrical parameters and Germania dopant
concentration levels on the PCF cross section have been investigated for the gain
and noise performance. It was found that PCF suffers from high background loss
for small effective areas. Thus, a trade-off between loss and PCF effective area has
to be made to obtain high Raman gains. The gain and attenuation of the designed
PCF-RA can be significantly improved using Vapor-Phase Axial Deposition (VAD)
fabrication technique to prepare extremely pure optical glass fiber with very low
attenuation and optimal optical properties. Moreover, eliminating the presence of
OH contamination improves the gain and reduces the attenuation to a larger exert in
small area PCF.
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Recent Trends in IoT and Its Requisition
with IoT Built Engineering: A Review

Arun Kumar, Ayodeji Olalekan Salau, Swati Gupta and Krishan Paliwal

Abstract One of the trendy expressions in recent times in information technology
is the Internet of Things (IoT). IoT is the connection and systems administration of
physical devices, vehicles (additionally alluded to as “savvy gadgets” and “associated
gadgets”), structures, and different things connected to hardware, sensors, actuators,
programming, and system network, which empower these gadgets (devices) to gather
and exchange information. Recent trends in IoT have changed the present reality of
device Interconnectivity on a network into insightful virtual connections of machines
over the Internet. In the light of this, recent research tends to introduce new inno-
vations in the area of IoT through a thorough review of academic research papers,
corporate white papers, and proficient exchanges of knowledge with specialists and
evaluation of research results with online databases. Nonetheless, in this paper, we
present a review of recent works in IoT and also, propose a framework for IoT and
its requisition for IoT built Engineering.
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1 Introduction

The Internet of Things (IoT) is a vital field, which in recent times has brought
about a number of innovations in industries, network technologies, cyber-physical
systems, informatics, and in the field of intelligent transportation systems (ITS).
These innovations are encapsulated in a wide range of organized items, frameworks,
electronics, and sensors, which exploit headways in processing power, hardware
scaling down, and arranged device interconnections to offer new abilities that are
not yet fully harnessed in the field of IoT. These innovations are advantageous to
individuals with inabilities and also to the elderly. This is achieved by empowering
enhanced levels of freedom and personal satisfaction at a low cost. IoT frameworks
like connected vehicles, wise activity frameworks, and sensors implanted in streets
for intelligent traffic control and management, and further extensions, draw us nearer
to “brilliant urban communities”, which help to limit blockage and enhance vitality
utilization [1]. Various organizations and research associations have offered a number
of insightful projections about the potential effects of IoTon the Internet and economy
amid the following 5–10 years. Companies like Cisco, for instance, expects more
than 24 billion Internet-associated devices by 2019; Morgan Stanley, in any case,
predicts the use of 75 billion arranged gadgets by 2020 on the IoT [2]. With the
constant progression in innovations in IoT and its potential development, IoT is
rapidly expanding as a pervasive worldwide registering systemwhere everybody and
everything will be associated with the Internet [3, 4]. IoT is constantly advancing and
is fast becoming a hot research subject where innovations are boundless. Creative
abilities are unlimited which puts it among one of the hottest and most divisive
topics in information technology. The number of gadgets (devices) connected to the
web is expanding each day and having each of them connected by wire or remotely
will readily make available a wellspring of data (big data). The idea of empowering
connections between clever machines is a front line innovation; however, advances in
IoT are still emerging [5]. IoT, as you can figure by its name, is a means of focalizing
information got from various types of things to any virtual stage on existing Internet
framework [6]. Typically, IoT is expected to offer advanced connectivity of devices,
systems, and services that goes beyondmachine-to-machine (M2M) communication
and covers a variety of applications, domains, and protocols as shown in Fig. 1. The
interconnection of these embedded devices (including smart objects) is expected to
introduce automation in nearly all fields. This will also enable advanced applications
like smart grids and other areas such as smart cities to function efficiently.

Prior to IoT, there was a straightforward manual method for taking care of
machine/device interconnectivity. However, with the headway in recent technology,
better approaches need better acquaintance for controllingmachines to preserve time,
cost, and energy, i.e., in the health sector, in agriculture, health, and for mechaniza-
tion. With the touch of a button, we can get an extensive measure of data because of
proficiency in communication of machines, especially via the web. Everyone needs
a competitive, yet secure approach to control and manage their machines.
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Fig. 1 IoT offers advanced connectivity of devices, systems, and services

In this paper, we present a review of recent trends in IoT and also, we propose a
framework for IoT and discuss the various applications of IoT such as in industry
and manufacturing processes.

2 Related Works

In each organization, there are various means of information dissemination for
important message notification to their clients and staff [7]. IoT can be used to bet-
ter enhance such task. In 2005, the International Telecommunication Union (ITU)
revealed a pervasive systems administration period in which everyone on the sys-
tem were interconnected and everything from tires to clothing types were a piece of
this gigantic system, with the sole aim of information sharing, dissemination, and
control [8]. In [9], a roadmap for future research interest in the area of IoT, various
technological trends in IoT and its numerous applications were presented. Similarly,
the authors in [10] presented an approach for the future architecture of the IoT. They
included a review of recent developments and also presented a technical design for
possible implementation of the future IoT.

The authors in [11], discussed the future challenges in IoT and furthermore pre-
sented a state-of-the-art review of recent applications of IoT technology and the
different perspectives in academics and the industrial community. Some of the chal-
lenges highlighted were how to improve the degree of smartness of interconnected
devices by enabling their adaptation and autonomous behavior, meanwhile guaran-
teeing security and privacy of the users and their data. A factor in designing an IoT
is the task of integrating the wireless sensor networks (WSNs) with the Internet.
Typically, this is quite a challenging task [12], three ways have been pointed out for
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integrating WSNs with the Internet for the effective communication of devices over
the network. Also, a possible implementation in an emergency response application
is presented.

IoT aims at device communication via the Internet, information sharing, and dis-
semination to perform errands through machine learning. However, extraordinary
individuals and associations have their own diverse dreams for the IoT [13]. In
reality, IoT alludes to wisely associated gadgets and frameworks to assemble infor-
mation from connected sensors, actuators, and other physical items. IoT is required
to spread quickly in the coming years. In [14], a cloud-centric approach for the
worldwide implementation of IoT is presented. This cloud approach employs the
use of Aneka, which is an interactive platform for private and public clouds. Their
research finding pointed out the need for expanding the possibility of convergence of
WSN, the Internet, and distributed computing directed at developing technological
research communities. In [15], the authors presented a framework of IoT for Singa-
pore transportation network. The proposed framework utilizes IoT for the commuter
to comprehend and assess distinctive transport alternatives in a productive way. In
[16], a three-layered system development of IoT specialized technique for high-
voltage transmission line which includes WSNs, optical ground wire (OPGW), and
general packet radio service (GPRS) was presented. The work in [17] highlighted
different architectural models for the IoT and identified their related functionalities.
Furthermore, in [18], a survey of the existing IoT Architecture was presented.

3 Applications

Most applications used today are already smart but still are unable to communicate
with each other. Solving this challenge will enable a wide range of applications to
operate effectively in an IoT application as depicted in Fig. 2. Areas where IoT can
be applied include brilliant homes, wearables which are discussed in Sects. 3.1 and
3.2 respectively. In addition to these, innovations in the savvy city, mechanical web,
associated auto, associated health and keen inventory network are now common.

3.1 Brilliant Home

Brilliant home devices like Internet refrigerators, structured wiring, and others have
unmistakably emerged as the most featured application of IoT presently, positioning
itself as the most astounding IoT application which is highly sought after. At present,
more than 60,000 individuals search for the expression “Keen Home” every month.
This is not a shock, as the IoT analytics organization database for Smart Home is
made up of 256 newbusinesses, organizations, and companies [19]. A greater number
of the organizations are vast in keen home technology than some other applications in
the field of IoT. This is noticed from the aggregate sum of financing for Smart Home,
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Fig. 2 IoT applications

which is now greater than $2.5bn [20]. This rundown includes startup names, i.e.,
Alert Me or Nest and not excluding various multinational organizations like Philips,
Belkin, or Haier.

3.2 Wearables

Wearables like smartwatches, fitness trackers, tech togs, or fashion electronics remain
an intriguing issue. As customers anticipate the arrival of Apple’s new savvy in
April 2015, there are a number of other wearable advancements to look out for:
like the Look See arm jewelry, the Myo signal control or the Sony Smart B Trainer.
Noticeably, among the new IoT companies, wearable creator Jawbone aremost likely
the ones with the highest subsidized rates till date.

4 Technologies

The improvement of a universal framework where digital objects can be remarkably
recognized and can have the capacity to think and cooperate with different devices
to gather information on the premise of which mechanized moves are made, requires
a blend of new and successful innovations which is conceivable through a mixture
of various advancements which can make the devices to be distinguished and com-
municate more efficiently. In this segment, we discuss the significant advances that
are contributing to the vast improvement of IoT.
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4.1 Radio-Frequency Identification (RFID)

RFID is an important innovation which is used in device identification. Its cost and
small size make it integrate easily with any device [21]. It is a handset microchip
that is like a cement sticker which could be both dynamic and inactive, contingent
depending on its use. Dynamic labels have a battery appended to them because
they are constantly dynamic and they consistently produce information signals while
passive labels simply get initiatedwhen activated.Dynamic labels aremore expensive
than the passive labels and have an extensive variety of valuable applications.

4.2 Wireless Sensor Network (WSN)

A WSN is a bidirectional remotely associated system of sensors in a multi-bounce
form, which works from a few hubs scattered in a sensor field each associated with
one or more sensors which gather the devices’ particular information, for example,
temperature, speed, etc., and after that pass them to the control center [22].

4.3 Cloud Computing

With a huge number of gadgets anticipated to be connected to the Internet by 2020,
the cloud is by all accounts the most significant innovation that can break down and
cause loss of stored information. It is a smart processing innovation, which houses a
number of servers information on one cloud stage to permit sharing of assets between
each other which can be retrieved whenever and wherever [23].

4.4 Nanotechnologies

This is a part of the technology that acknowledges little and enhanced adaptation
of the things that are interconnected that are about a billionth of a meter in size.
It can diminish the utilization of a framework by empowering the improvement of
gadgets in nanometers which can be utilized as a sensor and an actuator simply
like an ordinary gadget. Such a nanogadget is produced using nanoparts and the
subsequent system characterizes another systems administration called the Internet
of Nano-Things [24].
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4.5 Optical Technologies

Fast advancements in the field of optical technology such as Li-Fi and Cisco’s Bi-
Directional (BiDi) innovations are a noteworthy leap forward for the improvement of
Li-Fi, IoT, and visible light communication (VLC) innovative research. These give an
extraordinary availability and higher transmission capacity for items interconnected
through IoT technology. Likewise, BiDi innovations are likely to use up 40G of
Ethernet for major information from diverse gadgets.

5 Proposed IoT Framework

In computer science, client–server may be a product building design model com-
prising of two parts, customer frameworks and also server systems, both connected
through a workstation system alternately on the same machine. A client–server req-
uisition will be a conveyed framework made dependent of claiming both client and
furthermore server product as shown in Fig. 3. Customer (client) server provision
furnishes a fine path to drive the workload. The customer continuously initiates a
connection with the server, at the same time the server procedure constantly sits tight
to solicit for the customer. The point when both the customer requisition and server
procedure run on the same computer is called a ‘single seat setup’.

Internet of things (IoT) interconnects installed frameworks. It requires two evolv-
ing technologies: remote connectivity with more keen sensors joined with other
devices clinched alongside amicrocontroller. These new“things” are constantly asso-
ciatedwith theweb, undoubtedly and inexpensively introducing a secondmechanical
upset.

The proposed framework is divided into three parts namely: the client, the server,
and an Internet connection. A control supply is given, sensors begin sensing the
relating parameters and connections are made as shown in Fig. 4. The information
gathered by the sensors will eventually be stored and transmitted to the op amplifier
which is interfaced with the Raspberry Pi framework through the analog-to-digital
converter (ADC) as shown in Fig. 5.

Fig. 3 Server/Client model
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Fig. 4 Block diagram of
server operation

Fig. 5 Block diagram of the proposed framework showing client and server subsections

At the same time, the sensed qualities are uploaded onto the webpage. The autho-
rized individuals can log in by utilizing a username and password.

5.1 Client Operation

5.1.1 Raspberry Pi

A Raspberry Pi contains an ARMv6 CPU, 256 or 512 MB RAM, although many
models have been developed after this. For example, the ARM11 processor (Rasp-
berry Pi) utilizes lowpower and is a 32-bit processor for RISC constructionmodeling.
Furthermore, it is mounted on a PCB alongside reset out and clock out.

5.1.2 Relay

The relay in Fig. 5, performs the function of a switch. Most of the connected sensors
are interfaced with the relay through the Raspberry Pi. This is, in turn, used to drive
a load. Such loads (appliances) could include bulb, DC engine, and so forth.
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5.1.3 Temperature Sensor

The temperature sensor is used to sense the temperature of chemical operations in
industrial sites. It can also be used to monitor the temperature of machines, so they
do not exceed their work limit. When the temperature surpasses specific temperature
limit, then a warming notification will be triggered.

5.1.4 Precision Rectifier

The precision rectifier is an ideal diode or in another term, a super diode which
performs the function of rectification. The precision rectifier is used to rectify fluc-
tuations in current and voltage obtained from the sensors.

5.1.5 Web Server

The web server is a computer system used to process requests via the Hypertext
Transfer Protocol (HTTP). The web server is used to host websites and to deliver
content or services to end users over the Internet, i.e., contents are stored here. It
is connected to the Raspberry Pi via wireless fidelity (Wi-Fi) to control necessary
operations.

5.1.6 Voltage and Current Sensor

The voltage and current sensor are used to measure the voltage and current, respec-
tively. The current sensor detects and monitors the change in current. When current
flows through awire or circuit, a voltage drop occurs as exemplified inOhm’s law.The
sensor converts this current to an easily measured output voltage, which is directly
proportional to the current that was measured.

6 Conclusion

IoT introduces a progressive, completely interconnected “shrewd” world, with con-
nections among objects and individuals ending up more firmly interwoven. In this
paper, we have presented the review of the key state-of-the-art developments in IoT
and have also presented a low-cost framework for IoT for industries whose work-
ers are far from their point of duty and who need to control different units of their
operations. This framework will help to improve on the existing challenges in the
architectural designs of existing IoT frameworks.



24 A. Kumar et al.

References

1. Pablo, V.: Internet of things: an overview. In: Information Week, pp. 1–50 (2015)
2. Cloud and Mobile Network Traffic Forecast-Visual Networking Index (VNI), Cisco (2015).

http://cisco.com/c/en/us/solutions/serviceprovider/visual-networking-index-vni/index.html
3. Danova, T.: Morgan Stanley: 75 Billion Devices Will Be Connected to the Internet of Things

by 2020. Business Insider (2013)
4. Khan, R., Khan, S. U., Zaheer, R., Khan, S.: Future internet: the internet of things architec-

ture, possible applications and key challenges. In: Proceedings of Frontiers of Information
Technology (FIT), pp. 257–260 (2012)

5. Shen, G., Liu, B.: The visions, technologies, applications and security issues of internet of
things. In: International Conference of E-Business and E-Government (ICEE), pp. 1–4 (2011)

6. Zeng, L.: A security framework for internet of things based on 4G communication. In: Interna-
tional Conference of Computer Science and Network Technology (ICCSNT), pp. 1715–1718
(2012)

7. Salau, A.O., Ejidokun, A.O., Adewara, O., Ajala, O.S., Aliyu, E., Yesufu, T.K.: A GSM-based
SMS power notification system for network operation centers. Int. J. Sci. Eng. Res. (IJSER).
8(7), 830–837 (2017)

8. Dhillon, H.S., Huang, H., Viswanathan, H.: Wide-areaWireless communication challenges for
internet of things. IEEE Commun. Mag. 55(2), 168–174 (2017)

9. Vermesan, O., Friess, P., Gulliemin, P., Jubert, I. S., Mazura, M., Harrison, M., Eisenhauer,
M., Doody, P.: Internet of things strategic research roadmap. In: Internet of Things-Global
Technological and Societal Trends, pp. 9–52 (2011)

10. Uckelmann, D., Harrison, M., Michahelles, F.: An Architectural Approach towards the Future
Internet of Things, Architecting the Internet of Things, pp. 1–24. Springer, Berlin (2011)

11. Bandyopadhyay, D., Sen, J.: Internet of things: applications and challenges in technology and
standardization. Wirel. Personal Commun. Springer. 58(1), 49–69 (2011)

12. Yang, S.H.: Internet of things. In: Wireless Sensor Networks. Signals and Communication
Technology, Springer, London, pp. 247–261 (2014)

13. Takeshi, Y., Kobayashi, S., Koshizuka, N., Sakamura, K.: An internet of things (IoT) archi-
tecture for embedded appliances. In: IEEE Region 10 Humanitarian Technology Conference,
Sendai, Japan, pp. 314–319 (2013)

14. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of things (IoT): a vision, architec-
tural elements, and future directions. Future Gener. Comput. Syst. 29(7), 1645–1660 (2013)

15. Menon,A., Sinha, R.: Implementation of internet of things in bus transport systemof Singapore.
In: Asian Journal of Engineering Research, pp. 5–15 (2013)

16. Rao, B.P., Saluia, P., Sharma, N., Mittal, A., Sharma, S.V.: Cloud computing for internet of
things and sensing based applications. In: Sixth International Conference on Sensing Technol-
ogy (ICST), IEEE, pp. 374–380 (2012)

17. Lee, G.M., Crespi, N., Choi, J.K., Boussard, M.: Internet of Things. Telecommunication Ser-
vices Evolution, pp. 257–282. Springer, Berlin (2013)

18. Atzori, L., Iera, A., Morabito, G.: The internet of things: a survey. Comput. Netw. Sci. Direct
54(15), 2787–2805 (2010)

19. Yoganathan, S.: Introduction to Internet of Things. SachinTech, Technology andGames (2017).
http://www.sachintech.com/2017/07/iot-technology.html

20. Alaswad, T.A.M.: An Investigation into the Security Challenges and Implications Surrounding
Smart Home Technologies. Unpublished B.Sc. Thesis, Cardiff Metropolitan University, pp. 39
(2017)

21. Lee, I., Lee, K.: The internet of things (IoT): applications, investments, and challenges for
enterprises. Bus. Horiz. 58(4), 431–440 (2015)

http://cisco.com/c/en/us/solutions/serviceprovider/visual-networking-index-vni/index.html
http://www.sachintech.com/2017/07/iot-technology.html


Recent Trends in IoT and Its Requisition … 25

22. Akyildiz, I.F., Su,W., Sankarasubramaniam,Y., Cayirci, E.:Wireless sensor networks: a survey.
Comput. Netw. 38, 393–422 (2015)

23. Ma, H.D.: Internet of things: objectives and scientific challenge. In: Journal of Computer
Science and Technology, pp. 919–924 (2011)

24. Akyildiz, I., Jornet, J.: The internet of nano things. IEEEWirel. Commun. 17(6), 58–63 (2010)



Mathematical Analysis of Commonly
Used Feeding Techniques in Rectangular
Microstrip Patch Antenna

Ekta Thakur, Dinesh Kumar, Naveen Jaglan, Samir Dev Gupta
and Shweta Srivastava

Abstract In the presentedwork, different feeding techniques are employed to design
microstrip patch antenna for wireless applications. These feeding techniques are
as follows: microstrip inset feed, quarter wavelength feed, and coaxial probe feed.
Parameters valuated for comparing these feeding techniques are: return loss, direc-
tivity, gain, and radiation efficiency. In the presented work, it is observed that by
using coaxial probe feed, the values achieved for maximum directivity and gain are
5.43 dBi and 5.33 dB, respectively.

Keywords Microstrip patch antenna · Feeding techniques · Directivity · Gain
Bandwidth

1 Introduction

TheMicrostrip Patch Antenna (MPA) antennas are popularly engaged for improving
theperformanceofwireless application.This is due to their conformal structure, small

E. Thakur · D. Kumar · N. Jaglan
Department of Electronics and Communication Engineering,
Jaypee University of Information Technology, Solan, Himachal Pradesh, India
e-mail: ektathakurbu92@gmail.com

D. Kumar
e-mail: dineshparee@gmail.com

N. Jaglan
e-mail: naveen.jaglan@juit.ac.in

S. D. Gupta · S. Srivastava (B)
ECE Department,
Jaypee Institute of Information Technology, Sector 128, Jaypee Wish Town Village, Sultanpur,
Noida 201304, Uttar Pradesh, India
e-mail: shweta.srivastava@jiit.ac.in

S. D. Gupta
e-mail: samirdev.gupta@jiit.ac.in

© Springer Nature Singapore Pte Ltd. 2019
B. S. Rawat et al. (eds.), Advances in Signal Processing and Communication ,
Lecture Notes in Electrical Engineering 526,
https://doi.org/10.1007/978-981-13-2553-3_3

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2553-3_3&domain=pdf


28 E. Thakur et al.

size,moderate efficiency, lightweight, and ease of integrationwith active devices. The
MPA consists of metallic ground plane, dielectric substrate, and radiating patch. The
ground plane and patch are made up of conducting material like gold and aluminum
whereas substrate is made up of dielectric material like RT/duroid, FR4, etc. There
are multiple approaches to feed the microstrip antennas which are generally divided
into two varieties namely, the contacting and the non-contacting approach [1]. In the
former, the microstrip line is used to feed patch however, in the latter, the coupling
is exploited to transfer the power among the patch and the microstrip line. In this
microstrip feed line method, the radiating patch is connected to a straight feed using
conducting copper strip line. The width of the microstrip line is less as compared to
width of the patch. There are various substrates that are used to design and fabricate
the antenna with dielectric constant ranging between 2.2≤εr ≤12 [1]. The coaxial
feed or probe feed is mostly used to feed the MPA. Due to the easy implementation
of the coaxial feed, it is one of the popular feeding techniques used. The internal
and external conductors are separated by dielectric in the coaxial feed. The internal
conductor of the coaxial feed is attached to the patch, while the external conductor
is attached to the ground plane [2]. The MPA can also be designed using inset feed,
which is the simplest method due to easy impedance matching.

Among the various non-contacting feeding techniques, proximity coupling [3]
and aperture coupling are studied by the researchers [4]. In the former technique,
the strip line is amid two dielectric substrates and the patch is on the top of upper
substrate. In the latter technique, the ground plane is in between the patch and feed
line. Among the four feeds discussed, the proximity coupling consumes the largest
bandwidth despite its difficulty.

2 Antenna Design

For the better antenna performance, the thick dielectric substrate is used because it
provides larger bandwidth and better radiation however, the thick dielectric substrate
results in the large antenna dimension [4].Moreover, the thick dielectric substrate has
low dielectric constant value. The three antennas are simulated using high-frequency
structure simulator (HFSS) software.

2.1 Coaxial Feed MPA Design

The MPA is designed at the frequency of 2.4 GHz, where the FR4 substrate is used
with dielectric constant 4.7 and loss tangent 0.002. The parameters of the patch are
calculated by using the given formulas.

The patch length is calculated by

L � Lef f − 2�L (1)
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Lef f � c

f
√∈e f f

(2)

where L, Leff represents the length of the patch, effective length. The width and the
effective dielectric constant of the patch is obtained by
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where f, c, W, εr ,h and εe f f represents the resonant frequency, speed of light, width
of the patch, dielectric constant, height of substrate, and effective dielectric constant,
respectively. The effective length of the patch is L� λ

2 for T M010 mode with no
fringing [5].
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Characteristic impedance is given by [6]
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wherew0 is the width of the microstrip line. The calculated effective dielectric
(
εe f f

)
is equal to 4.04.

Therefore, the length due to fringing effect (�L) is equal to 1.116 mm. Further,
the calculated dimensions like width and length of patch of coaxial feed MPA are
presented in Table 1. The calculated effective dielectric

(
εe f f

)
is equal to 4.04. The

length and width of ground plane is the same as the substrate dimensions.

Table 1 Dimensions of
coaxial feed MPA Design

Parameters Values (mm)

Width of patch (WP1) 30

Length of patch (LP1) 39.5

Width of substrate (WS1) 90

Length of substrate (LS1) 100

Feeding point (YO ) 4.3

Radius of internal conductor 0.7

Radius of external conductor 1.7
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Fig. 1 a Antenna designed using coaxial probe feed. b Return loss of coaxial feed MPA

2.2 Results of Coaxial Probe Feed MPA

Return loss of the coaxial probe feedMPA at 2.4 GHz is−26 dB as shown in Fig. 1b.
If the dip is below −10 dB, this means that 1/10th of incident power is reflected
back at the interferences of the transmissions lines and the antenna [6]. Bandwidth
achieved for 50 MHz is calculated by the formula given in Eq. (8). The return loss
and bandwidth are given as [7]

RL � −20 log(�) (7)

BW � ( fh − f1)

fc
× 100 (8)

where the RL, �, BW , f l, f h, and f c signify the return loss, reflection coefficient,
bandwidth, lower frequency, upper frequency, and center frequency, respectively. The
ideal matching between the transmitter and antenna is achieved when the reflection
coefficient andRL is zero and0dB, respectively. This signifies that there is zero power
reflected back however, when the reflection coefficient and RL is one and infinity,
respectively, indicates the total reflection of incident power. The field pattern of the
MPA with coaxial feed is obtained as Fig. 3a.

2.3 Inset Feed MPA Design

The impedance of feedline should match to the patch to obtain good antenna effi-
ciency which can be achieved using inset feed. The input impedance can be altered
by using an inset feed. The input resistance for the inset feed is calculated as [8]
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Fig. 2 a Antenna designed using inset feed. b Return loss of inset feed MPA
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where Rin (CD) is the input impedance at point CD.

2.4 Results of Inset Feed MPA

Figure 2b illustrates the return loss of the inset feed. The calculated dimensions of
inset MPA are shown in Table 2. The electric field plane and magnetic field plane
pattern of a rectangularmicrostrip antennawith inset feed at 2.4GHzcenter frequency
shown in Fig. 3b [9] (Fig. 4).

2.5 Quarter Wavelength Feed MPA Design

The characteristic impedance of quarter wavelength transmission line [10–15]

Zin � Z2
0

ZA
(12)
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Table 2 Dimensions of inset
feed MPA Design

Parameters Values (mm)

Width of patch (WP2) 29.44

Length of patch (LP2) 38.04

Width of substrate (WS2) 49.75

Length of substrate (LS2) 50

Slot width (CW ) 2.4

Slot Depth (CD) 5

Feed Length ( fl ) 20

Feed width ( fw) 1.6

Fig. 3 a E plane and H plane of coaxial feed MPA. b E plane and H plane of inset feed MPA

Fig. 4 Antenna designed using quarter wavelength feed
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Table 3 Dimensions of
quarter wavelength MPA

Parameters Values (mm)

Width of patch (WP3) 29.26

Length of patch (LP3) 36.26

Width of substrate (WS3) 45

Length of substrate (LS2) 60.94

Feed length ( fl1) 5

Feed length ( fl2) 15

Feed width (wl1) 0.62

Feed width (wl2) 3.05

Z0 � √
ZAZin (13)

where Z0 is characteristic impedance, Zin is input impedance, and ZA is load
impedance. The calculated dimensions of quarter wavelength feed microstrip patch
antenna is shown in Table 3.

2.6 Results of Quarter MPA Feed

The return loss of the quarter wavelength feed antenna at 2.4 GHz is −27 dB shown
in Fig. 5b. The bandwidth achieved 80 MHz that is calculated by using Eq. (8). The
radiation pattern of a rectangular microstrip antenna with quarter wavelength feed at
2.4 GHz center frequency shown in Fig. 5a.

Fig. 5 a Radiation pattern of quarter wavelength feed MPA. b Return loss of quarter wavelength
feed MPA
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Table 4 Comparison of various feeding techniques of MPA

Parameters Coaxial feed Inset feed Quarter wavelength
feed

Return loss (dB) −26 −35 −27

Frequency (GHz) 2.4 2.4 2.4

Max U(W/sr) 0.0036528 0.070014 0.13607

Bandwidth(MHz) 50 10 80

Peak Gain(dB) 5.3308 1.2 1.7167

Radiated Power (W) 0.0084524 0.047574 0.54238

Peak Directivity(dBi) 5.4309 1.8494 3.152

Accepted power(W) 0.008611 0.86261 0.99607

Incident Power (W) 0.010122 0.0094294 1

Radiation Efficiency 0.98157 0.5515 0.5452

Front to Back Ratio 113.48 56.188 25.795

3 Comparison

The simulated result of all feeding techniques is shown in Table 4. Those feed-
ing methods are microstrip inset feed, quarter wavelength, and co-axial probe feed.
Table 4 also gives the variation in different parameters like directivity, gain, etc.

4 Conclusion

It is observed that all considered feeding techniques of the microstrip patch antenna
provide different results. Selection of feed is a significant decision because it varies
almost all the parameters of the antenna (Fig. 4).

The variations in bandwidth, directivity, gain, and efficiency of MPA under dif-
ferent feeding techniques are considered. It can be seen that coaxial feed achieves
better gain and directivity of 5.43 dBi and 5.33 dB, respectively. These values are
better as compared to other feeding methods.
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AMiniaturized Elliptically Shaped Split
Ring Resonator Antenna with Dual-Band
Characteristics

Ashish Gupta and Raghvenda Kumar Singh

Abstract In this paper, an electrically small dual-band antenna has been proposed
by the applications of an elliptically shaped SRR (split ring resonator). This antenna
has a physical size of 28 mm×22 mm×1.6 mm and electrical size of 0.259 λ0 ×
0.203 λ0 ×0.014 λ0, where λ0 is the free space wavelength with respect to f 0 �
2.78 GHz. bandwidths, respectively. The first band is due to the coupling between
inner and outer SRR while the second band is due to the coupling between feed and
partial ground plane. In addition, this antenna is showing a dipolar-type pattern in xz-
plane while omnidirectional pattern in yz-plane with great cross-polarization level.
Due to the satisfactory radiation characteristics, the proposed antenna is a suitable
candidate for surveillance radar and WLAN/Wi-Fi applications.

Keywords Split ring resonator (SRR) · Wireless local area network (WLAN)
Miniaturization · Elliptical SRR · Partial ground plane · Dual-band

1 Introduction

In the recent years, the miniaturized antenna has become very popular due to high
market demands [1–3]. There is a steep increment in manufacturing the compact
wireless devices which are handy for the user’s convenience. Therefore, miniaturized
antennas are very essential so that they can be accommodated well in wireless/wired
devices such as Bluetooth, Wi-Fi routers, mobile phones, laptops, radars, etc. Pla-
nar antennas are quite suitable to be integrated due to the complex arrangements
of several components [4, 5]. Metamaterial antennas bring a revolution in design-
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ing of miniaturized antennas due to its outstanding characteristics such as negative
refractive index, anti-parallel group and phase velocity, and zeroth-order propagation
[6–8]. Usually, metamaterials can be realized using a split ring resonator (SRR) [9],
complementary split ring resonator (CSRR) [10], and thin wire structures. Antennas
with modified SRR are investigated recently but they are suffering from relatively
large electrical size.

In this paper, a miniaturized antenna using elliptical SRR has been proposed for
dual-band operations. It has been observed that elliptical shape offers more minia-
turization due to the uneven coupling (major and minor radius) between elements. In
order to extinguish the effect of reflections from the ground plane, a partial ground
plane has been used. As a result of this proposed antenna can be operated in two
bands, i.e., 2.7−2.81 GHz and 5.22−6.75 GHz. It has an electrical size of 0.259 λ0

×0.203 λ0 ×0.014 λ0, where λ0 is the free space wavelength to the f 0 �2.78 GHz.
the antenna has also an excellent pattern in both the planes with cross-polarization
level is as below as −40 dB.

2 Antenna Geometry

The proposed antenna is implemented on an FR4 Glass Epoxy substrate (εr �4.4,
tanδ �0.02) with a 1.6 mm thickness. On the top plane of the antenna, an elliptically
shaped SRR is designed in order to have additional resonance. This SRR is excited
via 50� microstrip feedline. On the bottom plane, the partial ground plane is used
in order to reduce the reflections. Figure 1 shows the perspective, top, and bottom
view of the designed antenna with optimized dimensions. The ratio of the minor to
the major axis of the ellipse is chosen as 0.65. All simulations have been carried out
using High-Frequency Structure Simulator (HFSS 13.0) software.

3 Antenna Design and Analysis

The proposed antenna is designed such that an additional resonance can be obtained
at a smaller frequency than that of conventional resonance. To do this, an elliptical
shape is chosen and an SRR is designed. The dimensions of the SRR are carefully
optimized and it is observed that the effect of these dimensions is the prominent
effect on resonant frequencies. Previous studies show that SRR is helpful to achieve
an additional resonance which can be configured by varying dimensions of the SRR
[11]. It has been observed that miniaturization is achieved due to the uneven coupling
between two rings in case of elliptically shaped SRR, instead of circular SRR. The
partial ground plane has been used in order to reduce reflections from the ground
and has been used widely in the recent years [9]. In order to see the contribution
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Fig. 1 Geometry of the proposed antenna, a perspective view, b top view, c bottom view. L �28,
W=22, Lf = 9.5, Wf = 1.4, Ls = 2.4, T = 1.8, Rs = 5, Lg = 4 (All dimensions are in mm)

of different elements, current distributions in the two modes have been shown in
Fig. 2. Figure 2a shows the current distribution at first mode (at 2.78 GHz). It can be
observed that current is concentrated on elliptical rings and stripline. Therefore, it
can be said that this resonance is due to the coupling between inner and outer SRR.
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(a) at 2.78 GHz, (b) at 6.02 GHz

Fig. 2 Current distributions of the proposed antenna

On the other hand, Fig. 2b shows the higher resonance is due to the coupling between
feed and ground plane.

Parametric studies also have been carried out for monitoring the behavior of
resonance due to different elements. Figure 3 shows the input reflection coefficients
of the proposed antenna by the varying length of the ground plane (Lg). It can be
expected that this parameter should vary the higher one resonance rather than the
lower one and Fig. 3 verifies this statement. Figure 4 shows the variation of input
reflection coefficients by varying radius of the ellipse (Rs).. It can be observed that
this parameter has a big importance in the designing of this antenna and should
be carefully chosen. It can be observed that both resonant frequencies are getting
decreased by increasing the radius of the ellipse (Rs) as it is an inversely proportional
relationship between size and resonant frequency. Furthermore, the length of the strip
(Ls) has been optimized in Fig. 5,which shows some effect on first resonant frequency
as well. This performance is usual as this dimension deals with the coupling between
inner and outer rings.

4 Results and Discussion

The proposed antenna is implemented on an FR4 Glass Epoxy substrate (εr �4.4,
tanδ �0.02) with a 1.6 mm thickness. Figure 6 shows the simulated input reflection
coefficient of the proposed antenna with optimized dimensions as in Fig. 1. It is
showing two bands at 2.71–2.81GHz and 5.22–6.75GHzwith a fractional bandwidth
of 3.59% and 25.41%, respectively.
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Fig. 3 Input reflection coefficients of the proposed antenna by varying Lg

Fig. 4 Input reflection
coefficients of the proposed
antenna by varying Rs

Figure 7 shows the simulated radiation patterns of the proposed antenna. It can be
observed that it exhibits dipolar-type radiation pattern at xz-plane while omnidirec-
tional pattern in yz-plane. It also shows less cross-polarization is as below as−40 dB
in both planes which makes it suitable to be used in modern wireless communica-
tion. Peak gain and radiation efficiency profile for both the bands are shown in Fig. 8.
Figure 8a shows the less peak gain as compared to the peak gain in a higher band.
Because conductor and dielectric losses are dominant in this frequency band, which
defines the radiation efficiency. This radiation efficiency is closely related to the
antenna gain as antenna gain is radiation efficiency times directivity. The radiation
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Fig. 5 Input reflection
coefficients of the proposed
antenna by varying Ls

Fig. 6 Simulated input
reflection coefficients of the
proposed antenna with
optimal dimensions

efficiency ranges from 34.10 to 83.33% in the first band while 96.04−99.38% in the
second band. In addition to the first band, antenna suffers from the high-level minia-
turization, therefore, electric andmagnetic fields are not able to radiate properly [12].
Therefore, the proposed antenna is suffering from low gain at lower frequencies.
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(a) xz plane at 2.78 GHz (b) yz plane at 2.78 GHz.

(c) xz plane at 6.02 GHz (d) yz plane at 6.02 GHz.

Fig. 7 Simulated radiation patterns of the proposed antenna

(a) at first band, (b) at second band

Fig. 8 Peak gain and radiation efficiency profile of the proposed antenna
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5 Conclusion

An elliptically shaped SRR antennawith dual-band characteristics has been designed
and proposed in this paper. It has been observed that by incorporating split ring res-
onator onto the top plane of the antenna an extra mode can be originated, which
is useful in order to decrease the electrical size of the antenna. The antenna has an
electrical size of 0.259 λ0 ×0.203 λ0 ×0.014 λ0 by optimizing all the involved
dimensions into the antenna. The partial ground plane has been used to minimize
the reflections from the ground plane. For the futuristic aspects, this approach might
be helpful to achieve the miniaturization in the antennas. Excellent radiation char-
acteristics make this antenna useful for modern wireless communication such as
WLAN/Wi-Fi, and surveillance radar applications.
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A Compact Fish Spear-Shaped UWB
BPF with Dual Notch Bands Using SSIR
Resonator

Dharmendra Kumar Jhariya and Akhilesh Mohan

Abstract A compact and novel ultra-wideband (UWB) bandpass filter with dual
notch band characteristics is presented in this paper. The ultra-wideband characteris-
tics of the presented bandpass filter are obtained from a fish spear-shaped multimode
resonator (MMR). The dual notch bands are realized by introducing shorted-stepped
impedance resonator (SSIR) near the fish spear-shapedMMR. By varying the dimen-
sions of the SSIR resonator, the frequencies of the notch bands can be tuned. To
validate the present design approach, the proposed filter is fabricated and measured.
The measured results match well with simulated ones. The measured passband of the
proposed filter is from 3.67 to 11.34 GHz, with two notches at 5.31 and 8 GHz. The
design BPF has passband insertion loss of 1.5 dB and return loss better than 12 dB
in the passband. The proposed filter with has a compact size of 24.6 mm×9.25 mm.

Keywords Bandpass filter · Dual notch bands · Microstrip filter
Multimode resonator (MMR) · Ultra-wideband band (UWB)

1 Introduction

For short distance and high data rate communication, 3.1–10.6 GHz frequency band
is exploited for the commercial applications after the Federal Communications Com-
mission (FCC) allowed its unlicensed use in 2002 [1]. Since then, a lot of researches
have been performed by the researchers in both the academia and industry for the
development of ultra-wideband (UWB) technology. Filters are one of the essential
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components in the UWB communication systems. Several types of wideband filters
are reported in the literature [2–6]. In [2], ring resonator basedwideband bandpass fil-
ter is designed. In [3], aUWBbandpass filter is implemented by cascading a high-pass
and low-pass filters. Numerous UWB bandpass filters based on multimode resonator
is designed [4–6]. Most of these UWB bandpass filters have very good passband per-
formance, but their out-of-band rejection is poor. Different methods are employed
in order to improve the out-of-band performances of these UWB bandpass filters
[7–10]. Moreover, the undesired interferences such asWLAN (5.15–5.825 GHz), X-
band satellite communication signal (7.7–8.4 GHz) which lie in the UWB spectrum
needs to be rejected for good system performance. A number of techniques/methods
are presented to overcome the undesired interferences [11–13]. In these methods,
they either reject only one interfering signal at a time [12] or they use the complex
multilayer technology to reject more than one frequency bands [13, 14].

In this paper, a compact UWB bandpass filter with two notch bands is designed,
fabricated and measured. The ultra-wideband bandpass characteristics are realized
with the help of a novel fish spear-shapedmultimode resonator (MMR). The shorted-
stepped impedance resonator (SSIR) is used to obtain the dual notch band properties.
By tuning the dimensions of SSIR resonator, the interfering notch bands at WLAN
(5.18–5.52 GHz) and X-band (7.40–8.28 GHz) are rejected.

2 UWB Filter Design and Analysis

Figure 1 shows the proposed UWB BPF filter with dual-band notch characteristics.
The proposed filter is designed using substrate RT/duroid 5880 having dielectric con-
stant 2.2, loss tangent of 0.0009 and thickness of 0.787 mm. The analysis and design
of UWB BPF filter and dual-band SSIR resonator are presented in the following
sections.
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Fig. 1 Schematic of the proposed UWB BPF
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2.1 UWB Bandpass Filter

Figure 2 shows the fish spear-shaped multimode resonator (MMR) based UWB
bandpass filter. The fish spear-shaped MMR consists of two open stubs at each side
of the symmetrical plane A-A’. At the backside of MMR, two rectangular apertures
are created in order to increase the input/output couplings. The fish spear-shaped
MMR is symmetrical in nature, so odd–even-mode analysis can be performed to
evaluate its resonant frequencies.

Figure 3 shows the equivalent circuit of the fish spear-shaped MMR for odd- and
even-mode excitations. The resonant frequencies can be extracted by using Yin,odd =
0 and Yin,even = 0 [15] as follows:

Y 2
3 tan θ3 tan θ5 + Y1Y3 tan θ1 tan θ5 + Y2Y3 tan θ2 tan θ5−

Y2Y4 tan θ2 tan θ3 tan θ4 − Y5 tan θ3 − Y3Y4 tan θ4 tan θ5−
Y3Y5 − Y1Y4 tan θ1 tan θ3 tan θ4 − Y1Y5 tan θ1 tan θ3 � 0 (1)

A

A’

L2

g12

g23

Fig. 2 Schematic of the basic UWB bandpass filter using fish-spear-shaped MMR resonator

Fig. 3 Equivalent circuit of fish spear-shaped MMR a for odd-mode excitation and b even-mode
excitation
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Fig. 4 Simulated S21 of the
fish spear-shaped MMR
under weak coupling with L
= 0.3 mm

0 2 4 6 8 10 12 14 16 18

-60

-40

-20

0

fz1 fz2

fm5

fm1

fm4
fm3

S 21
 (d

B
)

Frequency (GHz)

 weak coupling

fm2

(for odd-mode excitation)

Y 2
3 tan θ3 + Y1Y3 tan θ1 + Y2Y3 tan θ2 − Y2Y4 tan θ2 tan θ3 tan θ4−

Y2Y5 tan θ2 tan θ3 tan θ5 − Y3Y4 tan θ4−
Y1Y4 tan θ1 tan θ3 tan θ4 − Y1Y5 tan θ1 tan θ3 tan θ5 � 0 (2)

(for even mode excitation)
Figure 4 shows the simulated S21 of the fish spear-shaped MMR with weak cou-

pling. It is clear from the figure that the five resonant modes are generated that lies in
the passband of the UWB spectrum. The five resonances are at fm1 = 4.23 GHz, fm2

= 7.25 GHz, fm3 = 9.13, GHz, fm4 = 10.9 GHz and fm5 = 12.94 GHz are generated
along with two transmission zeros at 1.39 and 14.96 GHz.

Figure 5 shows the simulated S-parameters of the fish spear-shaped MMR-based
UWBfilter. The passband of the filter is from 3.5 GHz to 11.6 GHz, with a return loss
better than 15 dB. The designed UWB bandpass filter is having good out-of-band
performance.

2.2 SISR Resonator

In order to reject the interfering signals that lie in the UWB spectrum, filters with
multiple band notch characteristics are required.

This is accomplished by the introduction of shorted-stepped impedance resonator
(SSIR) near to the multimode resonator (MMR) presented in the above section. The
dual-mode SSIR is shown in Fig. 6. It consists of a high–low impedance short line
and a stub which is grounded through via hole. This SSIR resonator has inherent
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Fig. 5 Simulated
S-parameters of UWB
bandpass filter using
fish-spear-shaped MMR
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Fig. 6 a Geometry of SSIR Resonator. b Equivalent circuit for odd-mode excitation. c Equivalent
circuit for even-mode excitation

dual mode characteristics, which give rise to two resonant frequencies, which are
presented by its odd–even-mode analysis.

Even- and odd-mode analysis method is applied to analyze the SSIR resonator
since the structure is symmetrical to the B–B′ plane. For odd-mode and even-mode
excitations, the equivalent circuits are shown in Fig. 6a and b, respectively. The input
admittance for odd-mode and even-mode equivalent circuits, Yin,odd and Yin,even can
be expressed as

Yin,odd � jY1

[
Y1 tan θ1 − Y2 cot θ2
Y1 + Y2 tan θ1 cot θ2

]
(3)

Yin,even � jY1

[
Y2

( BL
2 + Y2 tan θ2

)
+ Y1 tan θ1

(
Y2 − BL

2 tan θ2
)

Y1 − ( BL
2 + Y2 tan θ2

) − Y2 tan θ1
( BL

2 + Y2 tan θ2
)
]

(4)

where BL � −Y3 cot θ3 .
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Fig. 7 Geometry of shorted-stepped impedance resonator (SSIR) along with transmission line

Fig. 8 Simulated S21 of the
geometry using SSIR
resonator shown in Fig. 7 for
different lengths Lr1
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From the resonance condition, i.e.,Yin,odd � 0, Yin,even � 0, the following equa-
tions are obtained:

K1 � tan θ1 tan θ2 � Y2/Y1 (5)

K2 � 2(K1 tan θ2 + tan θ1)/ tan θ3(tan θ1 tan θ2 − K1) � Y3/Y2 (6)

By properly choosing the values of θ1, θ2, and θ3 for a given value of Y1, Y2,

and Y3, the desired resonant frequencies of the SSIR resonator are obtained. When
this SSIR resonator is placed near the transmission line as shown in Fig. 7, it will
generate two notch bands at its resonant frequencies.

It is observed from Fig. 8 that both the notch band frequencies increase as the
value of Lr1 increases. However, in Fig. 9 when Ll1 is varied, only the first reso-
nant frequency of shorted-stepped impedance resonator (SSIR) changes. Hence, by
choosing the proper values of Lr1 and Ll1, the desired dual-band notch characteristics
at 5.3 and 8 GHz can be easily obtained.
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Fig. 9 Simulated S21 of the
geometry using SSIR
resonator shown in Fig. 7 for
different lengths Ll1
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The optimized dimensions of SSIR resonator are as follows (all are in mm): W0

= 2.43, Lr1 = 4, Wr1 = 1, Lr2 = 6.75, Wr2 = 0.6, Ll1 = 1.2, Wl1 = 0.8, Wgap = 0.2.

2.3 Proposed Fish Spear-Shaped UWB BPF with SSIR
Resonator

In order to design the dual-band notch UWB bandpass filter, the SSIR resonator
is placed near the fish spear-shaped MMR as shown in Fig. 1. The simulated S-
parameters of the proposed UWB bandpass filter are shown in Figs. 11 and 12.
This filter has the passband from 3.3 GHz to 11.8 GHz with the notches at 5.21
and 8.1 GHz. The bandwidths of notches for 5.21 and 8.1 GHz are 2.4% and 3.6%,
respectively. The proposed filter has good out-of-band performance. The attenuation
is 20 dB from 12.5 GHz to 19 GHz. The optimal design parameters of the proposed
filter shown in Fig. 1 are as follows (all the dimensions are in mm): L = 7.3, SW =
0.875, L1 = 3.6, W1 = 0.6, L2 = 4.35, W2 = 0.4, L3 = 7.85, W3 = 0.3, L4 = 6.5, W4

= 3.4, L5 = 6.7, g12 = 2.35, g23 = 2, h = 0.787, W0 = 2.43, Lr1 = 4, Wr1 = 1, Lr2 =
6.75, Wr2 = 0.6, Ll1 = 1.2, Wl1 = 0.8, g1 = 0.2, d = 0.2, g2 = 0.2.

3 Results and Discussion

The proposed UWB bandpass filter is designed and fabricated and its S-parameter
responses are measured using Agilent E5071C VNA. The top and bottom views of
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Fig. 10 Photograph of the
fabricated UWB filter. a Top
view. b Bottom view

Fig. 11 Simulated and
measured frequency
responses (S21-insertion
loss) of the fabricated UWB
BPF with the dual-notched
band
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the fabricated UWB filter are shown in Fig. 10. The size of the proposed filter is
24.6 mm×9.25 mm.

The simulated and measured S-parameters of the proposed filter are shown in
Figs. 11 and 12. However, there are some mismatches between them which can
be attributed toward the fabrication tolerances, SMA connectors, etc., can be seen
from the figure that the proposed filter has two notch bands which lie within the
FCC specified UWB range. The measured passband of the filter is from 3.67 GHz
to 11.34 GHz, except for two notch bands (5.17–5.47 GHz, 6.89–7.82 GHz). The
simulated and measured group delay of the proposed filter is shown in Fig. 13. It has
nearly flat group delay performance in the passband.
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Fig. 12 Simulated and
measured frequency
responses (S11-return loss)
of the fabricated UWB BPF
with the dual-notched band
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Fig. 13 Simulated and
measured group delay of the
UWB filter
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4 Conclusion

A dual-band-notched ultra-wideband bandpass filter is designed in this paper. The
ultrawide-band characteristics are achieved by the use of fish spear-shaped MMR.
The interfering WLAN and X-band signals are rejected by introducing shorted-
stepped impedance resonator (SSIR) near fish spear-shaped MMR. The measured
results are in good agreement with the simulated ones. The measured passband
bandwidth of the filter is from 3.67 GHz to 11.34 GHz with dual notches at 5.31 and
8 GHz. The proposed filter is having good out-of-band performance with dual-band
reject characteristics.
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News Analysis Using Word Cloud

Chandrapaul, Rounak Soni, Shubham Sharma, Hemraj Fagna
and Sangeeta Mittal

Abstract In internet era, one can get news from huge number of sources. However,
many news sources are biased in giving more coverage to specific content, persons
or party. Eventually, the reader’s thoughts are also influenced by the news source’s
biases. In this paper, a method has been proposed to instantly visualize the news
topics discussed by various sources on internet. Word clouds make it very easier
to decide the biases of a news source. Various algorithms, namely, Porter stemmer,
Snowball, Lancaster, Rake, tf-idf, text-rank, and tag cloud algorithm have been tested
to effectively extract the key words covered by a news source. Extraction time and
count of correctly identified terms have been used as metrics to compare the algo-
rithms. It is concluded that tf-idf is better than rake and text rank algorithm due to
its right balance between speed and accuracy.
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1 Introduction

Extraction of the most important information from unstructured text documents is an
important field of research interest. The results of this extraction can be used in many
different areas including document keyword assignment and document classification
[1]. Traditionally the information from documents has been extracted with statistical
methods using inputs from the entire corpus to determine the most important words.
The problem with this approach is that most of the semantic context is lost. Instead
extracting phrases of words from each individual document it is possible to retain
most of the semantic context. The purpose of this work is to use individual document
key phrase extraction to find most stressed upon phrases of that document. The
phrases should also be discriminating towards other documents. The extracted key
words have been placed in a word cloud to give visual summary of the document.

A word cloud is a visual summary of a document highlighting most important
words and their frequency in a document [1]. The size of aword in the cloudhighlights
its frequency of occurrence in the document. The visual appeal instantly gives an idea
about context of the document. Tag cloud is a related term that is being popularly
used in various sites of different domains like social media etc. Word clouds are
immensely useful in analyzing multiple documents in one go.

Sometime two ormorewords co-occur in a text to reinforce relation between them
atleast on that category. We study the problem of computing semantics preserving
word clouds in which semantically related words are close to each other. However,
keeping the semantically related words together may negatively impact results on
other parameters.

Word clouds have been used for many applications. Authors in [2] have used
word clouds for dissemination of local community information by extracting key-
words from microblogs and effectively display popular news topics in vicinity. User
reviews have become important reference for decisionmaking in day to day chores of
shopping, entertainment places and eating out. However, making use of large number
of reviews is a time-consuming process and thus people tend to use just few of them.
Authors in [3] have conducted experiments to show improved understanding of users
in understanding the given reviews as compared to line by line reading. Word clouds
have also been used in summarization of subjective open ended answers to help
the teachers in evaluation [4]. Another interesting application has been proposed as
“Pediacloud” a smartphone app that represents location based information in word
clouds [5]. In this paper, word clouds have been used to analyze how a particular
person has been covered by major news sites. Sometimes two or more words co-
occur in a text to reinforce relation between them atleast on that category. We study
the problem of computing semantics preserving word clouds in which semantically
related words are close to each other. However, keeping the semantically related
words together negatively impacts results on other parameters [6, 7].
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Pseudocode 1: News Analysis using Wordcloud
For each news URL

Remove Stop Words
Apply Stemming and store resultant terms in URL

specific vectors
For each vector

For each term
Calculate TF/IDF weights and prepare list of top 

weighted terms
Apply Textrank algorithm and enumerate top ranked 

words in separate list
Apply RAKE algorithm, find list of top phrases

For each of the three lists

Compare with manually created keyword list of each 
URL and list intersecting words in final_word list

For each final_word list
For each word in the final_word

Select random unique colors for each word
Assign font size to each word according to its weight
Display the word cloud on canvas

end.

Fig. 1 Pseudocode for news analysis using wordcloud

Topfive search results fromGoogle search engine have been considered as sources
for informationonpersonbeing looked for.Data from theseURLswere then extracted
using “urllib” library. The extracted data was pre-processed by removing stop words,
lemmatizing the text by applying various stemming algorithms and constructingword
clouds.

The work has been divided into following subsections. Section 2 discusses the
steps of preprocessing and their results. Placement of shortlisted important words
in a word cloud has been discussed in Sect. 3. Results in terms of various word
cloud extraction time has been shown and discussed in Sect. 4. The paper has been
concluded in Sect. 5.

2 Document Preprocessing

Detailed algorithm for word processing has been given as pseudocode in Fig. 1.Word
cloud is obtained through three major steps explained in the subsections below.
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Fig. 2 Comparison of execution time of porter, snowball and lancaster stemmers

2.1 Preprocessing of Each News URL

Each news URL has to be preprocessed to generate potential terms that can provide
semantics and context to the article. First step in this is to remove stop words. Stop
words are the set of words used to make the English text syntactically correct but
do not add anything to the meaning of the document [8, 9]. These are connectors
like articles, preposition, pronouns, for example, {a, the, of, with, for etc.…}. The
connectors occur frequently in a text and thus can have high frequency basedweights.
Therefore, to get actual analysis of important words these have to be removed from
the documents.

Next step is Stemming, where the purpose is to identify groups of words that
are syntactic variants of one another and represent them by a one common word
stem per group. For example, “development”, “developed” and “developing” will be
all treated as “develop”. Porter stemming algorithm has been used here as in intial
study on a set of URLs, it was found to be giving stemming results in lesser time
as compared to other approaches for this problem. Figure 2 shows comparison of
time taken by porter stemmer, snowball and Lancaster algorithms for stemming a
document having more than 1 lakh words.

Porter Stemmer gave the results in shortest time, therefore it was chosen for
processing of other documents.

2.2 Keywords Extraction

Extracting most important keywords out of all the words present in a document or
set of documents is not a straight forward task [10–12]. As explained in Algorithm 1,
three approaches have been applied to extract important keywords from any text. The
first approach is based on TF-IDF, where TF the term frequency is count of occur-
rence of a particular stem in a particular document and IDF, the Inverse Document
Frequency is logarithmic count of ratio of number of documents considered for key-
word extraction to the number of times the term is occurring in them. Equations (1)
and (2) mathematically define these terms.

TF(t) � (Number of times term ‘t’appears in a document)

/(Total number of terms in the document), (1)
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Table 1 Comparison of keyword extraction from different news sources by various ranking algo-
rithms

News serial no. Keywords in
heading

Common
keywords in
Tf-idf

Common
keywords in rake

Common
keywords in
text-rank

1 7 5 0 3

2 7 4 1 3

3 10 5 2 3

4 13 10 5 5

5 4 4 2 2

IDF(t) � loge(Total number of documents/Number of documents with term t in it),

(2)

For each term the normalized weight is calculated as per Eq. (3). Importance of
the word in document is decided by this weight where more weight means more
importance.

Norm_wt(t) � tf(t) ∗ idf(t)) (3)

Another approach is Rapid Automatic Keyword Extraction (RAKE) method that
extracts key phrases in the document. For example, names like “Virat Kohli” have to
be considered a single phrase instead of two different words.Weights are assigned by
finding all the key phrases and their relevance in the document. Phrases are identified
by calculating degree and frequency of each phrase where degree can be seen as how
frequently the word co-occurs with other words to make a phrase and frequency
is how many times it occurs in the document. The total score of a word in RAKE
can be calculated as per Eq. 4 and these weights are used to identify key words and
keyphrases of a document.

Wordscore(w) � degree(w)/frequency(w) (4)

Third and last approach used here for finding keywords is the textrank approach.
Each stem word is considered as graph vertex and edges represent relation of each
word with other words. Using page ranking method, scores are assigned to each
vertex in multiple iterations. ‘N’ words with highest score are picked from the list as
keywords.

Table 1 shows, comparison of keyword extraction by different algorithms in five
news search terms namely Narendra Modi, Mahatma Gandhi, Abraham Lincoln,
Demonetization and Ram Rahim. From results of Table 1, it can be concluded that
Tf-Idf produces most common keywords and hence is most effective. Therefore,
from current set of approaches, this is best for keyword creation.
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Pseudocode 2: Assign_Term_Size_on_Cloud

Input: List of top words from Keyword extraction 
Algorithms along with their weights

Output: Font size of each term
for each word/phrase in the list

if max_size== min_size
size_words = min_size + (max_size –

min_size)/2
else

size_words = min_size + (max_size -
min_size)*(count*1/(max_count- min_count))**0.8

end for

Fig. 3 Algorithm for font size calculation of terms to be placed in word cloud

3 Word Cloud Creation

Word cloud creation of top keywords and key phrases obtained in previous steps
has been done using PyGame library as it provides inbuilt functions for convolution,
deciding mask, drawing rectangle as canvas, surface transform and specifying font
size and color. These functions are required for placing words in the cloud. All top
ranked word obtained from each keyword extraction algorithm have been assigned
random colors and size calculated from minimum and maximum size allowed on
canvas, weight of that word and minimum and maximum weight of all words. This
size calculation is also depicted in pseudocode Fig. 3.

A sprite, which is a two dimensional image part of larger graphical scene, has
been created for each word. A rectangle has been created around every placed term.
Each term is assigned an initial position (0, 0) with total area covered by its sprite
being calculated according to its length. The obtained sprite is t then convolved
with image. If the sprite overlaps with some other tag, then the layout is checked. If
horizontal overlapping is found then layout is changed to vertical. If it overlaps again,
then Archimedean spiral or rectangular spiral positioning is applied. An example of
a word cloud created from top 5 links on searching “Mahatma Gandhi” has been
shown in Fig. 4a, b and searching “Modi” in Fig. 4c, d. Figures 4a and 5a are outputs
of Rake key extraction while Figs. 4b and 5b are outputs of tf-idf and Text rank
algorithm.

4 Results

We tested our algorithms on two small and three large documents of size less than
12000 words and greater than 1 lakh words respectively and got results shown in
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Fig. 4 Word clouds generated using URLs related to a Mahatma Gandhi using Rake. b Mahatma
Gandhi using Tf-Idf

Table 2. Extraction times of three topics that fetched data of more than 1 lakh words
took about ten times more time than smaller sized datasets on current news topics.

It can also be seen from Figs. 6, 7 and Table 2 that RAKE algorithm extracts the
keywords at a much higher speed than the other two algorithms. In fact it is about
2000 times faster than Text Rank and 40 times faster than Tf-Idf approach. However,
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Fig. 5 Word clouds generated using URLs related to a Modi using Rake. bModi using Textrank

as shown in Table 1 in Sect. 2, the keywords extraction accuracy is not good for this
algorithm. Hence, it cannot be used for word cloud creation, despite its speed.
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Table 2 Comparison of keyword extraction from different news sources by various ranking algo-
rithms
Search term Count of

words
Text rank
extraction
time

Text rank
word cloud
creation
time

Tf-Idf
extraction
time

Tf-Idf word
cloud
creation
time

Rake
extraction
time

Rake word
cloud
creation
time

Narendra Modi 117788 915.87 1.70 22.45 7.64 0.21 3.31

Mahatama
Gandhi

112776 895.10 2.28 22.3 6.99 0.39 2.31

Abraham
Lincoln

102099 734.63 1.60 16.17 8.49 0.33 4.68

Demonetization 12163 17.50 7.50 0.20 6.10 0.01 1.1

Ram Rahim 8855 7.33 1.80 0.3 10.00 0.001 0.6

Barack Obama 83487 703.31 1.35 11.76 6.78 0.27 4.78

Donald Trump 90442 925.14 1.85 38.03 16.14 0.66 5.46

Vladimir Putin 76755 699.04 1.72 26.78 19.00 0.58 5.57

MS Dhoni 36795 113.20 1.24 5.08 12.80 0.31 11.28

Virat Kohli 58870 289.66 1.27 13.27 17.97 0.37 5.51

Fig. 6 Extraction time taken by RAKE algorithm on Mahatma Gandhi dataset

Fig. 7 Extraction time taken by text rank and Tf-Idf algorithms on Kohli dataset

5 Conclusion

In this work, the problem of visualizing coverage of specific news topics by dif-
ferent sites has been addressed. Various steps include preprocessing the news URL
to extract information, relevant tokens and then key phrases from them. The top
weighted keywords and phrases according to three different algorithms have been
visualized in word clouds. Word Cloud based visualization has been shown for
some topics of interest. RAKE is fastest among keyword extraction algorithms but
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generally news articles are small documents and on small documents RAKE gener-
ates insufficient number of keywords, so we conclude that TF-IDF can be used for
news analysis as it gives a good combination of both speed and accuracy.
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Low-Complexity Side Information-Free
Novel PTS Technique for PAPR
Reduction in OFDM Systems

Samriti Kalia and Alok Joshi

Abstract This paper proposes a new PTS scheme with reduced complexity and
without side information to solve the high peak-to-average power ratio (PAPR) prob-
lem in orthogonal frequency-division multiplexing (OFDM) systems. The proposed
technique which is known as level shift partial transmit sequence (LS-PTS) is based
on shifting the signal level of data vectors of any of the subblocks, which further
causes change in phase of these data vectors. This technique eliminates the exhaus-
tive search required for finding optimum phase factors as in conventional partial
transmit sequence (C-PTS). Simulation results show an excellent improvement in
PAPR reduction by level shift PTS as compared to C-PTS.

Keywords Orthogonal frequency-division multiplexing (OFDM)
Partial transmit sequence (PTS) · Peak-to-average power ratio (PAPR)
Level shift partial transmit sequence (LS-PTS) · Side information (SI)

1 Introduction

OFDM being a digital multi-carrier modulation technique has fulfilled the demand
for high data rate, high spectral efficiency, and high mobility [1]. Another important
advantage of OFDM is its ability to alleviate the effects of frequency-selective fading
[2]. Numerous advantages of OFDM makes its use imperative in multiple wireless
applications. But one major issue with OFDM systems is high PAPR which occurs
due to the coherent addition of subcarriers when they are in the same phase. The
actual problem arises when high PAPR OFDM signal is passed through the high
power amplifier. It leads to in-band and out-of-band distortions [3]. Increasing the
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linear range of high power amplifier makes it expensive and reduces its efficiency.
Hence, reducing the peak power of the OFDM signal is the optimum solution. Many
techniques [4] have been developed till date such as clipping, selective mapping
(SLM), active constellation extension (ACE), coding techniques, and many more to
lower the PAPR of OFDM signals but the best and promising technique among all is
PTS as it is a distortionless technique and involves easy implementation [5]. But this
technique has also a few drawbacks. It demands extensive search to find out the ideal
phase factors out of B � WL−1 total combinations, where L denotes the total sub-
blocks andW is the total phase factors usedwhichmay be {±1}, {±1,± j}, and so on.
The other important issue with C-PTS is to convey this information to the transmit-
ter for perfect recovery of data, which requires log2 W

L−1 bits [6] for transmitting
side information. This drops spectral efficiency. In the recent years, various PTS
techniques have been developed. Some techniques reduce computational complex-
ity [7–9] and some techniques eliminate the need for transmitting side information
for the receiver [10].

The technique developed in [11] is based on segregating the phase factors into
various subsets and then uses basis vectors of all phase vectors and the correla-
tion among phase factors in each subset to reduce complexity. This technique only
reduces complexity and does not improve PAPR reduction performance. Reference
[12] developed a technique based on a cost function which is generated by adding the
power of time domain samples at a particular instant of time n in each subblock. The
samples which are greater than or equal to a predefined threshold are used for peak
power calculation while transmitting lowest PAPR OFDM signal. Although com-
plexity is reduced PAPR performance is almost similar to C-PTS. Reference [13] is
based on the selection of dominant time domain samples of OFDM signal and crest
factor of alternative OFDM signal vectors is utilized to transmit a low PAPR OFDM
signal. The PAPR reduction performance for this technique is also similar to C-PTS.
Reference [14] proposes a PTS technique without side information in which the can-
didates are generated by cyclically shifting every subblock time domain sequence.
The receiver utilizes the natural diversity of a phase constellation for different can-
didates to detect the originally transmitted signal. But no improvement in bit error
rate is achieved. It is almost similar to C-PTS. Reference [15] suggested another
PTS technique without side information which is based on constellation extension.
Although it eliminates the need for sending side information to the receiver PAPR
reduction performance is not improved. It is the same as C-PTS technique.
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2 Preliminaries

2.1 OFDM Systems and PAPR

In OFDM systems, the discrete-time OFDM signal sequence is obtained by inde-
pendently modulating N number of orthogonal subcarriers by input data symbols
X (g) � [X (0), X (1), . . . . . . .X (N − 1)] and is given by

x(n) � 1√
N

N−1∑

g�0

X (g)e
j2πgn
N 0 ≤ n ≤ N − 1 (1)

where n is discrete time index. The orthogonality of subcarriers is sustained by
selecting � f � 1

T where T is time duration of one OFDM symbol. The PAPR of
discrete time OFDM signal x(n) is written as

PAPR � 10 log 10
Max

0≤n≤N−1
|x(n)|

E
[|x(n)|2]

2

(2)

3 Level Shift Partial Transmit Sequence (LS-PTS)

The proposed technique LS-PTS reduces complexity at the transmitter as well as
receiver and also eliminates the requirement of sending side information to the
receiver. This technique provides a small complex level shift to the time domain
samples of OFDM subblocks. The complex level shift can be provided in any of the
subblocks. This results in a change of phase and amplitude of the data sequences
of that subblock. Each data sequence undergoes a different phase change when the
same level shift is provided to all data sequences. Hence, phase optimization is done
without searching for optimum phase factor as in C-PTS. The algorithm for LS-PTS
is explained below:

(1) Input data stream Xm is separated into L disjoint subblocks.
(2) The mth time domain sample x (l)m is obtained by calculating IFFT of each

subblock X (l)
m .

(3)

x (l)m � I FFT
[
X (l)
m

] �
[
x (l)0 , x (l)1 , . . . ..x (l)(N−1)

]
1 ≤ l ≤ L (3)

(4) Add a small complex level shift “ξ” to the data samples of the first subblock.
Other subblocks are kept unchanged.

(5)

x (l)
′ � complex level shi f t(x (l)m , ξ ) (I n general) (4)
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Fig. 1 Schematic diagram of LS-PTS technique

(6) The equation for subblock with complex level shift ξ is given by
[
x (l)0 , x (l)1 , . . . ..x (l)(N−1)

]
+ ξcmplx � x (l)

′
(5)

where x (l)
′
is the time domain sequence of the level-shifted subblock.

(7) Finally, the level-shifted data sequences of the first subblock are summated
with the unchanged time domain samples of other subblocks and a low PAPR
OFDM signal x (l)

′′
is obtained as mentioned below

x (1)
′
+

L∑

l�2

xlm � x (l)
′′

(6)

Thus, the main advantage of LS-PTS is that profound search required to iden-
tify the optimum phase factor from a large number of phase factor combinations is
removed as phase optimization is simply done by adding a known value of com-
plex level shift to all-time domain sequences of a subblock. Hence, computational
complexity is highly reduced since multiplication with phase factors is avoided. It
is a SI-free transmission technique as the known value of level shift provided at the
transmitter can be easily removed at the receiver. This level shift information can be
easily stored in a look-up table at the receiver. Another important advantage of LS-
PTS technique is outstanding PAPR reduction performance as compared to recently
developed PTS techniques which are shown and proved in simulation results. The
functional diagram of LS-PTS technique is shown in Fig. 1.
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Table 1 CCRRS of LS-PTS
technique over PTS [14]
technique for B=4, p=6

LS-PTS L�4 LS-PTS L�6

No. of subcarriers N

128 256 128 256

C-PTS 31.68% 28.98% 27.01% 24.57%

PTS [14] 62.46% 59.42% 55.10% 51.92%

3.1 Computational Complexity Reduction Performance
of LS-PTS

This section gives the differentiation of the computational complexity of the LS-PTS
with the C-PTS and PTS scheme proposed in [14].

The complexity equation of the C-PTS technique is given as

nmul � (L + 1)N/2 log2(N ) + (p + 2)N

nadd � (L + 1)N log2 N + B(L − 1)N + 2pN (7)

The complexity equation for cyclic shifting PTS scheme mentioned in [14] is
given as

nmul � (L + 1)N/2 log2 N + (p + 2)WN

nadd � (L + 1)N log2 N + B(L − 1)N + 2pWN (8)

The complexity equation of the proposed LS-PTS scheme is given by

nmul � (L + 1)N/2 log2(N )

nadd � (L + 1)N log2 N + (L + 1)N (9)

The computational complexity reduction performance by LS-PTS over other PTS
schemes is given by computational complexity reduction ratio (CCRR), which is
mentioned in (10). CCRRs of LS-PTS technique over technique proposed in [14] for
various FFT sizes and different subblocks is given in Table 1

CCRR �
(
1 − Complexi ty o f LS − PT S T echnique

Complexi ty o f other PT S T echnique

)
× 100[%] (10)

In the above table, the comparison of CCRRs of LS-PTS technique over C-PTS
andPTS [14] is done for subblocksL =4 and6, a number of phase factor combinations
B=4 and size of constellation p=6 for subcarriers N=128 and 256. LS-PTS shows
good complexity reduction performance over C-PTS and PTS [14]. For instance,
LS-PTS reduces complexity by 31.68% and 28.98% for N=128, L=4 and N=256,
L=4, respectively, as compared to C-PTS. Similarly, complexity reduction range is
from 51.92% to 62.46% in contrast to PTS [14] for various values of L and N . Thus,
LS-PTS technique is highly effective in reducing computational complexity.
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Fig. 2 PAPR reduction performance comparison of the proposed LS-PTS scheme with C- PTS
scheme and original OFDM for different subblocks and FFT size N�256 when the level shift is
added in one subblock. a ξcmplx � 0.2 b ξcmplx � 0.3 c ξcmplx � 0.4

3.2 Simulation Results

Various simulations are performed which shows an outstanding reduction in PAPR.
The simulations are obtained for 104 randomly generated OFDM symbols with FFT
size N=256 for 64 QAM modulation. The CCDF versus PAPR graphs are plotted
for a complex level shift in one subblock. The CCDFs of the proposed LS-PTS
technique with subblock L=2, 4,6, 8 and level shift ξcmplx � 0.2, 0.3, 0.4 for first
subblock with FFT size,N=256 are shown in Fig. 2a–c, respectively. The simulation
graphs show that as the value of level shift increases PAPR reduces. But there is a
limitation on the increase of the maximum value of level shift. A higher value of
level shift leads to an increase in transmission power. The maximum level shift that
can be added is dependent on the maximum allowable value of transmission power
in OFDM systems according to power transmission standards. Hence proposed LS-
PTS scheme reduces PAPR by 7 dB as compared to the original OFDM and 4.6 dB
as compared to C-PTS when ξcmplx � 0.2 in one subblock. PAPR reduces further by
8.4 dB as compared to original OFDM and by 5.4 dB as compared to C-PTS when



Low-Complexity Side Information-… 71

ξcmplx � 0.3. The PAPR reduces substantially by 9.2 dB in comparison to original
OFDM and 6.2 dB in contrast to C-PTS when ξcmplx � 0.4 is added.

4 Conclusion

This work proposed a novel PTS scheme, which reduces PAPR to a large extent with
reduced complexity and without side information. The scheme is based on adding
a complex level shift to the time domain samples of one subblock which changes
both the phase and amplitude of these data samples. Simulation results show the
effectiveness of the LS-PTS scheme in reducing PAPR which is 9.2 dB in contrast
to original OFDM and 6.2 dB as compared to C-PTS.
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GA with SVM to Optimize the Dynamic
Channel Assignment for Enhancing SIR
in Cellular Networks

Sharada N. Ohatkar and Dattatraya S. Bormane

Abstract There is a reduction in the signal-to-noise ratio of cellular networks due to
interference caused by assigning the channels to the cell. As the demand for connec-
tivity is on rise with limited spectrum availability, the interference may increase, so
channels are required to be assigned optimally. This work presents applying Genetic
algorithm (GA) along with Support Vector Machine (SVM) to assigning the chan-
nels dynamically for reducing co-channel and co-site interference with constraints.
In this paper, we propose to adopt the GA to solve the minimum interference chan-
nel assignment problem (MICAP) and the nonlinear dataset are best classified using
SVM. The fitness function is designed using SVM and the optimization is done with
GA with a focus on MICAP. The performance of the GA-SVM is enhanced SIR,
reduces interference, and requires less computation time than the work reported by
GA.

Keywords Genetic algorithm · Support vector machine · MICAP · SIR

1 Introduction

As the demand for connectivity is rising with limited bandwidth, the SIR is reduced
as a result of interference during assigning the channels to cells. The channels need
to be assigned to cell optimally in order to reduce interference. The main objective
of channel assignment techniques is to stabilize the fluctuations in the probability
of call blockage over the entire coverage area of a cellular network over a period of
time [1, 2]. The requisite number of channels is to be assigned to cells with efficient
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spectrum utilization resulting in fewer call drops and minimum interference is called
“Channel assignment problem” (CAP).

The channel assignment types––in Fixed Channel assignment (FCA), each cell
assigns its own frequency channel to mobile subscribers within its cell. In a dynamic
channel assignment (DCA), the centralized pool contains the available channels.
Channels are assigned dynamically as new demand arrives in the system. In Hybrid
Channel assignment (HCA), each cell has a fixed/static channel set and a dynamic
channel set.

The interferences in a cellular network: co-channel (CC), adjacent channel (AC),
and co-site channel (CS). CC results when the same channel is assigned simulta-
neously to a couple of cells, which are within the reuse distance. When adjacent
channels are assigned to a pair of cells simultaneously its results in AC and CS
results when the channels which are assigned has separation less than someminimum
spectral distance. FCA has least CCC and ACC while CBP is highest in the cellular
system. It shows good performance under uniform heavy traffic loads. DCA is adapt-
able to traffic load changes, has a better utilization of available channel resources,
improved load balancing, and has better performance in low traffic conditions. For
massive traffic, DCA leads to interferences resulting in call drop which degrades the
QoS [1, 2].

The CAP variants are min. Span (MSCAP), min. Blocking (MBCAP), and min.
Interference (MICAP) [3]. In MSCAP, the span between channels to be assigned is
minimized with no objectionable interference. In MBCAP, call blocking probability
isminimizedwith no unacceptable interference. InMICAP, the total sum ofweighted
interference is minimized with a limited number of channels. The main objective is
to minimize interference.

The Heuristic method gives near-optimum solutions at a sensible computational
cost of algorithmically complex/time-consuming problems like CAP. These meth-
ods assure that the spectrum assigned for use will be optimally utilized. The key
techniques presently in use are expert systems, fuzzy systems, neural networks,
genetic algorithm, and swarm intelligence. Intelligent systems have wide application
in various fields. Depending on the problem that is to be solved, a suitable solution
technique can be adopted. Expert systems are used in diagnosis, fuzzy systems in
control applications, and mobile robot navigation, neural networks in predictions,
load forecasting, classification of soil, and hot extraction of steel. The GA is having
application in tuning fuzzy controller performance, composite laminates, and opti-
mization problems [4–6]. The superior solution generated by GA relies on the fitness
function. SVM classifier produces better compartmentalization; the fitness function
of GA is designed through SVM.

In this work, MICAP is considered with DCA by applying GA (heuristic method)
and SVM (classifier). The working of GA and SVM is explained in the first section.
The combination of GA and SVM forDCA is detailed in the second section. The sim-
ulation results are plotted for benchmark problems and compared with the reported
work in the following sections.
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2 Genetic Algorithm (GA) and Support Vector Machine
(SVM)

2.1 GA

First, GA is a stochastic search technique based on natural evolutionary activity.
In GA, the initial population is randomly generated it evolves into better solutions
for the generations to come. The important steps in GA are selection, crossover,
and mutation [4]. The fittest candidates (parents) are selected. The best selected
candidates create the future generation (children) using the crossover operator. The
mutation operator randomly picks candidates and alters its value in the chromosome
and produce solution [5–7]. The probability of crossover operation is kept higher
than the mutation probability.

Steps of GA:

1. Randomly generate an initial population.
2. Evaluate fittest among total candidates.
3. Repeating the steps until an adequate solution is obtained

a. Select the parents from the population, according to fitness
b. Create children from choosing parents with crossover function
c. Mutation function is done on candidates with less fit value
d. Create a future generation
e. Measure the fitness for every candidate in the fresh population
f. If the chromosomes are fit, then the allocation is done.
g. If the chromosomes are not fit to be carried for allocation then go to step a.

4. Termination condition: terminate the process of GA when 50 generations are
reached.

2.2 SVM

SVM binary classification method discovers a hyperplane, which detaches the data
absolutely into two classes. There is linear and nonlinear SVM. To separate linearly
the two classes, the hyperplane must have maximal margin. Initially, a hyperplane is
formed as H: y�wx – b. The collateral hyperplanes are taken at equivalent distances
of H: y�wx - b�+1 and y�wx - b� -1, provided none of the data points are along
the hyperplane edge and the spacing between them is maximized [8]. The data points
which cross the hyperplane boundaries are support vectors as alone these locations
take part in detaching hyperplane. In the nonlinear SVM, the data points are changed
to some other high dimensional space such that they change to linearly separable.
A dual problem is developed in the classification of SVM, by solving it obtains the
optimized parameters required for classification [8, 9].
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2.3 Combining GA with SVM

This work proposes GA-SVM to assign channels dynamically leading to higher SIR.
With GA the channel assignment to the cells is obtained as per the demand. The
effectiveness of GA can be enhanced by designing the fitness function with SVM.
An optimized solution is obtained with this combination in terms of call blocking,
interference in terms of co-channel and co-site edges and SIR.

As per the demand, the channels assigned to cell are separate into sets––static, i.e.,
fixed and dynamic. The reuse factor is taken as 3. The demands are satisfied initially
through static set till fully utilized. If the demand still persists, then the dynamic set
is utilized to assign channels to the further demands. The DCA is worked out by
applying GA along with SVM.

GA starts by selecting the initial population, then crossover and mutation oper-
ations are performed on the dynamic set to bring forth the pair-frequency and base
station vector and are stored as changeable “fitness”.

SVM classifies these two base stations and frequency vectors and they are stocked
as variable “f1”. The set “fitness” and “f1” are checked for comparability at the fitness
evaluation step.

3 Dynamic Assignments with GA-SVM

The superiority of solution generated by GA relies on the fitness function, which
is designed with SVM. SVM is a supervised machine learning that is required to
be trained initially, then the data points can be classified. In this work, to solve
MICAP the classification of existing frequencies is done into two classes, then there
suitability is checked regarding its assignment to the base station as per the demand
through SVM. This helps in better optimization than performing with the only GA.
This leads to reduction in interference which results in better SIR.

To start with Fig. 1, GA comprises of random set of the population to which
crossover and mutation are performed to produce solutions. For better crossover and
mutation, the probability rate is taken as 0.8 and 0.01, respectively, after rigorous
experimentation. The GA generates pairing (chromosomes) of base stations and
frequency as per the demand which will be verified for its fitness. In the fitness
evaluation these chromosomes are contributing to SVM, if the set “fitness” and
“f1” are equivalent resulting in minimum interference, then the channels are finally
assigned, else a better set is produced in further generations. The stopping criterion
is taken up as 50 generations, which results in better solutions with higher SIR.

The reason for SVM training is to generate the support vectors for finding the
hyperplane line which defines margin for classification [8]. The SVM is trained
by mapping elements of two vectors of equal size––traindata (row) represents base
station and class (column) represents frequency. The Lagrangian multiplier value
“α” is found by solving the Langrangian dual problem. The “α” are the data points in
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Fig. 1 GA with SVM flow

traindata with same indices, which are called as support vectors and they define the
distinctive line for classifying the two classes. The base station after classification
produces sufficient frequencies as per the demand and store it in an array indicating
base station number. The SVM is able to find out best classification, but not the
assignment of frequencies in the network.

For assigning the frequencies to the appropriate base station, we require a heuristic
technique algorithm, one of this is GA. The frequency assignment generated by GA
is weighed against the classified position of base station number and frequency found
with SVM at the fitness evaluation step. If the comparison between the sets is equal
for every iteration, then that set is considered for assignment. If they do n’ot match,
then the solution obtainedwithGA is iterated until it equals the classification in SVM.
The stopping criterion is 50 generations for assignment. A channel assignmentmatrix
is generated.
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Table 1 Benchmark details

Problem Number of
cells

Number of
channels

Demand vector D (per cell)

Kunz 1 10 30 10,11,9,5,9,4,4,7,4,8

Kunz 2 15 44 10,11,9,5,9,4,4,7,4,8,8,9,10,7,7

Kunz 3 20 60 10,11,9,5,9,4,5,7,4,8,8,9,10,7,7,6,4,5,5,7

Kunz 4 25 73 10,11,9,5,9,4,5,7,4,8,8,9,10,7,7,6,4,5,5,7,6,4,5,7,5

4 Benchmark Applied

The proposedmethodGA-SVM is simulated onKunz 1, 2, 3 and 4 benchmarks. Kunz
[10] proposed these benchmarks to find satisfactory solutions for the CAP, with CC
and CS, constraints, he applied neural network in which the solution required a large
number of iterations. The detail about the benchmark is tabulated in Table 1.

5 Simulation Results

The results focus on MICAP. The GA with SVM aims to assign channels in a best
possible way to create a channel assignment (CA) plan for the benchmark instances.
The interferences CC and CS are attained in the form of edges and are matched up to
[11, 12]. In [11], GA is the chromosomes that are represented with binary string. In
[12], the GA fitness function is designed with graph theory. SIR in dBm is plotted for
the CA generated. The attenuation of the signal is forecast by the Hata propagation
model. The time required is calculated.

Figure 2 shows the obtained CA for Kunz 4 benchmark with proposed GA-SVM.
The blue dots indicate a channel assigned to a particular cell.

As per the CA, the CC and CS are represented as “edges” indicating interference.
The plot in Fig. 3 depicts, a round in the cell is the demand, which needs to be fulfilled
by an appropriate channel to reduce the interference. A solid line between two cells
indicates a similar channel assigned with the reuse distance of 3 is the CC. If channel
assigned in a cell has spanned less than 4, a dotted line emerges indicating CS.

In [2], the method to calculate the S/I ratio in the network is given as SIR� the
desired signal power level at the receiver/the sum of the cc power level and received
power. The Received power� (Transmitted Power – Attenuation).The amount of
signal attenuated can be foreseen with a propagation model. It characterizes mathe-
matically the signal propagated as a function of distance, frequency, and others; The
Hata propagation model which is suitable for the urban region is applied to evaluate
the losses in the path. Figure 3, shows the comparison of obtaining SIR (dB) of
GA-SVM with other reported results, as per the assignment of channels to the cells.
The plot shows better results with proposed GA-SVM. In order to compare SIR in
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dB, the fourth demand in each cell is considered. Table 2 shows the comparison with
different methods where GA-SVM develops fewer edges.

The number of generations required to attain the best solution is given in Table 2.
Also, the time required to run the simulation to attain better solution is calculated.
It is simulated in MATLAB, with OS Windows 7, on a core I3 processor, 3.5 GHz
speed, and 2 GB RAM.

In [2], the method to calculate the S/I ratio in the network is given as
SIR� the desired signal power level at the receiver/the sum of the cc power level

and received power. The received power� (transmitted power - attenuation). The
amount of signal attenuated can be foreseen with a propagation model. It charac-
terizes mathematically the signal propagated as a function of distance, frequency,
and others, The Hata propagation model which is suitable for the urban region is
applied to evaluate the losses in the path. Figures 4, 5, 6, 7, shows the comparison of
obtaining SIR (dB) of GA-SVM with other reported results, as per the assignment
of channels to the cells. The plot shows better results with proposed GA-SVM. In
order to compare SIR in dB, the fourth demand in each cell is considered.
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Fig. 3 Edges in Kunz 4 with
GA-SVM
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Table 2 CC and CS edges in Kunz benchmarks

Benchmark Proposed
GA-SVM

[12] GA [11] GA

Kunz 4 CC edges 2 6 15

CS edges 0 2 16

Time (Sec.) 0.5460 0.8021 –

Generation 50 229 2450

Kunz 3 CC edges 1 3 58

CS edges 0 6 21

Time (Sec.) 0.4602 0.5582 –

Generation 50 284 50000–100000

Kunz 2 CC edges 1 0 32

CS edges 0 1 27

Time (Sec.) 0.4461 0.3251 –

Generation 50 217 –

Kunz 1 CC edges 1 0 32

CS edges 0 15 21

Time (Sec.) 0.4648 0.2931 –

Generation 50 300 –
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Fig. 6 Kunz 2 SIR
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6 Conclusion

GA for optimization and SVM to classify are put together to minimize interference
with the wireless network. The effectiveness of the proposed algorithm is tested on
Kunz benchmark. The results are simulated to find an interference level based on the
channels assigned considering zero call blocking. The proposed GA-SVM shows a
reduction in interference, time for computation, and the iterations as compared to
work reported on GA. The SIR is found to be between 10 and 11 dB. This work
can be extended to the cognitive cellular network. The swarm intelligence heuristic
techniques like ACO, ABC can be experimented for real-time application.
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Deployment of a Wireless Sensor
Network in the Presence of Obstacle
and Its Performance Evaluation

Pratit Nayak, Ekta Nashine and Sanjeet Kumar

Abstract Energy consumption of a wireless sensor network plays an important
role in determining the lifetime of a network. Lifetime of any network is the total
number of rounds it completes before the failure of a certain number of nodes.
In harsh and inaccessible environments, the aerial deployment is done instead of
manual deployment of nodes. In this process, some of the nodes are not properly
deployed while some get wasted. Here, the fifty percent nodes die out time is taken
as the lifetime of the network. The wastage of nodes considerably affect lifetime of
the network. The main focus of the paper is on network deployment algorithms in
presence of obstacles. Further, the effect of probabilities of selection of a node as
cluster head, size of the obstacles and position of obstacles on the lifetime has been
considered for evaluation.

Keywords Wireless sensor networks · Energy consumption
Deployment of a WSN · Lifetime evaluation

1 Introduction

Sensor networks are deployed for the monitoring of various industrial, scientific,
medical and personal activities such as animal tracking, vehicle tracking, precision
agriculture, security and surveillance, environmental monitoring, smart buildings,
health care and so on [1]. In general, they consist of huge number of sensor nodes
deployed randomly or based on certain pattern depending on an application [2]. Each
individual node possesses a fixed amount of energy associated with it which gradu-
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ally decreases in sensing, data aggregation, processing and transmission. Once the
energy of a node is depleted below a threshold level, it can no longer contribute to
the operation of the sensor network. Further, if a significant number of nodes die out,
the life of the network is over. Often there is a tradeoff between lifetime and opti-
mization of coverage area [3]. Apart from this, there are other several challenges that
a Wireless Sensor Network faces, such as unreliability and unavailability of nodes,
the presence of obstacles and irregular nature of network, etc. Various technologi-
cal advancements have been made for example, controlling the locations of mobile
nodes so as to maximize the probability of detecting randomly occurring events in
real time scenarios such as mission space or any military or civilian mission [4].

In certain applications like monitoring of Volcanoes, Battlefields, Rough terrains,
Wildlife etc., the deployment is done aerially [2]. In such scenarios certain number of
nodesmay fail or getwasted [5] due to the presence of obstacles in the communication
path. Although there has been a vast amount of research work in the area of wireless
sensor networks, as per our knowledge there are a fewwhich consider the deployment
in the presence of obstacles. An obstacle model for simulation of wireless sensor
network by characterising different sizes of obstacles has been proposed in [6]. An
obstacle mobility model for mobile ad hoc networks is also proposed in [7].

Our work takes into consideration the presence of obstacles in the deployment as
well as calculation of the lifetime of wireless sensor network depending on various
parameters like the probabilities of selection of clusterhead, sizes and positions of
the obstacles.

In a wireless sensor network, the nodes gather information from the surrounding
area and transmit the processed data in the form of packets. Each packet consists of a
fixed number of bits. A cluster based approach [8] is chosen for efficient utilization of
energy and to extend the lifetime of the network. The sensor nodes group themselves
into clusters and a sensor node from each cluster is chosen as the cluster head. All
the sensor nodes in a cluster transmit information to the cluster head which then
transmits it to the base station or a sink. This saves energy as compared to individual
transmission of packets from nodes to the base station [8, 9].

One of the most established work is Low Energy Adaptive Clustering Hierarchy
(LEACH) protocol [9] which uses a probabilistic model to select the cluster head.
The cluster head is selected every round. Based on this protocol, we have stressed
upon the following cases:

i. The effect of probability of cluster head selection in the presence of obstacles.
Increasing the probability of a sensor node being selected as cluster head directly
affects the number of total clusters in our network [8].

ii. Presence of obstacles in the network may lead to the wastage of the nodes [11].
If deployment is aerial then the nodes that fall on the area of obstacle do not
collect any data [2]. The wastage of nodes causes a change in the total amount
of information gathered and hence, the energy consumption is different from
obstacle-less scenario.

iii. In case of manual deployment there is a prior knowledge of the areas where the
obstacle is present. Therefore, if the number of nodes and the area of deployment
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is kept fixed there is an increase in the sensor node density as the size of obstacle
increases. The effect of the change in position of obstacles (size being the same)
may/may not alter the lifetime.

In this paper, Sect. 2 discusses our proposed model for node deployment and the
algorithm, Sect. 3 deals with the effect of various parameters on the lifetime and are
shown in 3 sub sections. The results obtained are summarized in Sect. 4.

2 Proposed Model for Node Deployment

In our work, we have assumed a large number of sensor nodes deployed in fixed
area which contain obstacles. The deployment is in unattended area and in a random
fashion. All the nodes are capable of sensing data and transmitting it.

It is based on the LEACH protocol [9]. The model is probabilistic and the cluster
head is selected every round according to a fixed probability [8, 9]. The following
assumptions have been made:

1. After random deployment the position of all the sensor nodes and the base station
is kept fixed.

2. All the sensor nodes are homogeneous in nature, i.e. they have same initial
energies and similar sensing radius.

3. The sensor nodes which lie on the area of obstacle are assumed to be wasted, i.e.
they are not capable of gathering or transmitting any information [4].

4. The Obstacles that are dealt with are rectangular in shape.

Normally, in traditional LEACH protocol [9], nodes organize themselves into
clusters where few of them having highest energies (advanced nodes) are selected as
the cluster heads of the respective clusters with a certain probability. The probability
actually helps in deciding the total number of clusterheads existing in a particular
round. Due to the presence of the obstacle, no node can make cluster with any other
node across an obstacle in the path.

Initially, clusterhead is selected randomly. The energy of clusterhead depletes
faster than a normal node. Now, in the next cycle when advanced nodes are again
selected, the chance of any previous clusterhead being selected again decreases. In
our case, if a sensor node X requires some amount of energy to transmit data to
sensor node Y, then Y requires same amount of energy to transmit the same amount
of data from Y to X.

Main advantage of this kind of protocol is that the individual nodes don’t need
any control signal from base station and also the knowledge of the global network
layout. Instead, they function just by communicating with their cluster head which
then communicates with the centralized base station.

Energy Calculation

The energy required for the circuitry for transmission of bit Etx is same as that
required for by the circuitry for reception Erx. Also some of the energy is required
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Table 1 Energy abbreviations and values in joules

Initial Energy Eo 0.5 Joules

Transmission energy ETX 50×10−9 Joules

Transmission energy ERX 50×10−9 Joules

Transmit Amplifier Energy Efs 10×10−12 Joules

Amplification Energy Eamp 0.0013×10−12 Joules

Data Aggregation Energy EDA 5×10−9 Joules

for data aggregation. It is denoted by EDA. Also energy is required for amplification
while transmission Eamp to maintain a certain signal level [9].

The initial energy parameters were considered as follows (Table 1).
There are various amplifiers on different levels needed for transmission, received

energy amplification etc. The Energy calculation is done on the basis of comparision
of the distance between two nodes (transmitter and receiver) with a predetermined
variable ‘do’.

do� (Efs/Eamp)1/2

Energy of a node per round is given by:
If (Distance>do)
Energy of the node�Present Energy- ((ETX+EDA) x (4000)+Eamp×4000 x
(distance)4)
If(Distance<=do)
Energy of the node�Present Energy – ((ETX+EDA) x (4000)+Efs×4000 x
(distance)2)

This calculation is kept fixed in all the rounds for which the proposed model is
run.In our case we Consider that the network stops functioning (assuming non linear
network) when 50% of the total nodes stop functioning (Half nodes dead) [4]. Many
factors like the probability of the selection of the cluster heads, Size of the obstacles,
Position of obstacles affect the Lifetime of our network. So a random deployment
database was fixed and the above said parameters of the network were varied to
observe the pattern of change in the lifetime of our network [4].

2.1 Algorithm Used for Deployment and Lifetime Evaluation

Step-1: ‘n’ Nodes are deployed randomly.
Step-2: Initial energy is associated with all the nodes.
Step-3: The number of obstacles are input by the user.
Step-4: The position of obstacles are generated randomly.
Step-5: Nodes lying on the obstacle are considered to be wasted.
Step-6: For Rounds: 1 to rmax(maximum number of rounds)
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Step-a: Cluster heads are selected on the basis of a fixed probability and
energy(considered from 2nd round).
Step-b: Clusters are formed depending on the shortest distance from a cluster head
given that no obstacle lies between the sensor node and cluster head.
Step-c: Energy Calculation (as mentioned above) is done on the basis of packets of
data to be transferred and distance.
Step-d: if Energy of node==0, Increment Dead counter (Node dead)
Step-e: Go to Step-a.
Step-7: End.

3 Effects of Various Parameters on the Lifetime
of a Wireless Sensor Network

3.1 Effect of Probability of Cluster Head Selection
on the Lifetime in the Presence of Obstacle

We assume the following deployment model shown in Fig. 1 for studying the effect
of probability on the lifetime of the network with the parameters:

Total area: 100 units×100 units
Total number of nodes: 100;
Size of obstacles: 20 units×20 units.

Fig. 1 Node deployment
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Fig. 2 Rounds versus dead nodes

Table 2 Effect of probability of cluster head selection on the lifetime of the network

Probabilty 0.05 0.1 0.2 0.3 0.5 0.7

Lifetime
(in rounds)

1178 1200 1261 1302 1388 627

The nodeswhichwere deployed on the obstacleswere considered aswasted nodes.
The model was simulated for 4000 rounds on the algorithm given above [9].
The probability of clusterhead selection in tradition LEACH is 0.1, for this the

lifetime of the network was observed to be 1200 as shown in Fig. 2. The lifetime of
the network as calculated [4] for various probabilities at p�0.05, p�0.1, p�0.2,
p�0.3, p�0.5, p�0.9 and the lifetimes are tabulated as follows: (Table 2).

Herewe observe, increase in the probability of selection of a cluster head increases
the lifetime as shown in the plot (Fig. 3). The cluster head needs to transmit a large
amount of data to base station located at distant place, so its energy gets depleted at
a much faster rate as compared to other nodes. However, increase in the probability
of a node being selected as a cluster head increases the total number of clusters in
the network. This decreases the amount of data that each cluster head will transmit
(due to the presence of fewer nodes in its cluster) decreasing the energy dissipated
by cluster heads while at the same time increasing the number of cluster heads.
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Fig. 3 Comparision of lifetime plots for different cluster head selection probabilities. Here each
coloured lines represents a particular probability as shown in the legend

3.2 Effect of Size of Obstacle on the Lifetime in the Presence
of Obstacle

For deployment we consider two obstacles of small size and gradually the size is
increased. The number of rounds vs dead nodes plot is shown in Fig. 4 (Table 3).

The major drawback of obstacles is that the area occupied by them cannot be
sensed and it wastes our nodes.We observe that increase in the size of obstacle causes
a marginal increase in the lifetime of the network till a certain limit. Increase in the
size of the obstacle causes more number of nodes being wasted so the overall number
of nodes become less. Thus, the number of packets which are transmitted become
less. Thus, Lesser energy per round will be spent in the case of larger obstacles as
compared to that of smaller obstacles. However, The number of nodes gettingwasted
during deployment increases from A to E as size of obstacle increase. This is clearly
indicated in the graph of Fig. 4.

Fig. 4 The Number of rounds versus number of dead nodes. when size of obstacle is varied.
Different colour lines show different obstacle sizes represented by A, B, C, D, E



92 P. Nayak et al.

Table 3 The lifetime (Half node dead), First node dead, Last node dead

Index Size of obstacle First node dead
(rounds)

Half node dead
(rounds)

Last node dead
(rounds)

A 10 units×10 units 1276 1813 2269

B 20 units×20 units 1275 1831 2270

C 30 units×30 units 1275 1892 2269

D 40 units×40 units 1276 2124 2257

E 20 units×70 units 1275 1911 2269

Fig. 5 Number of rounds versus number of dead nodes for different obstacle positions. Here dif-
ferent types of lines represent the dead nodes versus no. of rounds for various positions of the
obstacles

3.3 Effect of Position of Obstacle on the Lifetime
of the Network

In this case we assume an obstacle of size 20 units×70 units occupying different
positions in the samearea.Also the overall node density is kept constant. It is observed
that there is only a marginal change in the lifetime of the network for different cases.
The graphs for each case taken is compared in the Fig. 5. Pos 1, 2, 3, 4 represent 4
random positions of the obstacle D (20 units×70 units).
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4 Conclusion

An improvement of 35.5% in the lifetime of the wireless sensor network is thus
observed on increasing the probability of cluster head selection to 0.9. The larger
the number of clusters the lesser the rate of energy dissipation per cluster. In case
of variable obstacle size larger obstacles result in lower number of useful nodes.
Since the total data collected,processed and transmitted in this case is less than that
of obstacle less region, the total energy depleted per round decreases thus improving
the lifetime of the network. But the improvement is very marginal and up to some
extent. When the position of obstacle is changed keeping the size of obstacle and
number of nodes constant slight deviations occur about the average lifetime (1762.5
rounds).
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Abstract This paper presents the analysis of EmptySubstrate-IntegratedWaveguide
(ESIW) H plane horn antenna for K band application. The paper also compares the
ESIWwith Substrate-IntegratedWaveguide (SIW) technology on various parameters
formaking the horn antenna. ForK band applications, the SIWhorn antenna provides
various advantages over normal microstrip horn antenna. SIW technology is easy to
fabricate and test and it provides all advantage of the conventional waveguide horn
antenna. The SIW horn antenna is planer in design and can be easily interfaced with
planer active and passive circuits. To improve the performance of SIW, the air-filled
substrate cut is made to form ESIW, which is presented in this paper. The cut in
substrate allows less dependency of an ESIW horn antenna over dielectric losses.
The ESIWhorn antenna does not require any extra element to improve the impedance
matching at the end of the aperture; hence it shows an advantage over normal SIW
horn antenna. The ESIW horn antenna can be used to make low profile short-range
radar working in the K band.

Keywords Substrate-integrated waveguide (SIW)
Empty substrate-integrated waveguide (ESIW) · Horn antenna · Parametric study
K band · Radar · Automotive · HFSS

A. Kumar (B) · N. Muchhal · A. Chakraborty · S. Srivastava
ECE Department, Jaypee Institute of Information Technology, Sector 128, Jaypee Wish
Town Village, Sultanpur, Noida 201304, Uttar Pradesh, India
e-mail: abhay.kumar@jiit.ac.in

N. Muchhal
e-mail: nmuchhal@gmail.com

A. Chakraborty
e-mail: arnab.chk@hotmail.com

S. Srivastava
e-mail: shweta.srivastava@jiit.ac.in

© Springer Nature Singapore Pte Ltd. 2019
B. S. Rawat et al. (eds.), Advances in Signal Processing and Communication ,
Lecture Notes in Electrical Engineering 526,
https://doi.org/10.1007/978-981-13-2553-3_10

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2553-3_10&domain=pdf


96 A. Kumar et al.

1 Introduction

Empty Substrate-Integrated Waveguide is the advance version of Substrate-
Integrated Waveguide. In ESIW, the portion of the substrate is removed, which
minimized the substrate losses and hence improvement in gain for the desired fre-
quency can be seen over normal SIW antenna [1, 2]. The increase in frequency,
decrease the size of the antenna. Various technologies can be used to implement
a high-frequency application antenna. At high frequency, the microstrip antenna
shows spurious radiations, this results in a decrease of efficiency. The thin substrate
increases the impedance mismatch of the antenna substrate and the air which further
reduces the antenna gain [3–5]. To improve the result SIW technology can be used.
SIW is comparable to conventional waveguide. In SIW, parallel lines of the alterna-
tive metallic vias are sandwiched between the two metal sheets. Due to via, only TE
mode is possible [6]. The SIW can be used to implement several planar antennas for
various applications [7, 8]. As waveguide is a high pass filter, the cutoff frequency
of SIW is kept near about 19.4 GHz, so that the K band antenna design can be easily
accomplished. The horn antenna is designed to resonate between 22 and 28 GHz.
The automotive radar finds their applications in this frequency region; hence SIW
and ESIW technology is best suited for such applications. The simulation for SIW,
H plane SIW horn antenna, and H plane ESIW horn antenna is done on HFSS soft-
ware. The paper is divided into three sections. The first section discusses the SIW,
SIW horn antenna, and ESIW horn antenna design. The second portion shows the
parametric analysis of the ESIW horn antenna. The third and the last portion talks
about the comparison of SIW and ESIW horn antenna.

2 Design of SIW and Empty SIW H Plane Horn Antenna

For designing Empty SIW H plane horn antenna, it is required to design the SIW.
The waveguide is a high-pass filter so the cutoff frequency is to be set for proper
frequency resonance. Once SIW is designed, we can use it as a feeding element to
the H plane horn antenna. This section discusses SIW, SIW horn antenna, and ESIW
horn antenna design.

2.1 Substrate-Integrated Waveguide Design for Cutoff
Frequency of 19.4 GHz

The design of the SIW horn antenna starts with the design of SIW. As per the
requirement of the application, the feeding SIW to a horn antenna should have a
cutoff frequency lesser than the desired frequency. For K band application the horn
antenna should resonate between 18 and 27 GHz. We have designed our SIW to
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have a cutoff frequency of 19.4 GHz. The 19.4 GHz cutoff can be calculated from
Eq. (1). The substrate used is RT/duroid 5870 with εr � 2.33. The value of ′a′ can be
calculated by approximating the cutoff frequency. Here, ′a′ is the dimension of the
larger side of air-filled conventional waveguide. If the waveguide is dielectric filled
the dimension reduces to ′a′

d.

fc � c

2a
(1)

The dimension ′a′
d can be calculated using Eq. (2). Here,

′ε′
r is the permittivity of

dielectric filled in the waveguide.

ad � a√
εr

(2)

The dimension of SIW, i.e., aSIW can be calculated by using Eq. (3) [9, 10]. Here
′ p′ is the pitch of via and ′d ′ is the diameter of via in SIW.

aSIW � ad +
d2

0.95p
(3)

The diameter d � 1 mm and pitch p � 1.5 mm, these values are selected to
minimize the leakage across the via. The value of aSIW ≈ 5.35 mm. The guided
wavelength use in Eq. (4) can be calculated using Eq. (5) [11].

Here,

d < λg/5 and p < 2d (4)

And,

λg � 2π√
εr (2π f )2

c2 +
(

π
a

)2 (5)

The height (h) of the substrate is taken as 1.6 mm. The gain of antenna improves
with the increase in the height of the substrate. In smaller height the bandwidth is
less.

Figure 1 shows the design of SIW with various parameters. Figure 1a clearly
shows the SIW design and current distribution. The proper selection of pitch and
diameter of via does not allow the leakage of field. The cutoff frequency for TE10

mode is set at 19.4 GHz.
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Fig. 1 a SIW with current distribution. b S Parameter

2.2 H Plane Substrate-Integrated Waveguide Horn Antenna
for K Band Application

The SIWHplane horn antenna can be implemented by taking the right design of SIW
feed. The substrate is similar to SIW with the same height. The flaring angle decides
the gain as well as the frequency of operation. The gain increases with increase
in substrate height and reduced flaring angle up to a certain limit. The feed length
(L6) from the start of SIW also plays a significant role in the antenna resonance
frequency. The various horn antenna parameters can be calculated by the formula
given in Eq. (6)–(9).

Figure 2 clearly shows the various parameters of the horn antenna operating in the
K band. The parameter taken is specific for particular frequency resonance. Figure 2
also shows the current distribution across the antenna flared portion.

Table 1 gives the various parameters ofHplaneSIWhorn antenna. Fewparameters
are directly taken from theSIWparameter, the rest can be calculated using the formula
given in Eq. (6)–(9). The various parameters of the horn antenna are selected to
provide a minimum phase error [12].
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Fig. 2 The SIW H Plane Horn antenna with various parameters and current distributions

Table 1 SIW H plane horn
antenna dimension

Parameter a p d

Value (mm) 5.35 mm 1.5 mm 1 mm

Parameter L1 L2 L3

Value (mm) 9 mm 20.31 mm 35.5 mm

Parameter L4 L6 Flaring angle

Value (mm) 37 mm 3.3 mm 16.37o

L42 � L32 +

(
L2

2

)2

(6)

Flaring Angle � arctan

(
L2

2L3

)2

(7)

L5 � (L2 − a)

√(
L4

L2

)
− 1

4
(8)

L2 � √
3λL3 (9)

Figure 3 explains the behavior of H plane SIW horn antenna. The S11 parameter
shown in Fig. 3a describes the working of the horn antenna in the K band. The
pattern is directional on a plane where phi�0o and theta�90o, i.e., H-plane of the
horn antenna, as shown in Fig. 3d if the antenna is drawn on theta�90o plane.
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Fig. 3 SIW H Plane Horn Antenna. a S11 parameter. b Gain versus Frequency. c 3D E-field.
d E-field at phi�0o and 90o
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2.3 H Plane Empty Substrate-Integrated Waveguide Horn
Antenna for K Band Application

The reason to empty the substrate is to increase the gain efficiency by reducing the
substrate loss. The air-filled empty substrate helps to easily match to the free space
impedance, hence the requirement of transition at the end of the aperture is nil.

The ESIW horn antenna has four new parameters. Another parameter is similar
to SIW horn antenna mention in Fig. 2. The new parameter L7–L10 decides the
left frequency shift on S11 parameter with respect to the SIW horn antenna. The
size of the cut in the substrate also decides the amount of gain improvement on the
resonant frequency, i.e., at 23.5 and 26.4 GHz. The design of both SIW and ESIW
horn antenna are kept similar to see the improvement and the importance of each
structure.

Figure 4 and Table 2 show various parameters of an ESIW horn antenna. From
the S11 parameter given in Fig. 6a, it is clear that the horn antenna resonates at two
frequencies 23.5 and 26.4GHz. Themaximumgain that the horn antenna can achieve
is 6.45 dB as plotted in Fig. 6b. Figure 5 is a radiation pattern plot of an ESIW horn
antenna.

Fig. 4 ESIW H plane horn antenna and current distribution

Table 2 ESIW antenna dimension

Parameter L7 L8 L9 L10

Value (mm) 20 mm 6.87 mm 18 mm 20.76 mm
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Fig. 5 a 3D E field at 23.5 GHz. b E Field at 23.5 GHz

Fig. 6 a S11 parameter (minimum at 23. 5 GHz and 26.4 GHz). b Gain versus Frequency at
Phi�90 and Theta�90
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3 Parametric Study of ESIW H Plane Horn Antenna

The parametric study of Empty SIW H plane horn antenna depends upon the flaring
angle, feed length ‘L6’, substrate cut length ‘L7’ from the aperture and dimension
of feed length ‘a’.

Figure 7 shows the S11 parameter shifts toward the right-hand side while ‘a’
decreases. The best result is seen when a�5.35 mm. Figure 8 explains how the
feed length L6 affects the S11 parameter. With the increase in L6 from 2.9 mm to
3.5 mm the S11 parameter shifts toward right. One thing can also be seen that the
S11 parameter near 26 GHz, i.e., the second band shifts right while increasing the
L6.

Hence, in conclusion, as we keep on increasing the L6 the gap between the two
bands remains almost same, To get the best result out of it L6 is kept similar to SIW
horn antenna, i.e., L6�3.3 mm.

Fig. 7 Change of feed dimension ‘a’ with L6�3.3 mm and flaring angle�16.35o

Fig. 8 Variable feed length ‘L6’ and a�5.35 mm and flaring angle�16.35o
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Fig. 9 Effect of flaring angle with a�5.35 mm, L6�3.3 mm

Fig. 10 S11 parameter for change in L7

Figure 9 explains the resultant change in the S11 parameter while decreasing the
flaring angle. It can be seen from the Fig. 9 that the S11 parameter shifts left while
decreasing the flaring angle. The best result can be seen at flaring angle�16.35o. The
flaring angle changes from 14.93o to 18.43o.The last change in the design that affects
the resonant frequency drastically is the change of L7, i.e., the increase and decrease
of the substrate cut. Figure 10 explains the nonlinear trends in S11 parameter with
the increase in the dimension L7.

4 Results

To compare the SIW and ESIW horn antenna, we have plotted S11 parameter and
gain versus Frequency curve.
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Fig. 11 S11 parameter comparison SIW and ESIW Horn antenna

Fig. 12 Gain versus frequency comparison of SIW and ESIW horn antenna

The Fig. 11 explains the effect of removing the substrate from SIW horn antenna.
The removal of the substrate shifts the S11 parameter to the left-hand side. Thismeans
for the same cutoff frequency the size of the antenna is increased. The impedance
matching in case of SIW horn antenna is less when compared to ESIW horn antenna.

Figure 12 shows the gain versus frequency plot. It is clearly visible that for the
resonance frequency 23.5 GHz the gain of ESIW is 0.8 dB greater than the SIW horn
antenna and at 26.4 GHz the gain of both antennas is similar.
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5 Conclusion and Future Scope

The ESIW horn antenna is a better method for high gain front end antenna design
in an automotive radar application. The ESIW provides better results equivalent to
the conventional waveguide horn antenna. The ESIW is easy to fabricate and light
in weight hence can be easily installed in the vehicle. Further work can be done with
the different design of substrate cut and its analysis.
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Abstract In this paper, we have compared the performance of DWT OFDM and
FFT OFDM. The DWT OFDM can act as a possible substitute for the Fast Fourier
Transform (FFT) as there is no requirement of Cyclic Prefix due to the overlap-
ping properties of DWT. This satisfies the orthogonality principle with the ideal
reconstruction of the signal. Discrete Wavelet Transform (DWT), which is the basis
of DWT OFDM, has many beneficial characteristics over FFT OFDM. Simply by
replacing the FFT block with DWT in OFDM system, an improvement in perfor-
mance has been detected which creates a new DWT-based OFDM system. Our sim-
ulation result shows that DWT OFDM system is superior to FFT OFDM in terms
of PAPR by up to 2.3 dB with an affordable decrease in overall complexity of the
system.

Keywords Orthogonal frequency division (OFDM) · DWT OFDM
Wavelet transform · PAPR · Cyclic prefix · Low complexity

1 Introduction

Multi-carrier Orthogonal Frequency-Division Multiplexing (OFDM) scheme uses
parallel processing techniques, allowing simultaneous data transmission over a very
closely spaced orthogonal subcarrier signal with an overlapping spectrum. With
the addition of guard interval and cyclic prefix, it provided better orthogonality in
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transmission channels affected by multipath propagation. An OFDM Transmitter
System uses Inverse Fast Fourier Transform (IFFT), whereas an OFDM Receiver
System uses Fast Fourier Transform (FFT). Some advantages of an OFDM System
include an improved Bandwidth efficiency, narrowband interference, higher spectral
efficiency and resistance to frequency selective fading with low computation [1].
But have major issues like low resistance to Inter Carrier Interference (ICI) and Inter
Symbol Interference (ISI), wastage of bandwidth as cyclic prefix insertion is needed,
higher side lobes with increased time and frequency synchronization issues and high
Peak to Average Power Ratio (PAPR) of the system [2].

The Wavelet Transform based OFDM is a new technique which is implemented
here by using DWT. Here, we do not require adding of cyclic prefix as the DWT has
good robustness against ICI and ISI due to the finite length of its subcarriers. DWT
has lower side lobes, when we transmit these side lobes it results in increasing the
spectral and reduction of implementation complexity of the OFDM system. DWT
OFDM is then compared with FFT OFDM for further reductions in PAPR.

The rest of the paper is organized as follows: Sect. 2 summarizes the conventional
FFT OFDM System. Section 3 gives the DWT OFDM System. Section 4 evaluates
the obtained performance to verify the robustness and feasibility of the presented
analysis and finally, the conclusion is presented in Sect. 5.

2 Fast Fourier Transform OFDM (FFT OFDM)

The Orthogonal Frequency-Division Multiplexing (OFDM) is a technique used to
alleviate frequency selective channels, where channel bandwidths (W) is divided into
M lower rate data stream, which are transmitted simultaneously bymany subcarriers.
The bandwidth of each subcarrier, i.e., W/M is smaller than the coherence bandwidth
Bc. The channel is considered as a flat fading channel as W/M is much smaller than
the Bc. The subcarriers in the OFDM system are overlapping due to its principle of
orthogonality. Orthogonality for OFDM signal is expressed as

1

T

T∫

0

ej2πfat × e−j2πfbtdt �
{
0 ∀ a �� b

1 ∀ a � b
, (1)

Taking discrete samples whose sampling instances are at time t � mTs �
mT
M , m � 0, 1, 2, 3 . . . ., M − 1. The time domain representation is given as

1

M

M−1∑
a�0

e
j2πa
T mTs × e

− j2πb
T mTs � 1

M

M−1∑
a�0

e
j2π(a−b)

M m �
{
0 ∀ a �� b

1 ∀ a � b
, (2)
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Effective utilization of the frequency spectrum through overlapping subcarriers
without interference with being orthogonal to each other making them totally differ-
ent from one another acts as an advantage in OFDM communication systems.

2.1 OFDM Transmitter

FFT based OFDM transmitter is shown in Fig. 1, U [n] is a stream of binary digits.
Initially, this stream is serial which is changed into M parallel streams by demulti-
plexing. Each of these streams is converted to a symbol stream, after which IFFT
performed on these set of symbols which results in complex time-domain samples
of the signal. These are then converted using digital-to-analog converters (DACs) to
analog domain at the carrier frequency f c. The transmission signal u(t) is obtained
by summation of the analogs.

The OFDM symbol duration is Tu seconds. The time domain representation with
the inverse Fourier transformed and with time interval as Tu � MT the spectrum is
denoted as

Tu � 2π

�ω
⇔ �ω � 2π

Tu
� 2π� f, (3)

Using the above equation, the Fourier series spectrum for sth OFDM symbol is
given as

Us(ω) �
M−1∑
a�0

Us[a]δc(ω − a�ω), (4)

Its time domain representation is

Fig. 1 Block diagram of FFT OFDM
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Fig. 2 Cyclic prefix for FFT-based OFDM

u(t) � 1√
Tu

M−1∑
a�0

Uae
j2π fa t , 0 ≤ t ≤ Tu, (5)

2.2 Guard Interval and Cyclic Prefix

OFDM system uses low symbol rate modulation; therefore, the ISI in multipath
propagation is lower as compared to single path propagation. We can take advantage
of this feature and can transmit many low symbol rate streams in parallel rather than
transmitting one high symbol rate stream in serial. Guard interval is added as shown
in Fig. 2, between each OFDM symbol, as OFDM symbols are long and cause ISI,
adding guard interval reduces the effect of ISI. OFDM reduces time synchronization
sensitivity hence the pulse shaping filter is not needed.

However, the addition of guard band makes problem in the orthogonality of the
carriers and introduces another problem ICI. The cyclic prefix is a methodology to
resolve ICI. The cyclic prefix consists of the latter part of an OFDM symbol which is
added to the signal along with guard interval and is then transmitted by the system.
This ensures continuity in the signal as well as orthogonality between carriers. In
each multipath propagation, when an OFDM receiver performs FFT demodulation, a
cyclic prefix is required so that it can be integrated over an integer number of sinusoid
cycles.

2.3 Peak-to-Average Power Ratio (PAPR)

Anumber of independent subcarriers whichmake up anOFDM signal are modulated
and when added up with same phases, result in large peak values as these symbols
across the subcarriers are added up. These high instantaneous power peaks are very
high compared to the mean swing, the amplifier moves to a nonlinear region. The
property of orthogonality is lost and the synchronization problem occurs when the
system performs non-linear amplification and would result into extreme inter carrier
interference. Hence high PAPR leads to Inter Symbol Interference (ISI), due to
amplifier saturation [3, 4]. The PAPR for OFDM transmitter signal u(t) is given by
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the ratio of the maximum instantaneous power (maximum
[|u(t)|2]) and the average

power (E{|u(t)|2}). By definition,

PAPR � Ppeak

Pavg
� maximum

[|u(t)|2]
E

{|u(t)|2} , f or 0 ≤ t ≤ MT (6)

Here, T is symbol period. The probability that the PAPR of a certain data block
exceeds a given threshold is measured by the Complementary Cumulative Distribu-
tion Function (CCDF) is given as

Probabili t y(PAPR > z) � 1 − (1 − e−z2 )M , (7)

3 Wavelet Transform

Wavelet means a “small wave”, and is defined as a group of small waveforms that
are nonzero for a given limited time period, i.e., oscillatory shapes. Wavelet analysis
is an extension of Fourier analysis, but representation of brief, unpredictable and
nonstationary signals is much more difficult in Fourier analysis [5]. The Continuous
Wavelet Transform of a signal u(t) is given as the sum of all signal time multiplied
by scaled and shifted by versions of the wavelet ϕ(t). This is expressed as

γ (e, f ) � 1√
e

∞∫

−∞
u(t)ϕ∗

(
t − f

e

)
dt, (8)

where γ is the result obtained from the operation and is a collection of many wavelet
coefficients, which are functions of scale and translation. Signal reconstruction can
be obtained from inverse transform given by

u(t) � 1

Cψ

∞∫

−∞

∞∫

−∞
γ (e, f )ϕ∗

(
t − f

e

)
de

d f

|e|2 , (9)

where Cψ � ∞∫
−∞

|ψ(ω)|2
|ω| and ψ(ω) is the Fourier transform of ϕ(t).

The discrete wavelet transform examines the input signal at different time samples
and frequencies and according to that signal is decomposed into an estimated signal
which contains two coefficients which are known as “coarse” and “detailed” coef-
ficients. The type of wavelet function and scaling factor decides the nature of high
pass and low pass filters associated. The signal is decomposed in the time domain by
feeding the input signal successively into high-pass and low-pass filters of different
frequency bands. The input signal u[n] is passed through two filters at the beginning.
One of the filters is a half-band high pass filter w[n] which blocks all frequencies
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that are lower than half of the maximum frequency. The other filter is a half-band
low-pass filter v[n] which blocks all the frequencies that are more than half of the
maximum frequency. The later filter which is low pass halves the resolution and do
not change the scale. Then the sub-sampling of the input signal is done by two. This
decomposition of the input signal can be mathematically expressed as

yhighpass[k] �
∑
n

u[k]w[2k − n] and ylowpass[k] �
∑
n

u[k]v[2k − n], (10)

where, yhighpass[k] and ylowpass[k] represent the high pass and lowpass filter’s output,
respectively.

3.1 Discrete Wavelet-Based OFDM System (DWT OFDM)

DWT based OFDM system is shown in Fig. 3, in Discrete Wavelet-based OFDM
(DWTOFDM), “WaveletCarriers”, obtained bydiscretewavelet transformwhich are
orthogonal in nature, replaces the “time domain windowed complex exponentials”,
obtained by Inverse Fast Fourier transform, at different positions on the time axis (h)
as well as scales (g).

The “Wavelet’sMother”, denoted byψ(t), is a unique functionwhich is translated
and dilated which generates the following function

ψg,h(t) � 2−g/2ψ
(
2−gt − h

)
, (11)

Fig. 3 DWT based OFDM block diagram
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Time location (h) and scale index (g) [6] ensure the principle of orthogonality for
these carriers as they exhibit better frequency behavior of signal which is localized
in time domain i.e. “time frequency localization”. The principle of “Orthogonality”
is attained by producing the wavelet family members, according to Eq. (11)

ψg,h(t), ψm,n(t) �
{
1, i f g � m and h � n

0, otherwise
, (12)

If infinite number of scales g ∈ Z are taken then these functions contain the
orthonormal basis of L2(R). A scaling function ϕ(t) is used to obtain a finite number
of scales. DWT OFDM symbol r(t) gives us the weighted sum of wavelet and
these scale carriers, as expressed in the equation below which represents the Inverse
Wavelet Transform (IDWT) [7].

r(t) �
∑
g≤G

∑
h

wg,h(t)ψg,h(t) +
∑
h

aG,hϕG,g(t), (13)

where wavelet coefficientswg,h and approximation coefficients aJ,h are examined by
the IDWT modulator. The scale with the poorest time resolution and best frequency
localization for these carriers are represented byG [8]. AsDWTOFDM scheme does
not need CP; therefore, they enhance the spectral efficiency and bandwidth efficiency
by up to 20% since there is no use of an overhead.

3.2 Computational Complexity

The DWT algorithm does an up-sampling by a factor of 2 with wavelet coefficients
wg,h and approximation coefficients aG,h , respectively, by a low passband filter v and
high passband filter w. Considering the length of filters h and g as K, the numbers
of multiplications are 2M

2 log2M and the numbers of additions are Mlog2M , the
W-OFDM system has a complexity of O(Mlog2M) [9]. Knowing the complexity
of FFT OFDM as O(Mlog2M), the number of multiplications are M

2 log2M and
number of additions as (Mlog2M). The complexity decreases in W-OFDM further
due to the removal of Cyclic Prefix.

4 Simulation Results

The PAPR values and simulation parameters are given in Tables 1 and 2 respectively.
The PAPR is observed to be reduced by a significant value. The DWT implemented
was of Daubechies family (db1) which helped in further decreasing the PAPR value
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Fig. 4 Simulation result plot of CCDF versus PAPR

Table 1 PAPR values at different CCDFs

CCDF 10−4 (dB) 10−3 (dB) 10−2 (dB) 10−1 (dB)

PAPR of FFT OFDM 10.9 10.15 9.125 7.9

PAPR of DWT OFDM 8.6 8.21 7.815 7.1

Table 2 Considered parameters while simulation

S. no Parameters FFT based OFDM DWT based OFDM

1. Number of bits per symbol 52 52

2. Number of bits 10,000 10,000

3. FFT/DWT size 64 –

4. Modulation type QAM QAM

5. Number of subcarriers 1200 1200

6. Cyclic prefix use Yes No

compared to the IFFT block. The plot of CCDF versus PAPR for DWT as well as
IFFT can be seen in Fig. 4. For example at CCDF 10−4 the FFT OFDM system has
PAPR 10.9 dB and DWT OFDM has a PAPR of 8.5 db.
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5 Conclusion

TheDWT-basedOFDM is provided as a substitute to the FFT-basedOFDMfor PAPR
reduction, without the use of Cyclic Prefix and Guard Interval which cuts back the
PAPR by 2.3 dB over the conventional FFT OFDM at a CCDF 10−4. Theoretical
analysis and simulation outcome show the proposed scheme outperforms the FFT
OFDM scheme in the PAPR discount performance with an affordable computational
complexity decrease because of removal of Guard Band & Cyclic Prefix insertion
block and hence increases the rate of OFDMblock and shows a superior performance
of DWT over the FFT OFDM in terms of spectral efficiency and bandwidth usage
without decreasing the bandwidth efficiency.

References

1. Han, S.H., Lee, J.H.: An overview of peak-to-average power ratio reduction techniques for
multicarrier transmission. IEEE Wirel. Commun. 12(2), 56–65 (2005)

2. Han, S.H., Lee, J.H.: PAPR reduction of OFDM signals using a reduced complexity PTS tech-
nique. IEEE Signal Process. Lett. 11(11), 887–890 (2004)

3. Jiang, T., Wu, Y.: An overview: peak to average power ratio reductions techniques for OFDM
signals. IEEE Trans. Broadcast. 54(2), 257–268 (2008)

4. Sharma, P.K., Basu, A.: Performance analysis of peak to average power ratio reduction for wire-
less communication use OFDM. In: International conference on advances in recent technologies
for wireless communication using OFDM signals, pp. 89–95 (2010)

5. Saad,W., El-Fishawy, N., El-Rabaie, S„ Shokair, M.: An Efficient Technique for OFDMSystem
Using Discrete Wavelet Transform. Springer, Heidelberg, pp. 533–541 (2010)

6. Dilmaghani, R., Ghavami, M.: Comparison between wavelet-based and fourier-based multicar-
rier UWB systems. IET Commun. 2(2), 353–358 (2008)

7. Lee, J., Ryu, H.G.: Performance comparison between wavelet-based OFDM system and iFFT-
based OFDM system. In: 2017 International Conference on Information and Communication
Technology Convergence (ICTC), Jeju, pp. 957–960 (2017)

8. Abdullah, K., Mahmoud, S., Hussain, Z.M.: Performance analysis of an optimal circular 16-
QAM for wavelet based OFDM systems. Int. J. Commun. Netw. Syst. Sci. 2(9), 836–844 (2009)

9. Burrus,C.S.,Gopinath,R.A.,Guo,H.: Introduction towavelets andwavelet transforms, pp. 1–55.
Prentice Hall, Upper Saddle River (1998)



Slot Integrated Folded Substrate
Integrated Waveguide Bandpass Filter
for K Band Applications

Nitin Muchhal, Tanvi Agrawal, Abhay Kumar, Arnab Chakraborty
and Shweta Srivastava

Abstract This paper proposes the study and analysis of various slot loaded folded
substrate integrated waveguide band pass filter for K-band applications. Three pro-
totypes of filer are simulated and analyzed with different resonant slot lengths for
enhancing the impedance bandwidth. By incorporating a slotted structure of I shape
geometry at middle of central septum, the filter achieves the maximum bandwidth
of 4.33 GHz (20.8–25.13 GHz) with FBW of 18.89%. Further it achieves compact
size by virtue of its folded nature which reduces its width by half.

Keywords Folded SIW · I slot · Wide bandwidth · Compact size

1 Introduction

In recent times, the communication systems are expanding rapidly to higher fre-
quency ranges and there has been tremendous growth, demand, and immense
prospects in microwave region (bands) especially X, Ku, and K bands. K band’s
microwave domain is used for radar and satellite applications [1] whereas the part in
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the infrared domain is used for astronomical observations. The conventional rectan-
gular waveguide (RWG) have benefits of possessing high Q and low loss. However,
they are tedious to design, integrate with planar circuits, and expensive in mass pro-
duction. Also, higher frequencies prevent the application of planar technology due
to high transmission losses. The prospective solution for overcoming this problem
at higher frequency is substrate-integrated waveguide (SIW) technology [2]. SIW
technology is becoming the future technology for planar transmission line as it takes
the benefit of easy integration and compact size in comparison to the traditional
microstrip structures [3].

The present paper proposes the design ofwideband and compactBPFusingFolded
SIW technology for K band. There are various methods which are being used to
increase the bandwidth of substrate integrated waveguide bandpass filter. Jin et al.
[4] designed a wideband bandpass filter for the RFID system by coupling the CSRR
ring with SIW structure. Chen et al. [5] proposed a novel multiple-mode resonator
(MMR) to achieve a wide passband of operation. He designed MMR by etching
U-shape slots on the upper layer of SIW cavity with. Fahraji et al. [6] proposed a
wideband bandpass filter for millimeter-wave by cutting slots in a rectangular shape
on the upper metallic plane of SIW cavity and achieved wide bandpass response.
Recently Liu et al. [7] proposed a bandpass filter by integrating modified dumbbell-
defected ground structure (DGS) cells with substrate integrated waveguide (SIW)
and achieved a wide band of operation.

2 Design of Folded Substrate-Integrated Waveguide
(FSIW)

SIW has several benefits such as lightweight, less leakage losses, better invulner-
ability to electromagnetic interference, etc. However, compared with stripline or
microstrip components, SIW has the disadvantage of larger width for same circuits.
To overcome this problem, the concept of Folded Substrate Integrated Waveguides
(SIFW) was introduced by [8]. To miniaturize the SIW components, various tech-
niques have been reviewed by [9]. The design equations [10] for a substrate integrated
waveguide (SIW) are:

The equivalent width of dielectric-filled rectangular waveguide

WEQ � c

2fc
√

εr
(1)

Width of SIW

WSIW � WEQ +
D2

0.95P
(2)

In addition to selecting P and D, following inequalities should be satisfied
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(a)

(b)

Fig. 1 a Top view of FSIW. b Side view of FSIW

P < 4D andP <
λ0

2

√
εr (3)

For the design of a SIW for K band with cut off frequency fc �18 GHz, dielectric
constant εr �2.55 and height of SIW, H�1.6 mm, the design parameters are found
as P�1.2 mm, D�0.80 mm and WSIW �7.20 mm. Figure 1a, b shows the top and
side view of a (C type) folded SIW with the transition. Here, WFSIW is the width of
folded SIW which reduces to half of conventional SIW, LFSIW is length of FSIW and
G is the gap between themiddle conductive septum and the right sidewall. Therefore,
design parameters of folded SIW (FSIW) are WFSIW �3.60 mm, HFSIW �3.2 mm,
G�1.1 mm, LFSIW �19 mm, length of rectangular transition LT �4 mm, width of
transition WT �1.4 mm.

Figure 2 compares the return loss and insertion loss curves of SIW and FSIW.
From the figure, it is evident that FSIW has the similar high-pass performance as
SIW with the same cut-off frequency.

3 Filter Design with Various Slot Shapes

Since FSIW has the same high-pass performance as SIW and the band-pass function
can be realized by introducing narrow slots on the central metal septum of the FSIW.
In this paper, three filters with different slot shapes and sizes are analyzed for band-
width and return loss. The proposed filters are simulated using EM simulator HFSS
by taking dielectric substrate (Arlon Cuclad 250GT) having dielectric constant 2.55,
loss tangent 0.0018 and height 3.2 mm. The dimension of the slot is taken in terms
of λ0, where λ0 is the free space wavelength in mm. Figure 3 shows the geometry
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Fig. 2 Comparison of S parameters of SIW and FSIW

Fig. 3 Folded SIW with rectangular slot on the central septum

Fig. 4 Folded SIW with T shaped slot on the central septum

of the first prototype with basic rectangular slot embedded in the central septum of
FSIW. It consists of a rectangular slot of length L1�8 mm (0.5 λ0) and width W1�
1 mm (0.0625λ0). The dimensions are concluded after a parametric analysis of the
slot size for optimum performance. For the second design, a vertical slot is added
to the left side of the horizontal slot which forms a T slot as depicted in Fig. 4. The
optimum dimensions of the vertical slot are found as: Length L2�0.40 mm (0.025
λ0) and widthW2�1.6 mm (0.1 λ0). In the third and final design, one more identical
vertical slot of the same dimension is introduced at the right end of the horizontal slot
to form an I shape structure as shown in Fig. 5. This design with a wide middle slot
has high bandwidth. This shape provides a suitable number of degree of freedom.
Further, it achieves the desired electromagnetic effect and optimizing the frequency
response of the microwave component [11].
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Fig. 5 Folded SIW with I shaped slot on the central septum

4 Results and Discussion

The three prototypes of folded SIW filter with different slot shapes are simulated and
analyzed using HFSS [12]. Figure 6a, b shows the S parameter response and current
distribution of basic rectangular slot FSIW bandpass filter. From Fig. 6a, it is clear
that there is a single passband due to the presence of single slot. The passband has an
absolute bandwidth of 1.18 GHz (21.12–22.30 GHz). The maximum value of return
loss is found to be −27.7 dB at 21.58 GHz. Also, the fractional bandwidth (FBW)
can be computed using the formula:

(a)

(b)

Fig. 6 a S-parameter response of rectangular slot FSIW. b Current distribution of rectangular slot
FSIW
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Fig. 7 a S-Parameter Response of T slot FSIW. b Current distribution of T slot FSIW

%FBW �
[
f2 − f1
fr

]
× 100 (4)

where f 1 and f 2 are lower and upper cut-off frequencies of the passband and f r is the
center frequency between f 1 and f 2. The % FBW using above formula is calculated
to be 5.44%.

For designing T slot, one vertical rectangular slot with length, L2�and width,
W2� is added to the left end of the basic rectangle. Since it consists of a grouping of
twodifferent slots (one horizontal and one vertical at left end) as shown in Fig. 4, it has
two passbands. Figure 7a, b shows the S parameter response and current distribution
of T slot FSIW bandpass filter. As can be seen, an additional resonance is created due
to one vertical slot introduced at the left end of the horizontal slot. The first pass band
has a bandwidth of 1.34 GHz (17.12–18.46 GHz) with FBW of 7.56% caused by the
vertical slot. The first band has a maximum return loss of −28.6 dB at 17.6 GHz.
The second passband has a bandwidth of 1.12 GHz (21.18–22.30 GHz) with FBW
of 5.14% caused by horizontal slot. The second passband has a maximum return
loss of −23.84 dB at 21.65 GHz. So, the overall absolute bandwidth with the T slot
becomes 2.56 GHz and %FBW is 12.70%. There is an enhancement in bandwidth
by 133% as compared to the previous case.
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(a)

(b)

Fig. 8 a S-Parameter Response of I slot FSIW. b Current distribution of I slot FSIW

For making an I slot, three slots (one horizontal and two vertical slots at two ends)
are joined together as shown in Fig. 5. Figure 8a, b shows the S parameter response
and current distribution of I slot FSIW bandpass filter. In this filter, there is one
additional resonance created in vicinity of second passband due to the presence of
rightly placed vertical slot. These twobands overlapwith each other and also combine
with the first band to get a wider response [13]. As it is evident, it has bandwidth of
4.33 GHz (20.8–25.13 GHz) with FBW of 18.89%. Due to three slots, it has three
resonances with return losses of values −32.5 dB, −28.48 dB and −21.83 dB at
resonant frequencies of 21.85, 23.88, and 24.20 GHz respectively. There is an overall
improvement in impedance bandwidth by 48.6% as compared to T slot FSIW and
247% as compared to basic rectangular slot (Table 1).

5 Conclusion

From the detailed simulation study and analysis of three prototypes of folded SIW,
it is found that the impedance bandwidth of Folded SIW can be enhanced from 5.44
to 18.89% by loading I shaped slot on middle conductive septum. As the number of
slots is added to the structure, its impedance bandwidth enhances due to additional
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Table 1 Result summary

Slot shape No. of bands Overall FBW (%) Return loss

Rectangular slot 1 5.44 −27.7 dB at 21.58 GHz

T slot 2 12.70 −28.6 dB at 17.6 GHz
−23.84 dB at 21.65 GHz

I slot 1 18.89 −32.5 dB at 21.85 GHz
−28.48 dB at 23.88 GHz
−21.83 dB at 24.2 GHz

resonance created by the resonating slots. The single band of rectangle slot FSIW is
converted into dual bands by loading T-slot and the dual bands are converted again
into the single band by embedding I slot with the highest impedance bandwidth. The
proposed filters are simple in their geometry and small in size.

References

1. Pachiyaannan, M., Prasanna Venkatesan, G.K.D.: Dual-band UWB antenna for radar applica-
tions: design and analysis. In: 8th International Conference on Computational Intelligence and
Communication Networks (CICN) Tehri (India) (2016)

2. Wu, K., Deslandes, D., Cassivi, Y.: The substrate integrated circuits - a new concept for high-
frequency electronics and optoelectronics. In: 6th International Conference on Telecommuni-
cations in Modern Satellite, Cable and Broadcasting Service, 2003 TELSIKS (2003)

3. Bozzi, M., Georgiadis, A., Wu, K.: Review of substrate-integrated waveguide circuits and
antennas. IET Microw. Antennas Propag. 5(8), 909–920 (2011)

4. Jin, J., Yu, D.: Substrate integrated waveguide band-pass filter with coupled complementary
split ring resonators. In: 2014 XXXIth URSI General Assembly and Scientific symposium
(URSI GASS), Beijing, China (2014)

5. Sen Chen, R., Wong, S.-W., Zhu, L.: Wideband bandpass filter using U-slotted Substrate Inte-
grated Waveguide (SIW) Cavities. IEEE Microw. Wireless Compon. Lett. 25(1), 2015

6. Hosseini-Fahraji, A., Mohammadpour-Aghdam, K., Faraji-Dana, R.: Design of wideband
millimeter-wave bandpass filter using substrate integrated waveguide. In: IEEE Iranian Con-
ference on Electrical Engineering (ICEE), Shiraz, Iran (2016)

7. Liu, C., An, X.: A SIW-DGS wideband bandpass filter with a sharp roll-off at upper stopband.
Microw. Opt. Technol. Lett. 59(4), 789–792 (2017)

8. Izquierdo, B.S., Young, P.R.: Substrate integrated folded waveguides (SIFW) and filters. IEEE
Microw. Wireless Compon. Lett. 15(12), 829–831 (2005)

9. Muchhal, N., Srivastava, S.: Review of recent trends on miniaturization of substrate integrated
waveguide (SIW) components. In: 3rd IEEE International Conference on Computational Intel-
ligence and Communication Technology (CICT), ABES Ghaziabad, India (2017)

10. Kordiboroujeni, Z., Bornemann, J.: Designing the width of substrate integrated waveguide
structures. IEEE Microw. Wireless Compon. Lett. 23(10), 518–522 (2003)

11. Garg, R., Bahl, I., Bozzi, M.: Microstrip Lines and Slotlines. 3rd Edn., Artech House
12. HFSS user manual
13. Sameena,N.M.,Konda,R.B.,Mulgi, S.N.:Anovel slot for enhancing the impedance bandwidth

and gain of rectangular microstrip antenna. Prog. Electromagn. Res. C 11, 11–19 (2009)



Mutation-Based Bee Colony
Optimization Algorithm for Near-ML
Detection in GSM-MIMO

Arijit Datta, Manish Mandloi and Vimal Bhatia

Abstract Generalized spatial modulation multiple-input multiple-output (GSM-
MIMO) is a promising technique to fulfil the ever-growing need for high data rates
and high spectral efficiency for 5G and beyond systems. Maximum likelihood (ML)
detection achieves optimal performance for GSM-MIMO systems. However, ML
detection performs an exhaustive search and hence, ML have intractable exponential
computational complexity. Hence, low complexity detection algorithms are needed
to be explored for reliable detection in GSM-MIMO systems. In this paper, a novel
and robust GSM-MIMO detection algorithm are proposed based on artificial bee
colony optimization with mutation operator. Simulation results validate that the pro-
posed algorithm outperforms minimum mean square error detection and achieves
near-ML bit error rate performance for GSM-MIMO systems, under both perfect
and imperfect channel state information at the receiver.

Keywords Artificial bee colony · Mutation · Generalized spatial modulation
MIMO detection · Maximum likelihood

1 Introduction

Multiple-input multiple-output (MIMO) systems are the key technology for 5G and
beyond systems due to their advantages of high spectral efficiency, high throughput,
and enhanced link reliability as compared to Single-input single-output (SISO) sys-
tems [1]. These advantages of MIMO are achieved by employing multiple numbers
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of antennas at the transmitter and receiver. Hence, multiple radio frequency (RF)
chains are needed to be maintained at both the transmitter and receiver. RF chains
are generally expensive as compared to antennas [2]. As a consequence, MIMO sys-
tems face issues of high maintenance cost, hardware complexity, and inter-antenna
synchronization.

One of the cost-effective solutions to resolve the above issues associated with
conventional MIMO is to use Spatial Modulation (SM) [2]. SM-MIMO is a multiple
antenna approach, which employs the index of the active transmit antenna to transmit
additional information bits. Hence, SM-MIMO ismore robust to Inter-Channel Inter-
ference (ICI) than conventional MIMO systems [2]. However, SM-MIMO utilizes
only one active transmit antenna in each time slot. As a consequence, the through-
put of SM-MIMO is limited by the base-two logarithm of the number of transmit
antenna and hence, it yields low spectral efficiency as compared to conventional
MIMO systems when the numbers of transmit antennas scale up in the system.

To tackle the issue of low spectral efficiency of SM-MIMO, Generalized Spa-
tial Modulation MIMO (GSM-MIMO) is introduced [3]. GSM-MIMO improves the
spectral efficiencyof SM-MIMObyemployingmore than one active transmit antenna
at each time slot. However, one of the challenging research problems in GSM-MIMO
is the optimal detection of transmitted symbols. Maximum Likelihood (ML) detec-
tion achieves near-optimal solution, however, ML is a nonlinear detection technique
which contains exponential computational complexity and hence, ML detection for
GSM-MIMO systems is practically unacceptable. Linear decorrelator-based detec-
tion for GSM-MIMO systems is proposed in [4]. However, the performance of the
algorithm [4] is far inferior as compared to ML detection. Hence, the design of low
complexity near-optimal detection algorithms forGSM-MIMOattracts keen research
interest among communication and signal processing community.

Since nature-inspired algorithms involve fewer complex computations, they yield
promising solutions for low complexity detection inMIMO systems [5–7]. However,
the major challenge to apply these nature-inspired algorithms in communication and
signal processing is to develop a proper updatemechanism so that the nature-inspired
algorithms do not get stuck at local minimum. Among the wide range of bio-inspired
algorithms, ant colony optimization (ACO) and particle swarm optimization (PSO)
gained prominence in MIMO symbol detection. ACO-based MIMO detection pro-
posed in [6] is sensitive to the initial solution and algorithms proposed in [7] shows
premature convergence to the local optimal solution. PSO-based MIMO detection
algorithm proposed in [5] converges prematurely and provides a suboptimal solu-
tion. Hence, nature-inspired algorithms are needed to be explored to design a low
complexity near-ML performance robust algorithm for GSM-MIMO systems.

Hence, with an eye to the advantages of nature-inspired algorithms, this paper pro-
poses a novel and robust detection algorithm for uplink GSM-MIMO systems. Since
Artificial Bee Colony optimization (ABC) [8] is found to be superior to other swarm-
based algorithms [9] due to its simplicity, ease of implementation and good explo-
ration capability, we propose an uplink GSM-MIMO detection algorithm inspired
by ABC Optimization. To the best of authors’ knowledge, this paper is the first work
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to successfully exploit the ABC algorithm for symbol detection in GSM- MIMO
systems. Main contributions of this paper are twofold, (a) a mutation operation is
introduced to improve the performance of ABC algorithm for GSM- MIMO sys-
tems and (b) a novel and robust low complexity detection algorithm is proposed
for GSM-MIMO systems. The proposed algorithm achieves near-ML bit error rate
(BER) performance. Moreover, simulation results validate the robustness of the pro-
posed detection algorithm for GSM-MIMO systems under different Channel State
Information (CSI) at the receiver.

The rest of the paper is organized as follows. Section 2 discusses the underlying
idea of ABC optimization. Section 3 represents the system model of GSM-MIMO
systems. The proposed GSM-MIMO detection algorithm is discussed in Sect. 4.
Simulation results are depicted and compared in Sect. 5. Section 6 concludes the
paper.

2 Artificial Bee Colony Optimization

ABC [8] optimization is a nature-inspired swarm-based meta-heuristic optimization
exploiting the social behaviour of honey bees. ABC consists of three groups of honey
bees, namely (a) employee bees, (b) scouts, and (c) onlookers. Employee bees are
responsible for searching and gathering food items. Scouts are those employee bees
whose searched food’s information are abandoned and search new food sources in
the region of abandoned food sources. Onlooker bees remain in the hive and check
the quality of the food items depending on waggle dances of employee bees and
loyalty decision criteria.

2.1 Assumptions

There are several assumptions for successful implementation of the ABC algorithm
in optimization problems. The decisive assumptions are listed below.

• The number of employee bees in the colony is equal to the number of food sources
in the population.

• The quality of a food source is determined by its nectar amount. Higher the nectar
amount, higher is the quality of food.

2.2 Working Principle

This subsection describes the steps involved in ABC optimization.
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Foraging Initially, employee bees come out of the hive and randomly search for
nectar-enriched food sources. If a food source is found, employee bees update their
positions using the following perturbation:

x̂(k+1)
i � x(k)

i + γ
(
x(k)
i − x(k)

j

)
, i �� j (1)

where x(k)
i denotes the position of the ith bee/food source at kth iteration and γ ∈

[0, 1]. Next, employee bees come back to the hive to inform onlooker bees about the
food using a dancing ritual called waggle dance.

Waggle Dance and Loyalty Decision The waggle dance is a special figure-of-
eight dance performed by employee bees in a special area of the hive to share the
food source information with the onlooking bees. A new food location is chosen
by the onlooker bees based on the nectar amount of the food, i.e., the value of the
objective function ζ (.) to be minimized. Onlooker bees use a selection rule called
loyalty decision to choose the present best solution based on a probability metric
given by

p(k+1)
i �

ζ
(
x(k+1)
i

)

∑N
j�1 ζ

(
x(k+1)
j

) (2)

where N is the population size. The probability metric (2) decides where employee
bee should be loyal to the food location (1).

Recruiting Process In this step, the onlooker bees engage employee bees into
searching of new food sources to improve the present solution x̂(k+1)

i . After Nitr

numbers of trails, worst solutions are abandoned and the employee bees engaged in
searching those worst solutions are declared as scouts.

3 System Model for GSM-MIMO

We consider an uplink GSM-MIMO systems with Nr receive antennas and Nt trans-
mit antennas (Nr ≥Nt). The source information bits are transmitted through only
NRF ≤Nt number of active transmit antennas after being modulated through M-
QAM constellation set A, whereNRF is the number of RF chains. ANRF ×Nt switch
connects the RF chains with the transmit antennas. Hence, onlyNRF antennas remain
active andNt −NRF antennas are silent at each time slot. The received symbol vector
y can be represented as [4]

y � Hx + n (3)

where y ∈ C
Nr×1, x ∈ C

Nt×1 are the uncoded transmitted symbol vector,H ∈ C
Nr×Nt

is complex normal channel matrix and n ∈ C
Nr×1 is the additive white Gaussian
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noise vector. The entries of H are independent and identically distributed (i.i.d)
and~CN (0, 1). The entries of n are also i.i.d and ∼ CN

(
0, σ 2

)
. Since, only NRF

antennas are active at each time slot, ‖x‖ � NRF . The system model (3) can be
formulated as

y �
∑
i∈T

hi xi + n � H̃x + n (4)

Hence, ML detection problem for GSM-MIMO is given as

(
T̂, x̂

)
� arg

T∈T
min
x∈S

∥∥∥y − H̃x
∥∥∥
2

F
(5)

where T � {T1,T2, . . . ,TN }, Ti is the set of active antenna indexes in ith Transmit
Antenna Combination (TAC) and S � ANRF×1. ‖.‖F denotes Frobenius norm. With-
out loss of generality, using QR decomposition of H �QR, ML detection problem
(5) can be formulated as

(
T̂, x̂

)
� arg

T∈T
min
x∈S

∥∥∥ỹ − R̃x
∥∥∥
2

F
(6)

where Q is an orthogonal matrix and R is an upper triangular matrix.

4 Proposed Algorithm for GSM-MIMO

This section presents the steps involved in the proposed GSM-MIMO detection
algorithm based on the social behaviour of honey bees. Numerous algorithms [8]
are proposed in the literature to mimic the intelligent social behaviour of honey
bees. However, all the above honey bee-inspired algorithm are problem specific and
have severe drawbacks while applying to optimization scenarios for communication
and signal processing. In this paper, we propose a novel GSM-MIMO detection
algorithm with a cue from ABC optimization [8] by removing the drawbacks of
conventional ABC and making it suitable for GSM-MIMO systems with a genetic
mutation operation. Crucial steps of the proposed GSM-MIMO detection algorithm
are discussed below.

4.1 Mutation-Based Foraging

Mutation [10] is a genetic operation which maintains genetic diversity and makes
candidate solution more immune to be trapped at a local minima. On the other hand,
crossover [10] is a selection operation which assures convergence. The position
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update Eq. (1) of ABC can be considered as a crossover operation with crossover
probability of γ. Hence, the conventionalABCalgorithmdoes not consider anymuta-
tion operation, which reduces the exploration and diversity of the ABC algorithm.
As a result, the ABC algorithm suffers from premature convergence to local optima
for GSM-MIMO systems. However, it is well studied in the literature that a mutation
operation is superior to crossover to avoid rapid convergence to any sub-optimal solu-
tion [11]. Moreover, we are interested to consider a real-valued 4-QAM constellation
set, hence, a mutation operation will eventually increase the convergence speed over
crossover operation for coordinate-wise minimization of the cost function (6) and we
assume that each coordinate of the food location has values either −1 or +1. Hence,
to utilize the ABC algorithm for MIMO detection with 4-QAM constellation, we
replace the Eq. (1) with a mutation-based foraging, where onlooker bees are forced
to mutate using the following update rule.

x (k+1)
i �

⎧⎨
⎩

−x (k)
i , if ζ (k)

i > r

x (k)
i , otherwise

(7)

where x (k)
i refers to the position of the ith honey bee and k denotes the iteration

number. k ≤ Nitr . r ∈ [0, 1] is a uniformly generated random number and ζ is the
probability computed by the onlookers during loyalty decision phase.

4.2 Loyalty Decision

In the proposed detection algorithm, we define the loyalty decision rule as follows.

ζ
(k)
i �

ψ
(
x (k)
i

)

∑
j∈S ψ

(
x (k)
j

) (8)

where ψ
(
x (k)
i

)
is the function to be minimized and defined as

ψ
(
x (k)
i

)
�

∣∣∣∣∣∣
ŷi −

2Nt∑
j�i+1

ri j x
(k)
j − rii x

(k)
i

∣∣∣∣∣∣

2

(9)

where rij is the element in ith row and jth column of matrix R̃ and S ∈ {−1, 1}
denotes the symbol to be detected. The proposed GSM-MIMO detection algorithm
is outlined in Algorithm 1.
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4.3 Termination Condition

To reduce the computational load on the proposed GSM-MIMO detection algorithm,
we choose a threshold Vth � 2σ 2NR [12] to terminate the algorithm using the
following termination rule
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x̂ � xBest , dth ≤ Vth (10)

where xBest is the best food location chosen so far by the onlooker bees. V �
ỹ − R̃xBest and dth � tr

(
VVT

)
. tr() denotes trace operation.

5 Simulation Results and Analysis

This section depicts and discusses the simulation results for BER performance of the
proposed detection algorithm for uplink 4×4 and 8×8 GSM-MIMO systems with
4-QAMmodulation under both perfect and imperfect CSI at the receiver.We consider
103 number of errors for averaging the simulated BER performance in MATLAB.
The TAC information is assumed to be modulated with Generalized Space Shift
Keying (GSSK) and Vth � 2σ 2NR .

Figure 1a compares BER performance of the proposed detection algorithm with
MMSE andML for 4×4 GSM-MIMO systems. As depicted in Fig. 1a, an SNR gain
of approximately 5.6 dB is achieved in the proposed GSM-MIMO detection algo-
rithm as compared toMMSE for a targeted BER of 5×10−2 for NRF�3. Moreover,
the proposed algorithm achieves near-ML BER performance for 4×4 GSM-MIMO
systems with NRF =3.

In Fig. 1b, BER performance of the proposed algorithm is illustrated for 8×
8 GSM-MIMO systems with NRF�7. It is observed that the proposed detection
outperforms MMSE with an SNR gain of 5.8 dB for a targeted BER of 6×10−2 and
achieves near-ML BER performance.

Average received SNR (dB)
0 2 4 6 8 10 12 14

B
E

R
 (

un
co

de
d)

10-3

10-2

10-1

100

Proposed, GSM-MIMO
MMSE, GSM-MIMO
ML, GSM-MIMO

Average received SNR (dB)
0 2 4 6 8 10 12 14

B
E

R
 (

un
co

de
d)

10-4

10-3

10-2

10-1

100

Proposed, GSM-MIMO
MMSE, GSM-MIMO
ML, GSM-MIMO

N
t
=N

r
=4, N

RF
=3, B=8 bpcu. 4-QAM N

r
=N

t
=8, N

RF
=7, B= 17 bpcu, 4-QAM

(a) (b)

Fig. 1 BER performance comparison for 4×4 and 8×8 GSM-MIMO systems
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Figure 2a depicts that the performance of the proposed algorithm improves with
with the increase in number of antennas andmoves towards SISO-AWGN.Moreover,
Fig. 2b shows the effect of decreasing number of RF chains in the proposed detection
algorithm. It is found thatBERperformance of the proposed algorithm improves from
3×10−4 to 1.7×10−4, when the number of RF chains is reduced from NRF �7 to
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Fig. 2 BER comparison of the proposed detection algorithm with different number of antennas
and RF chains for 8×8 GSM-MIMO systems
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Fig. 3 BER performance of the proposed detection algorithm for 8×8 GSM-MIMO system under
imperfect CSI at the receiver
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NRF �5. This BER improvement is due to the fact that Inter-Channel Interference
(ICI) decreases when the number of RF chains reduces and as a consequence, BER
performance improves.

Figure 3 considers the effect of imperfect CSI at the receiver on the proposed
detection algorithm. As shown in Fig. 3, the proposed algorithm is capable to yield
near-ML BER performance even under CSI mismatch of e�5%. This corroborates
robustness of the proposed detection algorithm.

6 Conclusion

In this paper, we propose a novel and robust detection algorithm for GSM-MIMO
systems. The algorithm is inspired by mutation-based artificial bee colony opti-
mization introduced in this paper. Simulation results reveal that the proposed GSM-
MIMOdetection algorithm achieves near-MLBER performance with less number of
bees (Nants �100). Moreover, the performance of the proposed detection algorithm
improves with an increase in the number of antennas. It concludes that the pro-
posed algorithm is capable to achieve SISO-AWGN performance when the number
of antennas is sufficiently large. This proves the suitability of the proposed detection
algorithm for low complexity symbol detection in GSM-MIMO systems. Addition-
ally, to validate the robustness, the proposed algorithm is simulated under different
imperfect CSI mismatch conditions at the receiver. It is observed that the proposed
algorithm achieves near-ML performance even under considerable CSI error scenar-
ios. Hence, the proposed detection algorithm is a significant candidate for reliable
symbol detection in GSM-MIMO systems.
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Novel Substrate-Integrated Waveguide
Incorporated with Band-Pass Filter

Tanvi Agrawal, Nitin Muchhal and Shweta Srivastava

Abstract A novel substrate-integrated waveguide antenna incorporated with filter
is presented in this paper. The band-pass filter is designed using substrate-integrated
waveguide technology. The filter has a range from 11 to 11.5 GHz. A slot has been
etched on the upper layer of SIW to work filter as an antenna. The designed antenna
has awide bandwidthwith resonant frequencyof 11.4GHz.Thegain at this frequency
is 6.67 dBi. All the results are simulated in ANSYS HFSS software.

Keywords Substrate-integrated waveguide · Band-pass filter · Slot
X-band applications

1 Introduction

The fundamental concept of Substrate-Integrated Waveguide (SIW) is to synthe-
size nonplanar structures in a planar form which it is completely compatible with
other planar structures. This can be achieved by creating artificial channels [1–4].
Substrate-integrated waveguide is used as converting nonplanar structure to planar
structure. It is a technology which is dielectric-filled waveguide with metallic vias on
the sidewalls of the waveguide. These artificial wave-guiding channels are embed-
ded in planar substrate with arrays of periodic metalized vias or slots. The vias or
slots act as electrical walls for waveguides. Various Band-Pass Filters (BPFs) were
implemented with different technologies of transmission line such as waveguide [5],
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SIW [6], and microstrip [7]. A BPF is defined as that passes range of frequencies
within a band while rejecting all other set of frequencies that is outside band.

A number of works have been published using SIWwith different types of transi-
tions at input and output. In [8], Microstrip-to-SIW transitions have been presented
which is based on a simple taper. The taper here is used for converting the quasi-TEM
mode in microstrip line to TE10 mode in SIW.Wong et al. [9] designed a wide band-
pass filter by making three resonators on top metallic plane of single SIW cavity.
This was achieved by engraving slots on the top metal plane and reported insertion
loss was 1.923 dB at 140 GHz with a fractional bandwidth of 13.0%. In [10], tunable
SIW band-pass filter is designed using liquid crystals. This antenna is working in
wireless frequency range with the frequency of 2 GHz.

In this paper, a band-pass filter is designed using substrate-integrated technology.
A filter has passband range of 11–11.5 GHz. A slot has been etched out on an upper
edge of the SIW. The slot will radiate through it and it will be working as an antenna.
The antenna has a resonant frequency of 11.4 GHz with a gain of 6.67 dBi.

The antenna is designed on Roger RT/duroid substrate with ∈r �12.The basic
parameters of antenna, i.e., Gain,Radiation pattern,Current distribution andSparam-
eter are simulated in ANSYS HFSS software [11].

2 SIW Filter Design

Proposed substrate-integrated waveguide filter is shown in Fig. 1. Substrate-
Integrated Waveguide (SIW) aims to work for a cutoff frequency of 10 GHz with the
design specifications of substrate-integrated waveguide such as width of the SIW a�
15mm, center-to-center distance between themetallic vias p�2mm and diameter of
the metallic vias d�1.5 mm. These values are calculated using the design equations
of SIW given below.

Fig. 1 Proposed geometry of SIW band-pass filter with design parameters Ls�90 mm, W�
50 mm,∈r �12 h�3.2 mm, a�15 mm, p�2 mm, d�1.5 mm, W1�3 mm, and L2�10 mm
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2.1 Design Equations of Substrate-Integrated Waveguide

SIW consists of two parallel conducting arrays of via holes represented by “d”. TE10
mode is the dominant mode for wave propagation in SIW as of the conventional
rectangular waveguide [12–16]. “a” is the parameter between the two arrays which
determines the propagation constant of the fundamental mode. Similarly, parameters
“d” is the diameter of vias d and p are set so as to minimize the leakage through the
vias.

(A) The metalized via hole diameter is

d <
hg
5

(B) The spacing between the via holes is

P ≤ 2d

(C) The physical width of SIW is

weff � a − 1.08
d2

p
+ 0.1

d2

a
,

where weff is the width of the waveguide. The SIW is designed on Roger RT/Duroid
with thickness “h”�3.2 mm. Band-Pass Filter (BPF) presented here was designed
with the following parameters: center frequency f0, 11.3 GHz; fractional bandwidth
FBW, 4.5%, and passband return loss RL, 60 dB. The BPF model has been designed
using technique given in [18]. As given in [18], [20]; L is the inductance, C is the
capacitance, and J is the inverter values of the circuit. Design parameters of SIW
filter areWs �50 mm, Ls �90 mm, a�15 mm, p�2 mm, d�1.5 mm,W1�3 mm,
and L2�10 mm.

2.2 Results of SIW Filter

The substrate-integrated waveguide cavity for BPFwasmodeled to resonate the filter
at TE101 mode with a resonance frequency, f0 of 11.3 GHz using (1). The filter was
designed on a Rogers RT/Duroid substrate with ∈r �12, h�3.2 mm and µr�1.
Figure 2 shows the simulated S parameters of SIW filter. The waveport has been
assigned on both the ends of the filter (port 1 and port 2) as shown in Fig. 1. The
filter has a passband of frequencies with a range of 11–11.5 GHz, with a return loss
of maximum −60 dB, and with a negligible insertion loss.

The simulated current distribution for the filter is shown in Fig. 3. The current
distribution for the filter is calculated for two frequencies, i.e., at 11 and 11.4 GHz.
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Fig. 2 S parameter response of SIW filter showing passband range of 11–11.5 GHz

Fig. 3 Current distribution for SIW filter a 11 GHz, b 11.4 GHz

From the figure, it is clearly showing that the current is properly flowing at these
respective frequencies.

3 SIW Antenna Design Using Slots

To work this filter as an antenna, a slot has been etched on the upper surface of the
SIW filter. A slot of length Lp�12 mm andWp�1.2 mm. The slot as a space of s�
2.5 mm. This antenna is novel as they are behaving as both the filter and the antenna
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within the same band of frequencies. By etching slot at the upper surface of the SIW,
the field is radiated in the broadside direction.

3.1 Results of SIW Antenna

Figure 5 shows the simulated return loss of SIW antenna. The antenna has a resonant
frequency of 11.4 GHz with a return loss of −15 dB. It has a wide band of 200 MHz
Hence, the antenna is showing wide bandwidth. The current distribution (Fig. 6) is
calculated usingANSYSHFSS software. The E-field distribution in the figure clearly
shows that the field is radiated at the slots and hence, the filter is now working as an
antenna. Waveport is applied (port 1) as shown in Fig. 4.

Fig. 4 Proposed SIW antenna with design parameter: Lp�12 mm, Wp�1.2 mm, s�2.5 mm

Fig. 5 Return loss response of SIW antenna with a resonant frequency of 11.4 GHz
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Fig. 6 Current distribution for SIW antenna at 11.4 GHz

Fig. 7 2D and 3D radiation pattern for SIW antenna with slot at 11.4 GHz

3.2 Radiation Pattern

The radiation pattern for the SIW antenna is shown in Fig. 7. The slot etched at the
upper surface of the SIWmakes filter to radiate in the broadside direction. Hence, the
antenna is working as a broadside radiator with a gain of 6.67 dBi. The 3D radiation
pattern of the antenna is calculated using ANSYS HFSS software.
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4 Conclusion

A substrate-integrated waveguide antenna incorporated with band-pass filter is
designed in this paper. A band-pass filter has passband range of 11–11.5 GHz. To
work this filter as an antenna, a slot has been etched on the upper surface of the SIW
filter. The antenna has a resonant frequency of 11.4 GHz with a gain of 6.67 dBi.
This antenna has a both of the advantage of using same SIW to work as filter and
an antenna with a same range of frequencies. SIW technology is used to design the
filter as well as antenna.
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PAPR Reduction Analysis of OFDM
Systems Using GA-, PSO-,
and ABC-Based PTS Techniques

Alok Joshi, Aashi Garg, Esha Garg and Nayna Garg

Abstract Themajor drawback of OFDM systems is the high peak-to-average power
ratio of the transmitted signal. The paper describes the PAPR reduction and some of
the important PTS-based optimization techniques for the reduction of various factors
of complexity comprising computational, time, and space complexity, thus making
the systemmore optimized. The algorithms includeGeneticAlgorithm (GA), Particle
SwarmOptimization (PSO), Artificial Bee Colony (ABC), and Biogeography-Based
Optimization (BBO). A comparison between these optimization techniques is done.
Also, PTSmethod and the difficulty of PAPR inOFDMsystems are briefly described.

Keywords Orthogonal frequency-division multiplexing (OFDM)
Partial transmit sequence (PTS) · Peak-to-average power ratio (PAPR)
Genetic algorithm (GA) · Particle swarm optimization (PSO)
Artificial bee colony (ABC) · Biogeography-based optimization (BBO)

1 Introduction

Orthogonal frequency-division multiplexing (OFDM) is a multi-carrier modulation
system which decreases interference and noise efficiently. It has many advantages
over single-carrier modulation technique such as rapid data transmission, great spec-
tral efficiency, inclination towards flat fading, and less impact of inter-symbol inter-
ference. High Peak-to-Average Power Ratio (PAPR) at the transmitter’s output is
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the chief drawback of OFDM. Passing a high PAPR signal over a nonlinear device
causes unwanted band distortion and spectral fading [1]. In an OFDM signal, PTS
is the most effective technique with least distortion for the reduction of PAPR.

In PTS, every input block of data is divided into a number of disjoint sub-blocks
that are further multiplied by the phase factors and summed up together to yield the
transmitted sequence [2, 3]. The inverse fast Fourier transform of every sub-block is
joined to form a small PAPR OFDM signal [4].

Many evolutionary PTS-based optimizations algorithms are proposed to reduce
the number of searches including Genetic Algorithm (GA), Particle Swarm Opti-
mization (PSO), Artificial Bee Colony (ABC), and Biogeography-Based Optimiza-
tion (BBO).

The paper is structured in the subsequent ways: Sect. 2 describes the OFDM
systems and PAPR. Section 3 corresponds to the PTS technique. Section 4 accounts
for the major drawbacks of the PTS technique. All the PTS-based algorithms are
described in Sect. 5. Section 6 gives the comparison of all the algorithms and Sect. 8
provides us with the conclusion.

2 OFDM System and PAPR

An OFDM transmitted signal is the addition of orthogonal subcarriers [5]. For N
subcarrier OFDM system, the signal can be inscribed as

y(t) − 1√
N

N−1∑

n�0

Yne
j2�n� f t (1)

where Y n represents the n-th subcarrier data symbol and�f represents the frequency
spacing between the subcarriers.

The OFDM transmitted signal has high peak values because all the subcarriers
are added during the IFFT operation. So, multi-carrier systems have high peak-to-
average power ratio than a single-carrier system. This reduces the efficiency of power
amplifier and makes it work in the nonlinear region. PAPR is demarcated as the ratio
of the extreme power of the OFDM signal to its average power [2–5]. Thus, Eq. (1)
defines the PAPR of the OFDM signal:

PAPR(y(t)) �
max

0≤t≤N−1
|y(t)|2

E
(|y(t)|2) (2)
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where E{.} represents the estimated value or the average power of the OFDM trans-
mitted signal. Moreover, the probability of PAPR of the OFDM symbol surpassing
the given threshold PAPR0, is defined as Complementary Cumulative Distribution
Function (CCDF). This can be stated as

CCDF � Pr(PAPR > PAPR0) (3)

3 The Partial Transmit Sequence Technique

In the PTS technique, the N symbol input block of data is divided into disjoint
sub-blocks, which is then multiplied by the phase factor. Phase factor value is
selected in such a manner so that PAPR value of the transmitted OFDM signal
is lessened. Figure 1 demonstrates the block diagram of the PTS technique [6]. In
PTS, an input block of information is divided into M disjoint sub-blocks Xm where
Xm � [

Xm,0,Xm,1,Xm,2, . . . . . . . . .Xm,N - 1
]T
, m � 1, 2 . . . . . . . . . ,M. Therefore,

X �
M∑

m�1

XM (4)

By taking the inverse fast Fourier transform, these M sub-blocks are converted
into time domain signal and are expressed as [7]

xm � I FFT (Xm) (5)

xm � 1√
N

N−1∑

m�0

Xme
j2�n� f t , m � 1 . . . . . . . . .M (6)

Fig. 1 Block diagram of PTS
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The output of IFFT in the time domain is multiplied by the phase factor. This
phase factor is given as

bm � e j�m (7)

In the time domain, the resulting signal after combination is

X �
M∑

m�1

xmbm (8)

where �m � 2�w
W , w � 1, 2, . . . . . . . . . . . . . . . ,W - 1. W is the maximum figure

of allowed phase angles. As the number of sub-blocks and phase weights increase
it leads to higher complexity. Our main objective is to discover the phase factor
conforming the least PAPR value.

The following graph in Fig. 2 demonstrates the CCDF of PAPR, corresponding
to their PAPR values where V symbolizes the quantity of sub-blocks andW signifies
the numeral phase factors allowed [7].

Fig. 2 CCDF of the PAPR by PTS
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4 Drawbacks of PTS Technique

PTS being one of the successful PAPR reduction techniques have a major drawback
of “space complexity” [8]. The generation of phase factors in PTS technique is the
root cause of the phase complexity as it produces an extreme number of combina-
tions, which in turn increases the “computational complexity” of the entire process
[9]. As the computational complexity increases, the time requirement for the accom-
plishment of the process will further increase to a great extent, thus leading to “time
complexity” [10].

Thus, in order to reduce these complexities and make the system well optimized,
various optimization algorithms have been stated and discussed in detail in the next
section.

5 Optimization Algorithms for PAPR Reduction Using PTS
Technique

In this section, optimization algorithms for PAPR reduction are discussed.

5.1 Genetic Algorithm

GeneticAlgorithmwas introduced by JohnHolland in the 1970s, in theUnited States.
Natural Selection and Genetic Inheritance are the key concepts of the algorithm.
The stages in the algorithm are shown in Fig. 3. The focal objective is to find the
appropriate phase factor so that the PAPR can be minimized. Initially, this algorithm
selects the random population known as chromosome which is then multiplied by a
set of phase factors which further lead to PAPR calculation. The value of fitness of
each chromosome can be computed by

F(ya(t)) � 1

10 log10 PAPR(ya(t))
(9)

According to the calculated value of fitness of each chromosome, candidates are
selected for the generation of further chromosomes for the next population [11, 12].
The crossover operation is performed by choosing a crossover point for the parent’s
chromosomes. The entire process is repeated for both the chromosomes and hence,
a new offspring is added to the population. In certain new offspring formed, some
of their genes are subjected to mutation, i.e., some of the bits in the bit stream
are inverted. The chromosome that best fits the desired object amongst the current
survivors is selected.
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Fig. 3 Flowchart of
GA-PTS

Table 1 Performance
analysis of GA-PTS

Generation Population PAPR (dB)

5 50 6.865

10 50 6.79

20 50 6.72

• Result of GA-PTS

It is observed that, while CCDF�0.001, the PAPR value of the original OFDM
are 10.26 dB, 6.346 dB, Table 1 shows the performance analysis of GA-PTS [13].

From Table 1, we can conclude that by increasing the value of generation, the
PAPR value gets reduced [13].
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Fig. 4 Flowchart of PSO algorithm

5.2 Particle Swarm Optimization (PSO)

In 1995, the PTS-based Particle Swarm Optimization technique was proposed by
Kennedy and Eberhart based on Swarm behavior in nature such as fish schooling,
etc. The idea behind the PSO algorithm is to simulate bird’s behavior in finding food
by observing the behavior of other birds who appeared to be nearby food source
[14]. PSO uses a population of individuals to search for the best suitable region
in the functional space. In this framework, the population is termed as swarm and
individuals as particles [15]. The procedure for the PSO algorithm is explained with
the help of flowchart shown in Fig. 4 [5].

• Result of PSO-PTS

For a 128 subcarrier OFDM system having generation number = 40, M � 8
sub-blocks, and W phase weighting factors, uniformly distributed random variables
are used. Table 2 shows the performance analysis of PSO-PTS [5] with CCDF �
0.001.

It is perceived that with upsurge in the figure of sub-blocks, PAPR value becomes
better but computational time is increased.
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Table 2 Performance analysis of PSO-PTS

No. of sub-blocks (M) No. of phase weighting factors
(W)

PAPR (dB)

4 2 9

4 4 7

8 4 6.5

5.3 Artificial Bee Colony Algorithm

The algorithm was recently proposed by Karaboga as a bee swarm algorithm for
the generation of the most optimized solution by reducing the number of search
cycles. The algorithm comprises of three different groups of bees: “employed bees”,
“onlooker bees,” and “scout bees.” The best food source with the highest nectar
amount is selected to be optimized. The food source here represents one of the
possible solutions and the nectar amount goes for fitness of the solution given by [12]

f i t
(
x j

) � 1

1 + f
(
x j

) (10)

Fig. 5 Flowchart of ABC algorithm
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Table 3 Performance analysis of ABC-PTS

Population size (SN) Maximum cycle
number (MCN)

Search number (S�
MCN*SN)

PAPR

4 4 16 7.49

4 16 64 6.84

4 64 256 6.44

4 256 1024 6.18

where x j is the solution and f
(
x j

)
is the PAPR value of the solution. The entire

process of ABC is explained in Fig. 5.

• Result of ABC-PTS

Table 3 represents the PAPR lessening performance of the ABC-PTS by diverse
search numbers (S) and CCDF = 0.001. Here, SN represents the population size,
MCN is maximum cycle number, and LV (limit value) = 10 [16].

In the ABC-PTS, as the MCN value increases, the number of searches increases,
and the PAPR value decreases.

5.4 Biogeography-Based Optimization

Biogeography-Based Optimization is an evolutionary algorithm, grounded on the
distribution and migration of biological species in space and time, using a math-
ematical model initially proposed in 2008. For the biological survival, important
factors like temperature, moisture, etc., are linked with suitability index variable and
habitat suitability index to receive an optimal solution. Here, SIV corresponds to the
solution vector’s components, whereas HSI is used to measure the value of SIV. At
first, the SIVs of the habitat is initialized [17]. The feasibility of habitats is checked
and HSI is calculated. Elite habitats are identified in the next step based on the
HSI value. The main steps of the algorithm are population migration and mutation.
Migration is basically used to interchange data with other groups of species. There
are more species and a higher immigration rate in the habitats with a high HIS [18].
The degree of population migration depends on their immigration and emigration
rate. Cosine model is used for the calculation of these rates. The species with high
HSI value correspond to low immigration rate and vice versa. Calculation of HSI is
the final step towards the suitability of the entire population. In emergency condi-
tions, even the suitability of groups is changed using the concept of mutation. The
species count probability and the mutation rate of all habitats are calculated [19].
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6 Comparison

A distinctive comparison can be made between the working of algorithms, to reduce
the complexity and computational time for theminimumPAPR calculation. For com-
binatorial problems, like here, to reduce the number of searches, a discrete technique
like GA, is highly suitable. PSO, on the other hand, is a continuous technique that
is very poorly suited, in this case. In both algorithms, new solutions are generated
in the neighborhood of two parents, via crossover in GA and via attractions toward
the pbest positions in PSO. PSO and GA share many similarities, the most common
being the generation of the random population and evaluating the population using
a fitness value. Compared to GA, PSO is easier to implement and has fewer compo-
nents. The results generated by deploying ABC algorithm yields great accuracy as
compared to other algorithms but the calculation period is longer. In BBO, on the
termination of generation of each group, there is no grouping of habitats constitut-
ing similar characteristics, whereas, in PSO, the grouping of similar characteristics
is done. However, in both the algorithms, the solutions remain intact and in GA,
they are ruled out [20]. There are several advantages of BBO which include lesser
parameters, faster convergence and simpler calculations.

7 Conclusion

On the generation of multi-carrier transmission systems, high PAPR is one of the
foremost problems. In the paper, we have described various optimization techniques
for the reduction of the PAPR values. There are number of advantages in using these
optimization algorithms, which include solving of multi-parameter. They are robust
and not problem-specific. Algorithms like these are time reasonable as they comprise
of exploration and exploitation capabilities.
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An Active Polarization-Insensitive
Ultrathin Metamaterial Absorber
with Frequency Controllability

Prakash, Mayank Agarwal and Manoj Kumar Meshram

Abstract In this paper, the design and simulated characteristics of the ultrathin
square-shaped active metamaterial absorber are investigated. The unit cell of the pro-
posed absorber is a fourfold symmetric structure consisting Jerusalem cross mounted
with four pin diodes within the square ring. By switching the four diodes ON/OFF
all at a time, the response of absorbance of this metamaterial structure switches from
single-band to dual-band with polarization-insensitive characteristic.

Keywords Absorber · Active · FSS · Metamaterials · Polarization insensitive

1 Introduction

From the time of mid-1960s, the metamaterials are very famous due to their unique
characteristic of negative refractive index [1,2]. Metamaterials are artificially engi-
neered structures which have various desired properties on the basis of manipulation
with the electromagnetic waves [3–5]. The electromagnetic properties of the meta-
material structure (ε and μ) can be altered by just varying the shape parameters of
the structure. Due to their vast application in many of the fields like the construction
of super lenses, cloaking devices, metamaterial antennas [6], and absorbers or in
defense systems like radar cross section signature reduction mechanism, and meta-
materials have a greater importance in the field of electromagnetic field theory and
electronics engineering [7]. Out of the above, researchers have a very keen inter-
est in the absorption phenomenon of the metamaterial [8–10]. These structures are
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Fig. 1 Three-dimensional
structure of the proposed
metamaterial unit cell

ultrathin, compact, and easier to fabricate and due to light in weight, they are very
much compatible with the other radio frequency devices such as antenna and radar
systems.

Basically, a metamaterial absorber is in the form of subwavelength unit cells
which is periodically arranged in a plane. The proposed unit cells as shown in Fig. 1
is a three-stage structure which consists of metallic frequency-selective surface at
the top, with a metallic plate at the bottom surface in between which a very thin
dielectric substrate is sandwiched. The structure has the ability to control its overall
electromagnetic parameters by just varying the shape parameters such that the free
space impedance is nearly matched to the input impedance of the structure which
causes the incident wave to be completely absorbed in the dielectric substrate in the
form of loss.

In the past, the research started from the achievement of narrowband to wideband
metamaterial absorbers in which polarization insensitivity was the main concern. A
number of works have been reported in the field of multibandmetamaterial absorbers
[11–16]. All the abovementioned work focuses on the conventional passive meta-
material absorbers. In the recent years, there is an increase in research interest in
the active metamaterial absorber in which the impedance of the surface is varied
to achieve more enhanced properties which make these devices more modern and
advance [11,12].

In this paper, an ultrathin active polarization-insensitive metamaterial absorber
is proposed. The proposed structure is having single/dual-band absorption charac-
teristics depending on the ON/OFF state of the diode, respectively. The proposed
structure is polarization insensitive in both the switching states of the diode. The
absorption mechanism of the proposed structure is also discussed with the help of
electric field and surface current distribution plots.
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Fig. 2 Top view of the
proposed unit cell. (Ls �
13.8, Lro �12.8, Lri �11.8,
Lj �7.8, Le �5.4, Wj �1,
all dimensions are in mm)

2 Design Specifications of the Proposed Structure

The top view of the unit cell of the proposed structure is shown in Fig. 2. The top side
consists of frequency-selective surface (FSS) in the form of the square ring inside
which a Jerusalem cross is placed. Four pin diodes of equivalent resistances (10� in
ON state and 1M� in OFF state) are mounted in between the edges of the Jerusalem
cross and the inner edges of the square ring. A metallic plate is present behind the
1 mm thick FR-4 substrate (εr �4.4 and tanδ �0.02). Metallic part of the unit cell
is constructed of the 0.035 mm thick copper of finite conductivity of 5.8×107 S/m.

3 Results and Discussion

The proposed structure is simulated using CST Microwave Studio 2016 [13] to
calculate the S parameters of the structure. The diodes mounted in between the edges
of Jerusalem cross and the inner edges of the square ring have similar characteristics
of the pin diode BAP 70–03 [14] having equivalent resistances of 10 � in ON state
and 1 M� in OFF state. The absorbance of the metamaterial absorber is given by the
Eq. 1

A(ω) � 1 − R(ω) − T (ω) (1)

where A(ω), R(ω), and T(ω) represents absorbance, reflectance, and transmittance of
the structure, respectively. Here, R(w) � |S11|2 and T(ω) � |S21|2. Since the bottom
side of the substrate is metal laminated, therefore the transmittance will become zero
and the Eq. 1 will be modified as
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Fig. 3 Absorptivity at ON and OFF states of the diode for normally incident wave
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Fig. 4 Simulated absorptivity at different angle of polarization (ϕ)

A(ω) � 1 − R(ω) � 1 − |S11|2 (2)

Figure 3 shows the simulated results of the structure for normally incident wave
(θ �00) in both ON and OFF conditions of the diode. When all the diodes are in
OFF state, the structure behaves as a dual-band absorber resonating at 3.056 and
5.96 GHz with absorptivity of 98.78 and 97.95%, respectively. When all the diodes
are in ON condition, the structure is resonating at 3.89GHz and is having single-band
absorption with absorptivity of 97.91%.

Four pin diodes are used in the proposed absorber unit cell insteadof twopindiodes
[15] to make the structure fourfold symmetric. Therefore, the structure inhibits the
characteristics of polarization insensitivity in both ON and OFF conditions of the
diode as shown in Fig. 4.
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Fig. 5 Simulated electric field distribution at (a) 3.056 GHz and (b) 5.96 GHz

Fig. 6 Simulated electric field distribution at 3.89 GHz

The absorbance mechanism of the proposed structure is based on the simulta-
neous excitation of electric and magnetic resonance in the structure. For the better
understanding of the absorption mechanism, electric field distribution is presented
in Figs. 5 and 6 for the OFF and ON states of the diode, respectively. It is clear that
when the diodes are in OFF condition, the square ring contributes in resonating at
3.056 GHz and the Jerusalem cross is responsible for the resonance at 5.96 GHz. In
the ON state of the diodes, diodes along the y-axis are providing a connection path
between the edges of Jerusalem cross and the inner edges of the square ring for the
y-polarized incident wave.

The surface current distributions are plotted on both the FSS and the metallic
backplane of the structure at 3.056, 5.96, and 3.89 GHz as shown in Figs. 7, 8, and
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Fig. 7 Simulated surface current distribution on the (a) metallic backplane (b) FSS at 3.056 GHz

Fig. 8 Simulated surface current distribution on the (a) metallic backplane (b) FSS at 5.96 GHz

9, respectively. It can be observed that the current in the FSS and metallic backplane
are antiparallel to each other and thus forming a current loop which gets energized
by a magnetic field oriented perpendicular to the formed current loop, and led to the
generation of magnetic resonance in the structure.

4 Conclusion

Theproposed absorber structure switches dual-band to single-band absorption behav-
ior depending on the switching state of the diodes. The proposed structure is polar-
ization insensitive owing to the fourfold symmetry in the structure present due to
the incorporation of diodes along both the principal polarization direction (x- and y-
axis). Furthermore, the absorbance mechanism of the proposed structure is discussed
on the basis of simulated electric fields and surface currents distribution plots.
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Fig. 9 Simulated surface current distribution on the (a) metallic backplane (b) FSS at 3.89 GHz
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The Internet of Things: A Vision
for Smart World

Brahmjit Singh

Abstract The Internet of Things is a paradigm that involves physical objects with
capabilities of sensing, information processing and communication through wireless
or wired connection. These physical objects having embedded intelligence and hence
decision-making capabilities act as smart things. The paradigm of IoT embraces vari-
ous domains including sensors, information and communication technology,memory
space, data analytics, machine learning and security and privacy mechanisms. The
‘things’ are constrained in terms of computing power, memory space and data rate
and hence need innovative approaches to address the technical challenges present in
the real-life implementation of the concept. This work presents a brief introduction
to IoT concept, representative discussion on constituent domains and highlights of
the technical challenges therein open for research community.

Keywords Internet of things · Security and privacy · Network architecture
Massive connectivity · Communication technologies

1 Introduction

The Internet of Things (IoT) is a new paradigm and probably one of the most impor-
tant technological revolutions. According to the IEEE IoT initiative [1] IoT is defined
as, “A network that connects uniquely identifiable ‘things’ to the internet.” These
‘things’ have sensing/actuation and programmability capabilities. The word, ‘things’
in IoT basically refers to smart objects equipped with sensing, storage, data process-
ing, and communication capabilities. The basic concept of IoT is to bring ‘anything,
anywhere, anytime, anyway, and anyhow’ on a common interconnected networking
platform as illustrated in Fig. 1.

The interesting part of IoT is capability of the objects to directly interact with their
surroundings. This technology will make the objects, people, processes, machines,
environment and infrastructure to interact and communicate with each other. IoT is
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Fig. 1 The basic concept of IoT

indeed being evolved as a global network that will embrace almost all walks of our
life. Relative to having less than 1% of the things connected onto the internet today,
it is predicted that the advent of IoT will connect more than 24 billion things to the
internet by the year 2019 [2]. Projections by Morgan Stanley and Huawei state to
have 75 billion by 2020 and 100 billion by 2025 networked devices, respectively [3,
4]. These predictions confirm phenomenal growth and huge impact and influence of
IoT on the socio-economic life of the people around the world as depicted in Fig. 2.

IoT enables integration of physical and virtual things through communication
technologies, sensors, actuators, Machine-Type Communication (MTC), Device-to-
Device Communication (D2D), data analytics and edge computing. Integration of
these technologies and supported functionalities results in smart environment, smart
transportation, smart home, smart manufacturing, smart health care and so on, which
ultimately leads to evolution of the ‘Smart World’.

IoT devices are resource constrained in terms of processing power, memory space
and data rate support. Conventional communication protocols may not be directly
implemented in IoT systems. Moreover, IoT system will generate voluminous data
and hence processing, communicating and extracting information from raw data
collected from surrounding environment and taking useful action thereupon is a
challenging task.

In this paper, a brief introduction to IoT concept, representative discussion on con-
stituent domains and highlights of the technical challenges therein open for research
community is presented. Vulnerabilities of the IoT devices to the security breaches
are highlighted and research efforts being invested to address those are also presented.
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Fig. 2 Ubiquitous growth of networked things

2 Constituent Domains of the IoT System

2.1 Architecture

Given the projection of the trillions of smart things being connected to the internet,
the immediate requirement is to decide on an appropriate architecture to handle this
scale of connectivity. Primarily, IoT is a network of sensors and actuator envisaged to
manifest as utility network similar to electricity type network. This network consists
of multiple systems including home automation with energy management system,
health care with possible inclusion of wearable medical devices and so on. The
architecture must support proper dependencies among such subsystem of IoT.

Integration of subsystems is a very challenging and complicated task. Each system
has its own requirements and objectives to accomplish without giving any consid-
eration to others. For example, in healthcare system, wearable particularly critical
ones-pacemakers cannot be turned off to save the energy as we can do for home
automation. Developing an interacting and powerful architecture supporting inter-
dependencies is indeed an open and challenging research problem. Takno Suganuma
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et al. [5] have proposed a flexible edge computing architecture which has the ability
to environmental adaptation and user orientation. Though a powerful architecture, its
verification is still pending. A hybrid Fi-Wi network architecture has been recently
proposed byHongzhiGuo et al. in [6]. The proposed architecture provides support for
the coexistence of centralised cloud and mobile edge computing with collaborative
computation offloading feature.

2.2 Communication Technologies for IoT

A number of wireless technologies are being explored for the implementation of IoT
systems. Some of the prominent ones are summarised below:

Long-Range (LoRa) WAN is one of the most common technologies for IoT con-
nectivity [7, 8].Data rate offered ranges from0.3 to 50 kbits/s in unlicensed frequency
band. It offers communication range of up to 20 km. LoRa WAN is equipped with
AES encryption for the provisioning of the security.

Z-Wave is a low-power RF communication technology primarily designed for
home automation [9]. It operates at 900 MHz frequency band and impervious to
interference from Wi-Fi applications. It is optimised for reliable and low latency
communication offering data rate of 100 kbits/s and operates on low energy license
exempt band. It is equipped with ECDH for key exchange process.

ZigBee is an open standard based on IEEE 802.15.4 protocol for low rate wireless
personal area networks. It is an industry standard wireless networking technology
providing up to 100 m communication range and supporting data rate up to 31
kbits/s at 868 MHz, which reaches up to 250 kbits/s at 2.4 GHz. This wireless
technology is robust, secure and highly scalable and hence found favour for practical
implementation in M2 M and IoT applications.

Bluetooth is a short-range communication technology consuming significantly
reduced power for its operation. Bluetooth Smart also known as Bluetooth Low
Energy (BLE) offers a very promising protocol for IoT applications and considered
as the highly promising technology particularly for wearable devices [10]. It offers
secure communication equipped with Elliptic Curve Diffie–Hellman (ECDH) in its
advanced version BLE 4.2. BLE is simple, open and highly energy-efficient wireless
protocol. It is perceived that Bluetooth-enabled smartphones will play a major role
in the implementation of IoT paradigm.

Thread [11] is based on IPv6 protocol again optimised for home automation.
This technology supports a mesh network based on IEEE 802.15.4 standard. It can
handle up to 250 nodes. Simple software upgrades enables users to run threads on
the existing IEEE 802.15.4-enabled devices.

Low-Power Wide-Area Networks (LPWANs) has been proposed for IoT systems
[12]. The typical LPWAN technologies include SigFox, OnRamp, NB-IoT and Lora.
SigFox uses ultra-narrowband frequency spectrum primarily designed to handle low
data rate services within 10 to 1000 bits/s. Its power consumption is very low oper-
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ating with 50 microwatts and hence may have life cycle of 20 years with a 2.5 Ah
battery.

Near-Field Communication (NFC) is specifically designed for two-way commu-
nication between the electronic devices like smartphones within proximity of 4 cm
[13]. NFC is based on RFID standards––ISO/IEC14443 and FeliCa.

Neul [14] has presented NB-IoT standard for the wireless connectivity of IoT
devices. It utilises TV white space as the spectrum to deliver the services. It is highly
scalable with larger coverage, low power and cost-effective wireless networking
technology. It is also referred to as the weightless technology available at the price
of Bluetooth but offering the range of cellular technology and data rate support from
a few bits/s to 100 kbps. It is highly energy efficient, consumes 20–30 mA and hence
has extended lifetime of 10–15 years.

2.3 Scaling of Connectivity

IoT concept invariability leads to immense connectivity scaling up to 200,000
connections/kM2. Currently available communication protocols may not work for
this scale of connectivity. Centralised server–client model can handle thousands of
devices, but it may not work for billions of connected devices. Maintaining servers to
handle such large amount of data is very difficult and challenging task. One possible
solution may be decentralising the IoT networking. Some of the tasks may be trans-
ferred to edge-like fog computing model [6]. IoT hubs can handle mission-critical
operations and cloud server can handle collection of data and its analysis. Peer to
peer communication may also be explored.

Massive scaling of IoT raises the pertinent issues of maintenance, protection,
access authentication, naming and addressing schemes. Again the identification and
developing an architecture to support these functionalities is a huge and complex
task.

2.4 Real-Time Data Processing

IoT deployment will generate immense amount of data. Knowledge creation through
interpretation of the data collected from physical world via an array of sensors is
a huge and computationally intensive operation. Drawing the inference from the
sensed data through data mining techniques may create knowledge but with finite
uncertainty. This may be very risky for actuation and hence may result in lack of
trust for the adoption of the IoT technology. It is pertinent to mention that accuracy
of the inference drawn from physical data will decide the decision accuracy of the
controlling action/actuation.



170 B. Singh

Further processing and analysing this data in real time will certainly increase
load on server by orders of magnitude. This poses new challenges for real-life IoT
implantation.

2.5 Security

In this super-connected world, sensitive and private information will flow over wire-
less channels. As a matter of fact, wireless communication being broadcast in nature
lends itself as non-secure medium. It is vulnerable and hence eavesdropper may
overhear the confidential messages. Further, the massive scale of connectivity will
provide the attacker huge surface area. An attacker can have easy access to these
smart but small devices. The things may be used as botnets by the attacker exploiting
their security vulnerabilities. Security mechanisms are required which could pro-
vide assurances in terms of integrity of the data flow, confidentiality, authentications
and non-repudiation of the information flow. In case of no human intervention, the
security risk is increased by order of magnitude.

The things in IoT are resource constrained in processing power, memory and
battery life and communication capabilities. Conventionally, security mechanisms
are implemented at higher layers and these are based on cryptographic approaches,
which are intrinsically computationally intensive and demand large memory space.
This makes the security in IoT a major and challenging task. Given the limited
resources of the IoT devices, the IEEE 802.15.4 standard finds application in IoT
scenarios. It is designed with reasonably good energy efficiency, communication
range and data rate of the information flow. This standard supports data rate of
250 kbps in a communication range of 10 m. Interestingly, this standard provides
security at MAC layer. Hardware platform in IEEE 802.15.4 supports symmetric
cryptography using advanced encryption standard [15]. Regarding confidentiality
feature of link layer communication, the transmitted data may be encrypted in the
counter mode utilising AES-CTR security feature. Data integrity and authenticity
may be embedded through cyber block chaining [8].

Though DES is a powerful algorithm and provides strong security cover but it is
too heavy to implement in small devices. Lightweight block cipher algorithms [16]
are found more suitable for resource-constrained IoT devices. These are efficient
and consume relatively less computing resources. For example, KeeLoq [17] is a
32-bit block cipher with 64-bit key size. However, key scheduling being periodic in
nature is its weakness. DST is another encryption algorithm with 40-bit block cipher
with a 40-bit key size. Unfortunately, small key size leaves it vulnerable for security
breaches.

In spite of numerous and serious efforts [18], innovative solutions are needed,
which can detect the attacker, can diagnose the attack, can activate the countermea-
sures and heal/repair the system against the security breaches. One of the major
challenges is the real-time response and its promptness. Probably, security provi-
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sioning through hardware will ease out the vulnerability to attack problems to the
reasonable extent.

2.6 Power Consumption and Energy Efficiency

One of the fundamental requirements of IoT applications is the support for low-power
operations. The small devices and sensor nodes are resource-constrained powered
by on-board batteries and expected to work for long hours. Particularly in wearable
medical devices like pacemakers and in-ear hearing aids, these devices must work
without any failure. Standby and sleep mode techniques are used to enhance the
battery life. They remain active for brief intervals only to send and receive the data.
While in active mode, these draw hundreds of milliamperes but in sleep mode it
is only in microamperes. The dynamic range of maximum and minimum current
drawn is over 106 to 1. Maintaining this large dynamic range of current values is a
challenging task.

The most recent trend in IoT paradigm is to integrate Augmented Intelligence
(AI) with IoT aiming to augment the performance but not to replace any human
power. AI in IoT devices allows those to sense, hear and understand the surrounding
environment. Machine learning will extract the information from the vast amount
of unstructured data to offer very valuable intelligent insights. It is for sure that the
convergence of man and machine will bring the next level of innovation.

3 IoT in India

As per a report from Deloitte (November 2017), the number of IoT devices in India
is 60 million and it shall raise to 1.9 billion by the year 2020. Market of IoT-related
technology will reach up to $15 billion by 2020 which accounts for 5% of the
global market (NASSCOM report). Tata Communications has taken a major and
ambitious initiative to setting up an IoT network utilising LoRa WAN technology.
This network covers 38 cities and more than 400 million people. These initiatives
show huge opportunities for both industry towards enhancing its productivity and
efficiency and common user as well for ease of life.

4 Conclusion

IoT may be characterised by ubiquitous connectivity and data collection along with
very high level of security risks. Its implementation has myriad of problems and an
array of technical challenges. These need to be resolved to realise the vision of smart
world through IoT paradigm. Given all the risks and challenges, it is going to become
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a reality unleashing plethora of opportunities in all walks of life defence, agriculture,
industry, retail, environmental monitoring and automotive industry, urbanisation,
health care and business. IoT is evolving as the third in top ten strategic technologies
which is expected to grow to $14 trillion business opportunities. The world is indeed
transforming into its smart version through a network of connected intelligent things.
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Special Pedestrian and Head Pose
Detection for Autonomous Vehicles

Sachin Shetty, S. M. Meena, Uday Kulkarni and Harish Basavaraj Hebballi

Abstract Pedestrian safety is a major concern due to increased traffic density
and due to driver-pedestrian errors. ADAS (Advanced Driving Assistance Systems)
should take different actions for special pedestrians like wheelchair pedestrian. Not
much work is done for detecting special pedestrian. In this paper we propose cost
effective real-time model for special pedestrian detection and head pose detection.
We first detect wheelchair pedestrian and then predict head pose for the Region of
Interest (ROI). It is observed that accuracy of wheelchair detection increases consid-
erably by using head pose detection. Our model employs an ensemble of algorithms
based on Histogram of Gradient (HOG) for pedestrian features, Modified Census
Transform (MCT) for head features and head pose features and SVM for classifica-
tion. We compare the proposed model against transfer learning approach based on
Inception-v3 model.

Keywords Wheel chair pedestrian · HOG · MCT · SVM · ADAS

1 Introduction

ADAS is developed to automate vehicle systems for safe and efficient driving.
Research interest in ADAS involves both academia and industry collaborating to
reach full autonomy (level 5) [1] from the present systems at conditional autonomy
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(level 3) [2, 3]. Anticipation of accidents due to human error; driver/pedestrian is an
important feature of ADAS in order to avoid them or mitigate their severity. Counter-
active measures need to differ depending on the pedestrian viz., walking pedestrian,
pedestrian with wheelchair. Special attention needs to be taken for special pedestrian
crossing, due slower response time compared to normal pedestrian.

Pose detection of wheelchair pedestrian is a challenge due to few visual cues
available compared to upright walking pedestrian and due to different variety of
wheelchair structures leading to variable appearance with different viewing angles.
In addition to challenges reported for Head pose estimation of normal pedestrian, the
complexity increases with occlusions of wheelchair. Focus of our work is based on
head pose detection for three classes (i.e., left, right, front) as it would cover major
scenarios for pedestrian at crosswalks. We propose an algorithm for augmenting the
ADAS features with wheelchair pedestrian and head pose detection to analyze pedes-
trian projected actions for behavioral planning. Our paper is organized into following
sections: In Sect. 2 we review the existing pedestrian detection algorithms. Section 3
outlines the proposed algorithm. In Sect. 4 implementation details and results are
reported. In Sect. 5, we draw conclusions and propose additional improvements.

2 Related Work

Research work has been carried out on normal pedestrian detection at crosswalk and
junctions, [4] discusses a Bayesian filtering system for detecting pedestrians at blind
spots during turns at junctions. Study was conducted by [5] on driver–pedestrian
interaction by examining driver’s approaching behavior to understand the different
scenarios leading to collisions.

Current approaches are based on normal pedestrian intention detection, most of
which evaluate lateral approaching pedestrians considering crossing the street as
principal intention of pedestrian [6].

Furthermore, another approach for walking pedestrian pose estimation was
reported by [7] using HOG (Histogram of Gradients) and path prediction using
MCHOG (Motion Contour Histogram of Gradients) that implicitly encompasses the
body language of step initiation, specifically the movement of body of legs, but the
absence of any such leg movements in case of wheelchair pedestrian poses chal-
lenges.

However, authors of [8] have suggested that head pose contains substantial infor-
mation to understand the visual attention, because under most circumstances pedes-
trians turn their head to see a vehicle rather than look away from a vehicle. Thus, it
is presumed that patterns exist in head pose that can reveal various intentions.

Haar wavelet features was introduced by [9] to train quadratic support vec-
tor machine(SVM) with front and rear-viewed pedestrians. Viola and Jones [10,
11] proposed AdaBoost cascades as learning algorithm for Haar-like features for
surveillance-oriented pedestrian detection. The most common features extracted
from the raw image files are variants of the HOG structure [12], i.e., local histograms
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of gradients, different variants of generalized Haar wavelets, [13, 14], and SIFT [15]
designed to capture the overall shape of pedestrians. Sliding window techniques has
been used for pedestrian detection, this approach is not robust for scale invariance.

Authors of [16] demonstrated improved performance on ImageNet Large-Scale
Visual Recognition Challenge (ILSVRC-2012) based on CNN model consisting of
eight layers (five Convolutional and three Fully Connected Layers). Major progress
was achieved on subsequent ILSVRC competitions by stacking more CNN layers in
different combinations to achieve better performance [17] (22 layers) and [18] (152
layers).

In line with improvisation of CNN on large dataset, [19] research was carried out
to utilize the features obtained from one dataset to another distinct dataset. Refer-
ence [20] propose DeCAF (A Deep Convolutional Activation Feature for Generic
Visual Recognition) based on [16] which show features learnt from ILSVRC to be
relevant for recognition on Caltech-101dataset. Also [21] classifies (Extended Cohn-
Kanade dataset) based on Inception-V3 [17] architecture trained of ILSVRC.

In this paper we focus towards detection of wheelchair pedestrian as special case
of pedestrian since their movement can be predicted to localized region due to direc-
tional constraints and also structural occlusions such as wheels and backrest. By
using head pose features we focus towards increasing the accuracy of wheelchair
pedestrian detection.

We present a work on wheelchair pose detection using an ensemble algorithm
which is made of a HOG andMCT for feature extraction and SVM for classification.
The results are compared InceptionV3-based transfer learning model.

3 Proposed Work

We illustrate a model which detects pose of wheelchair pedestrian by an ensemble
of wheelchair and head features detection. In the first step wheelchair pedestrian is
detected, next stepwill detect head from the observed ROI and the final step classifies
head pose based on the previous detected head. Figure 1 depicts the system model.

3.1 Wheelchair Pedestrian Detection

Wheelchair pedestrian image shape can be assumed to be ROI (Region of Interest)
with aspect ratio of 1:2, with the wheels and backrest being the prominent features.

HOG proposed by [12] technique tallies occurrences of gradient orientation in
localized portions of an image. It is computed on a dense grid of uniformly spaced
cells and uses overlapping local contrast normalization for improved accuracy but
differs from similar methods such as edge orientation histograms, scale-invariant
feature transform descriptors, and shape contexts.
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Fig. 1 Ensemble detection model

Fig. 2 HOG feature extraction steps for wheelchair pedestrian

3.1.1 Preprocessing

For training, wheelchair pedestrian class is extracted as ROI from an image by crop-
ping only pedestrian region Fig. 2. The images are converted to grayscale Fig. 2b are
resized to a resolution of 64 × 128 pixels.
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3.1.2 Feature Extraction

1. For the training image, compute x- and y-directional gradients dx(x, y) and dy(x,
y) for each pixel using following derivative mask.

x − directional gradients �
(

−1 0 1
)

(1)

2. Using the x- and y-directional gradients dx(x, y) and dy(x, y), Gradient magnitude
m(x, y) and orientation (x, y) are calculated as

y − directional gradients �
⎛
⎝

−1
0
1

⎞
⎠ (2)

3. Gradient Magnitude image (Fig. 2c, d) is divided into 16 × 16 blocks with 50%
overlap. Therefore, we get 105 blocks per image.

m(x, y) �
√
dx(x, y)2 + dy(x, y)2 (3)

θ (x, y) � arctan

(
dy(x, y)

dx(x, y)

)
(4)

4. Every block has 2 × 2 cells, each cell consists of 8 × 8 pixels.
5. 9-bin histogram is generated by calculating Histogram against each cell. 20

degrees per bin are used (centered at 10, 30,…) with histogram ranging between
0 and 180°. Each pixel votes in histogram according to the magnitude of its
gradients.

6. To form block Histogram, concatenate all the cell histogram within block and
normalize the block histograms V for improved contrast changes and invariance
to illumination, as shown in Fig. 2g.

L25qrt − norm : f � v√
‖v‖2 + ε

(5)

7. Normalized block histograms are computed to get HOG features descriptors.

3.1.3 Classification

A SVM is a discriminative classifier formally defined by a divided hyperplane.
Specifically, given labeled training data, the method outputs an optimal hyperplane
which classifies new samples. The process of the SVM algorithm is built upon find-
ing the hyperplane that gives the largest minimum distance to the training samples.
Linear SVM machine learning classifier is used to train and classify the feature
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Fig. 3 MCT for head & head pose detection

descriptors as pedestrian/no pedestrian. SVM classifier was sufficient to segregate
the objects into wheelchair/non-wheelchair and head pose detection based on the
features obtained.

3.2 Head Pose Detection

MCT reported by [8], the transform provides high flexibility against overall lumi-
nescence changes and thus is applicable for head detection across broad illumination
problems. Given an image, MCT feature extraction is done applying a kernel of 3
× 3. k(x) defines Neighborhood intensity values of central pixel x and k(x) defines
Mean intensity values of k(x).

Binary string of each kernel is concatenated using

binary − value‖ f (x) �
{
1 k̄(x) > k(x)

0 (binary − value)bl(q) + q
, (6)

where l(q) � ⌊
log2q

⌋
is the number length of q in base b.

MCT value is calculated for each kernel by converting the binary string to base10
number.

mct − image (x) � binary − value(10) (7)

For head detection the positive sample contain head imageswith different orientation
and negative sample do not contain any head. Using SVM, bounding square region
is classified as either head or not head.

The ROI detected in previous wheelchair detection level, is passed to the ensuing
level, which considers a square box of dimensions of 32 × 32 for MCT feature
extraction. A kernel of size 32 × 32 is obtained by taking width and size as half
of detected rectangle width. Figure 3 depicts calculation of MCT for head detection
and head pose detection.
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Fig. 4 Describes the different head poses. Three class displays left (0°), front(90°), and right(180°)
orientations

SubLevel 1: Head Detection:
Histogram is applied on eachMCT block to get 256 bits. Normalization is applied on
eachbits fromeachblock.Thenormalizedbits are concatenated andL2normalization
is applied to get feature descriptor of 4096 bits. SVM classifier is used to train and
classify the feature descriptors as head detected/no head detected. An optimization
is achieved by considering only the upper two blocks for head detection, due to head
region always present in the top half of wheelchair. This optimization leads to 50%
reduction in redundant calculation.

facefeaturesize � 256 ∗ (headW/yW ) ∗ (headH/xW ), (8)

where headW and headH are width and height for head image. yW and xW are
windowing length in x and y directions.
SubLevel 2: Head Pose Detection:
If ROI in previous level is classified as head, then the headpose detection step does
a fine-grained classification into different head pose orientations.

We compare the results of two different models for head pose estimation.

1. MCT—In this model linear SVMs are trained based on yaw angles. Two image
classes are trained by extracting MCT features on dataset containing left pose
images and right pose images. Based on the max probability provided by SVM,
given region is either classified as left pose or right pose image. TheMCT features
extracted in the previous steps are utilized to get pose direction from SVM.

2. Transfer Learning using Inception-v3—It is the technique of using the features
learnt by the Inception-v3 model on the ImageNet dataset, the final classification
layer is retrained on our dataset. Using the approach of transfer learning reduces
the time taken to optimize the weights of the features (Figs. 4 and 5).

For wheelchair pedestrian, data was collected from ImageNet dataset [22] and
locally generated images. Head detection and head pose detection is validated against
AFLW [23] dataset. Computations were carried on 3rd Gen i7 processor with 24 Gb
RAMwith the code written in C++with OpenCV platform. Figure 6 shows the time
taken in seconds for the proposed model. It is seen that there is major difference
in time for image sizes with 32 × 32, this due to the local dataset containing head
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Fig. 5 Time complexity

Fig. 6 Left pose detection results

regions with size 32× 32. For other image size, there is not considerable change due
to entire region being searched without any possible match. The cascading model
has demonstrated in 30% reduction in computation costs.

4 Results and Discussions

Forwheelchair pedestrian, data was collected from ImageNet dataset [22] and locally
generated images. Head detection and head pose detection is validated against AFLW
[23] dataset. Computations were carried on 3rd Gen i7 processor with 24 Gb RAM
with the code written in C++with OpenCV platform. Figure 6 shows the time taken
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Fig. 7 Right pose detection results

Fig. 8 Iterations required
for training using transfer
learning

in seconds for the proposed model. It is seen that there is major difference in time
for image sizes with 32 × 32, this due to the local dataset containing head regions
with size 32 × 32. For other image size, there is not considerable change due to
entire region being searched without any possible match. The cascading model has
demonstrated in 30% reduction in computation costs.

Head pose detection MCT algorithm has classified AFLW dataset into two differ-
ent classes with 82% accuracy. From Figs. 7 and 8 which depicts image size vs accu-
racy onAFLW, it can be observed that kernel 64× 64 provides better results. Further-
more, we have illustrated the use of Transfer Learning approach using InceptionV3
architecture. InceptionV3 basedmodel classifiedAFLWdataset into two classes with
98% and three classes with 96% accuracy. Higher accuracy from InceptionV3model
can be attributed to the trained weights from ImageNet (Tables 1 and 2).
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Table 1 Time v/s accuracy Algorithm Accuracy (%) Time (sec/image)

HOG+MCT 82 0.8

Transfer learning 96 1.4

Table 2 Dataset Used

Dataset name Module name Images

No. of samples

Local Wheelchair pedestrian 1194

Non-wheelchair pedestrian 626

Head 392

Non head 400

Head left 144

Head right 150

AFLW Head left 5000

Head right 5000

ImageNet Wheelchair pedestrian 350

Figure 8 (x-axis: inception model factor, y-axis: image kernel) shows that
Inception-v3 model optimized to run with kernel 128 × 128 gets better results
(80−82%) with less iterations, the original images trained contain five classes (three
head poses, wheelchair and non-wheelchair) with varying sizes from 32 × 32 to 224
× 224.

Figure 9 shows output of the detection algorithm, with green bounding box high-
lighting the special pedestrian region and the red bounding box highlighting the head
detection.

5 Conclusion and Future Work

We propose a model to detect wheelchair pedestrian pose detection in real time using
HOG for pedestrian, MCT for head feature extraction and SVM for classification.
Transfer learning-based approach provides better accuracy compared to MCT for
multiclass head estimation but takes additional time. Our future work is to port
InceptionV3 model to GPU-based computing to decrease run time using parallel
processing. Additional scope is to detect the intention of the pedestrian for tracking
and providing feedback to ADAS for further actions by adding road edge detection
to get the crosswalk area, such that ROI will be around the crosswalk area, it will
reduce the computation costs and also remove the outliers in the image.
Compliance with Ethical Standards

• Conflict of Interest: The authors declare that they have no conflict of interest.
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Fig. 9 Sample detected image

• Ethical Approval: This chapter does not contain any studies with animals per-
formed by any of the authors

• Informed Consent: Informed consent was obtained from all individual participants
included in the study.
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Sorted Outlier Detection Approach
Based on Silhouette Coefficient

Pooja Lodhi, Omji Mishra and Dharmveer Singh Rajpoot

Abstract In this era when data is generated continuously in various domains of
machine learning, different algorithms are budding to improve and enhance the learn-
ing process. Clustering is one of such machine learning techniques. It is considered
to be most important tool of unsupervised learning but it is sensitive to outlier. Thus
it is essential to remove the outlier before clustering the data. Most of the outlier
detection techniques require some user-defined parameters, which make their accu-
racy user-dependent. Thus an algorithm which is least dependent on user-defined
values is proposed here. The algorithm takes number of cluster in which user want
to cluster its data and detect outlier within those clusters using Silhouette Coeffi-
cient. The algorithm was compared with some of the existing algorithm in domain
of outlier detection. And the experimental analysis is performed on some relevant
benchmark dataset presented in UCI repository. Through the experimental results
it can be seen that the algorithm we have proposed has performed better than the
existing algorithms.

Keywords Outlier detection · k-means · Silhouette coefficient and clustering

1 Introduction

Clustering is considered to be the most important technique/tool of unsupervised
learning. Clustering deals with the data structure partition in unknown area [1]. The
objective of clustering is to group data objects that are similar into one cluster and
to assign the dissimilar data objects to different clusters. Clustering algorithms are
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used in various domains such as medical, educational, and business, etc. Some of
its well-known applications are detection of cancerous data, search engine, wireless
sensor actuator networks, etc. In today’s world clustering is most commonly used in
twitter analysis. Some of the well-known methods are k-means, k-medoids, BIRCH,
DBSCAN and SOM, etc. [2]. But unfortunately all the clustering algorithms have
some limitations like high time complexity; they need to preset the number of clusters
and the clustering result sensitive to the number of clusters. Some of the popular
cluster algorithm results are dependent on initial guesses of the seeds and are sensitive
to outliers. As clustering algorithms are sensitive to outlier it is essential to cluster
data after outlier detection and removal. Outlier detection is also one of the important
problems of the fields of machine learning and data mining [3]. An outlier can
be defined as an observation or data object which deviates a lot from the other
observations present in the dataset that it arouses suspicions that different mechanism
or source is cause of its generation [4]. There are various applications of outlier
detection like data cleaning, credit card fraud, network intrusion detection, crime
detections, stock market, medical data analysis, etc. [3, 4].

A new algorithm to detect outliers and remove them from the dataset is proposed
in this paper. The basic idea is to cluster the data using the k-means algorithm into k
clusters. Then on basis of intra cluster distance, i.e., distance between the data object
and centroid, the objects are sorted within each cluster. Later by using Silhouette
Coefficient, we can detect the outliers in the datasets. Experiments were performed
and the result has demonstrated that the algorithm we have proposed has performed
better in comparison of the existing algorithms.

The organization of various sections in this paper is as follows: Sect. 2, discuss dif-
ferent work related to the outlier detection problem, Sect. 3, contains the background
details related to the proposed work, while Sect. 4, present the proposed algorithm,
Sect. 5, shows the comparative analysis with experimental results. Finally the last
Sect. 6, discuss about the conclusion and future scope of the proposed work.

2 Related Work

We have reviewed various recent clustering-based approaches to detect outlier, in
this section. Pre-labeled data is not required to detect outlier when a clustering based
outlier detection approach is used. In paper [1], a detailed and comprehensive anal-
ysis of various clustering algorithms was discussed. It is essential to analyze the
strengths and weaknesses of different clustering algorithm before proposing nay new
approach. In this literature clustering algorithms are analyzed from two perspectives,
the traditional clustering algorithms and the modern clustering algorithms. Cluster-
ing algorithms that are considered to be traditional are K-means, BIRCH, FCM,
DBSCAN, CLIQUE and many more. While algorithms like PSO_based, Waveclus-
ter, STREAM,CluStream, etc. are considered to bemodern clustering approaches [1].

In literature [5], firstly various application domain of outlier detection were
discussed. Later, they proposed a novel approach to detect outliers which uses a
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modified k-means clustering algorithm. This method starts with the fundamentals
of k-means algorithm of assigning object to the closet centroid, and then SSE that
is sum of squared error and SST that is total sum of squares is calculated. This was
done with intend to reduce error. Later on the basis of definition they have proposed
for outliers, point is judged and removed. Then they recalculated the centroids. The
algorithm stops when the objects stop changing their clusters. The results show that
their proposed algorithm outperforms existing algorithms used for the detection
of outliers. They have also showed that there algorithm had better accuracy on
various benchmark datasets. In this paper, authors [3] discussed a k nearest neighbor
approach based outlier detection. The data was clustered and then local outliers were
detected using LDS algorithm. It had an advantage that its calculation time is 20
times faster than LOF. In paper [6] author presented a classification method which
have two-phase. In first phase they clustered the data by k-means. Then in the second
phase, they detect outliers using distance-based technique. In the distance-based
technique distance of a sample was calculate with all other points in the cluster. A
samplewasmarked as an outlier if at least p fraction of samples in cluster were having
distance greater than r. They evaluated there algorithm on 1999 KDD cup dataset. In
paper [7] authors presented an Adaptive Rough Fuzzy C-Means clustering algorithm
(ARFCM). They have experimentally shown that it outperformsRoughK-Means and
fuzzy C-Means clustering method. ARFCM is direct algorithm which aims to assign
data object to a cluster by changing the degrees of membership. Themembership was
used to reflect the degree to which the point is related to that cluster. Literature [8] is
about how in high dimensional data it is necessary to remove erroneous data. They
proposed two algorithms. One is Distance-Based outlier detection and other Cluster-
Based outlier detection algorithm. In their algorithms they were using outlier score
for every object and removing all the objects with score less than threshold score.
The experiment concluded that cluster-based algorithm to detect outlier produced
better accuracy as compared to the distance-based method for outlier detection.

In this paper [9], a method has been proposed to optimize the K-means initial
center points. The proposed algorithm has used density-sensitive similarity measure
to compute the density of objects. Through computing theminimumdistance between
the point and any other point with higher density, the candidate points are chosen out.
Then, combinedwith the average density, the outliers are screenedout.Ultimately, the
initial centers for K-means algorithm are screened out. According to this research
paper, experimental results have shown that the algorithm gets the initial center
points with high accuracy, and can effectively filter abnormal points. The running
time and the iterations of the K-means algorithm are decreased accordingly. The
bonus advantage of using the proposed approach is that it has dealt with outliers as
well which is another drawback of k-means algorithm. Table 1 shows the analysis
of algorithms based on outlier detection.
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Table 1 Analysis of outlier detection algorithm

Algorithm Clustering approach
used

Condition of point to
be outlier

Disadvantage

Centroid based
algorithm [5]

k-means If the distance
between point and the
centroid is greater
than p times the mean
of the distances
between centroid and
other objects [5]

Requirement of user
defined parameters
like ‘p’
Time to calculate
mean distance each
time

FLDS [3] k-means LDS algorithm –

Distance-based outlier
detection [6]

k-means If at least a fraction
‘p’ of the samples in
cluster lies at a
distance greater than
‘r’ [6]

Requirement of user
defined parameters
like ‘p’ and ‘r’
Execution time

ARFCM [7] Fuzzy C-means If object do not have
any membership value
greater than target
value considered as
outliers [7].

–

Cluster-based
algorithm [8]

k-means After sorting on basis
of distance top ε% of
objects forms the
outlier objects in the
data [8]

Top ε% of objects may
not remove outlier
present in all the
clusters

3 Background

In this section, we discuss about a very popular and basic clustering method, i.e., k-
means algorithm and some well-known performance evaluation metric of clustering.

3.1 K-Means Algorithm

In 1976 MacQueen introduced an algorithm known as the k-Means algorithm. It
is considered to be one of the simple and effective algorithms for the clustering of
data [3]. This algorithm finds a partition in a dataset in such a way that the squared
error between the centroid also known as empirical mean of a cluster and the points
present in the cluster is minimized [10]. In this algorithm first the k number of cluster
is initialized in which we want to partition the data. Then randomly k centroids are
selected for each cluster. Later on each data object is assigned to cluster closest to it.
This process is repeated until the data objects stop shifting their clusters or centroid
stops changing. It has the complexity of O(n*K) where n denoted the number of
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data objects and K is used to define number of clusters. The k-means algorithm is
described below:

K-Means Algorithm

Input: Dataset and K (Number of Cluster)
Output: k cluster
Method:
Step 1: Randomly select k points as initial centroids
of k clusters.
Step 2: Assign each point to its closest centroid to
form clusters.
Step 3: The centroid for each cluster is recomputed on
the basis of the mean value of all the objects present
in the cluster.
Step 4: Repeat step 2-3 till the Centroids stop
changing their cluster.

3.2 Cluster Performance Evaluation Metric

The performance of cluster can be determined by knowing how well the cluster is
formed. Clustering validity measures helps in determining the quality of created
clusters. It is also used to determine the number of clusters which would be optimal.
These quality measures are helpful in measuring “goodness” or “badness” of a clus-
tering algorithm. This is done by comparing the results of one algorithm with other
algorithms [11]. There are various indices used to evaluate the performance. In this
paper we have use Silhouette Coefficient and Calinski–Harabaz Index to measure
the quality of cluster formed. These indices are generally used when the ground truth
labels are not known.

Silhouette Coefficient: It is a cluster validity measure which determines the
consistency within a cluster.

S(i) � b(i) − a(i)

max(b(i), a(i))
, (1)

where a(i) was the average dissimilarity of “i” with all other data objects within the
same cluster and b(i) be the lowest average dissimilarity of “i” to any other cluster,
of which “i” is not a member. The S(i) is bounded between -1 and +1. If the S(i) is
close to 1 then it is considered as perfect clustering while when it is close to -1 then
it considered that the data object is placed in a wrong cluster [12, 13]. On the other
hand, if the score is close zero it indicates that there are overlapping clusters. In case
of dense and well separated cluster the S(i) is high.
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Calinski–Harabaz Index: It evaluates the cluster validity based on the average
between-cluster and within-cluster sum of squares.

C � BGSS/(K − 1)

WGSS/(N − K)
� BGSS(N − K)

WGSS(K − 1)
, (2)

whereWGSS is the sumof thewithin-cluster dispersions for all the clusters andBGSS
is the between-group dispersion [13]. Higher Calinski–Harabaz index implies that
a model defines the clusters very well. The fast computation is an added advantage
from this index.

4 Proposed Algorithm

In the field of data mining outlier detection plays a very important role. We found
various disadvantages in different algorithms which lead us to propose this method.
So, we have proposed a new method to detect outliers. Our algorithm considers a
point to be outlier if it is not similar or less similar to the cluster it belongs to. In this
algorithm first all the points are clustered using k-means algorithm. Then distance
of centroid and all the points present in a cluster is calculated which is considered as
intra cluster distance. Then the data points are sorted on the basis of the intra-cluster
distance in descending order. After that points are picked one by one, starting from
top and tested to be an outlier or not. If after removing that point from cluster the
silhouette coefficient increase then that point is considered as outlier. The process
stops when the silhouette coefficient stops increasing. The silhouette coefficient was
used to decide whether a point is outlier or not because it allows us determine that
how similar an object is to its own cluster compared to other cluster present. Thus
when the removal of a point increase the coefficients value it implied that after
removal of the point the cluster become more similar. And similarity within a cluster
is an important property of a cluster. The sorted outlier detection based on silhouette
coefficient is described below:
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Algorithm: Sorted Outlier Detection Approach based on Silhouette Coefficient

The proposed method will identify the outlier presented in the cluster and dataset.
After that, we can remove the outliers to produce efficient clustering of dataset.

5 Experiment and Results

5.1 System Configuration

The experiment was performed on a single machine consisting of Intel core i5 and
2.3 GHz processor. The RAM of the system was 8 GB and the main memory size
was 500 GB. OS of system was Windows 7.
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Table 2 Dataset description Dataset No of features No of objects No of clusters

Yeast 8 1484 10

Wine 13 178 3

Iris 4 150 3

Glass 10 214 7

5.2 Dataset

We have used datasets present on UCI Machine Learning Repository to validate our
proposed method for outlier detection. The dataset used were Yeast, Iris, Wine, and
Glass dataset. These are some of popularly used dataset for clustering and outlier
detection. The description of datasets is shown in Table 2.

5.3 Experiment Process

The proposed algorithm was implemented using Python. Similarly, Distance-based,
Centroid-based and Cluster-based outlier detection algorithmwas also implemented.
To analyze the correctness of clusters formed, cluster validity index like Silhouette
Coefficient and Calinski–Harabaz index were used.

First, both the cluster validity indexes were calculated for all the existing algo-
rithms and the proposed method. Validity index of a cluster before outlier removal
was also calculated. Then all of them were compared with each other. Second, the
performance of our algorithm was analyzed by executing it on different dataset by
changing the number of cluster. The cluster size was changed from 3 to 15. Then the
performance was compared on basis of execution time.

5.4 Result

Cluster validity index: The clustering algorithms were executed and validated by
Silhouette Coefficient and Calinski–Harabaz index. (1) In the Fig. 1 shows the analy-
sis of different performance measure. It is essential to calculate these indices because
it shows how accurately an algorithm is working.

Figure 1a shows that the proposed algorithm has better silhouette coefficient for
different dataset implying that it has better consistency within a cluster. For all the
dataset it has performed better than some of the existing algorithms. The removal of
outlier through the proposed algorithm has improved the intra-cluster consistency of
the dataset if compared to the value before outlier detection and removal.
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Fig. 1 a Silhouette coefficient for the clustering algorithms. b Calinski–Harabaz index for the
clustering algorithms

On the other hand Fig. 1b shows how the Calinski–Harabaz Index of the dataset
varies when different algorithms are executed on them. Our proposed algorithm has
performed better than the cluster- and centroid-based algorithms though it was rela-
tively less efficient then distance-based algorithm. The higher the Calinski–Harabaz
Index implies that a model defines the clusters very well. And so, according to the
results we can conclude that our proposed model defines the cluster very well in
different scenarios.

Performance analysis: To determine the performance of the proposed method
and other clustering algorithms; these algorithms were executed on different dataset
by changing the clusters value. It is essential to analyze an algorithm on basis of
execution time because with accuracy an algorithm is required to be fast.

In Fig. 2 we have shown how different algorithms perform when the number of
cluster is varied and how much time they take to execute. We have analyzed these
algorithms on two dataset, i.e., yeast and glass dataset. It is clear from Fig. 2a, b that
our proposed algorithm has performed better compared to the distance base algo-
rithm but when the number of clusters increase its performance decreases. Though
our algorithm has more execution time compared to the centroid- and cluster-based
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(a)

(b)

Fig. 2 a Silhouette coefficient for the clustering algorithms. b Silhouette coefficient for the clus-
tering algorithms

algorithms but its accuracy is far better than them. So, overall we can conclude that
it is overall a better algorithm.

6 Conclusion

In this paper an algorithm called Sorted-Outlier Detection based on Silhouette Coef-
ficientwas proposed. It used k-means and Silhouette Coefficient to identify an outlier.
The proposed method is better than already existing method as it does not require
user-defined parameters to decide a point to be outlier. It also reduces the task of
comparing all the points that are in cluster to identify an outlier. The algorithm was
compared with some of the existing algorithm in domain of outlier detection. And
the experiment was performed using some of the benchmark dataset preset on UCI
repository. The results show that the proposed algorithmhas performed better as com-
pared to some of the existing algorithms in terms of cluster similarity and execution
time. In future, the algorithm will be modified to reduce its execution time further.
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The Terrain’s Discrimination Criterion
for the Lengthened Objects Identification

Artem K. Sorokin and Vladimir G. Vazhenin

Abstract This paper devoted to the criterion for terrain’s discrimination. The pro-
posed criterion is useful for airborne unmanned vehicle’s position correction. The
criterion is based on the comparison of probability densities, one of them is the refer-
ence density and another is the current density. Further it is evaluated the probability
of densities intersection. At the next stage it is compared the probabilities for differ-
ent references, so it was chosen the reference with the largest probability. Then it is
described the application of this criterion for the lengthened objects’ identification.
At last, this criterion is compared with the Kolmogorov–Smirnov’s criterion to reveal
its strong and weak properties.

Keywords Probability density · Lengthened objects · Autonomous navigation
Radar signal processing · Pulse radar signal

1 Introduction

The common challenge for airborne unmanned vehicle’s design is creating the stable,
trustable, and roughness autonomous navigation system. Nowadays, the normal nav-
igation system is inertial navigation system (NS) which is corrected by satellite NS
[1]. This system is enough precise, but in the numerous cases, it cannot be applied
for the navigation and it is necessary to implement another, more roughness, but
simultaneously less accurate, correctional navigation system. The most usual system
for correction of the inertial navigation system is the correlation terrain’s NS, but this
system works correctly only if the terrain contains enough objects for the on-track
correction. In case of insufficient number of navigation objects it is necessary to use
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additional objects, such as the lengthened objects. The lengthened objects are the
navigation objects which consist of two types of underlying terrains with different
reflection properties and which length in one direction is larger than the exposure
spot’s size, and which border can be approximated by the straight line. For example,
“the river in the forest”, “the asphalt road”, etc. The recent explorations (for ex. [2,
3]) show the interest to the reflection properties of different terrain’s types.

The correction system which is observed in this paper, must work properly in
conditions of small evolutions of the vehicle (les 2 degrees in the each direction),
the height of flight must be stable, and for the correction we choose “the zones of
correction”. Also we suppose that flight is horizontal and the velocity is the same
during the correction zone. This paper is devoted only to the criterion (not a navigation
algorithm) which helps to get the information about the underlying terrain for the
navigation algorithm. Also, as the source of and information we used a pulse radar
altimeter, which is installed in most of unmanned airborne vehicles.

Following this idea, it were designed a criterion for the discrimination of under-
lying terrains. The measured parameter used for probability density obtaining is the
amplitude of the reflected signal, which counts grouped into a histogram.

In the base of this criterion lies the comparison between probability density of the
known homogenous terrain and the current probability density. If we directly find
their intersection square we obtain a posteriori probability of the coincidence these
signals. Indeed, the probability density shows how much counts of the signal have
the same amplitude. So, if we have a number of signals with the same amplitude
we can assume that these signals belong to the same distribution. And a posteriori
probability shows numerically the degree of densities coincidence.

The next chapter shows the mathematical bases of the suggested criterion.

2 The Description of the Criterion

2.1 The Requirements for the Criterion

At first, we outlined the requirements for the criterion.
The criterion should require following:

• the distribution of incoming signal could be unknown type (really, we do not know
are signals normal or not);

• compare two samples of incoming signal, and decide if they are from one distri-
bution, or not;

• after sequential comparison with different reference’s samples decide which ref-
erence is the best;

• dynamically change decision if terrain changed;
• to define the border position between two typical terrains.
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Fig. 1 Reference and
current probability densities
for Rayleigh densities

Due to the description, not a lot of criteria could be found to relief all requirements.
Themost suitable is Kolmogorov–Smirnov’s criterion, but it cannot be fixed the exact
border position because of criterion’s accuracy (it can not be detected the smooth
border change, it will be shown below).

2.2 The Definitions

Second, it is necessary to make some definitions. In Fig. 1 are implemented the
following notations: u is amplitude of the reflected signal (the maximum value of
the single pulse), p(u) the dependence of probability from the amplitude; f j the
reference’s probability density of the Sj signal for j-type of the underlying terrain;
f q the current probability density of the Sq signal; j-reference’s number it changes
from 1 to N , where N the number of references; Sj, Sq samples of the reference’s
and current’s reflected signals; the hatched zone shows the intersection between two
densities, simultaneously, this square is equivalent to the probability of the densities
coincidence. TheRayleigh distribution is natural for reflected signal‘s amplitude (it is
usual for normally reflected signals, which processed in the quadrature channel), but
a lot of terrains can be presented by another distributions, such as Rice or lognormal
distributions (“asphalt”, “concrete”, “waved water surface”, etc.) [4].

2.3 The Criterion’s Mathematical Description

According to other standard criteria we should set the criterion’s solving function
and the decision rule. This information, as it is mentioned in [5], has no standardized
algorithm. So we guided by the requirements for creating these functions.

The solving function defines the numerical result of the comparison between two
samples, and it can be presented by the following equation:



202 A. K. Sorokin and V. G. Vazhenin

� j,q �
∞∫

−∞
min

(
f j (u); fq(u)

)
du, Z (1)

where � j,q criterion’s solving function for current probability density and j-
reference’s probability density.

This function decideswhich function’s ( f j (u) and fq(u)) value for each amplitude
is least and this value cumulated into the integral function. So as the result it evaluates
the square of the hatched figure in Fig. 1.

The next step is to define the decision rule

�(q) � argmin
j

[
� j,q

]
, (2)

where�(q) the decision function. It compares values of� j,q for each type of terrain
and chooses the smallest value, then it returns the number of the terrain’s type with
the smallest value of the solving function. As the result it decides which terrain’s
type is closer to the current sample.

2.4 The Scheme of the Criterion

In previous paragraph it were shown the solving and decision functions, they can
be presented in the scheme. Schemes are very common for criterion’s presentation,
because they show the links between blocks and logic of criterions’ work. In Fig. 2
it is shown the process of obtaining the decision by the designed criterion. At first,
we have an input signal—the probability density of the reflected signal’s amplitude.
This signal processed by the series of solving functions (in Fig. 2 it is shown as
the parallel processing, but it can be done as the serial processing). As the result
we have the probability of coincidence of two functions (P

(
f j (u)

∣∣ fq(u)
)
, in other

words, the hatched square in Fig. 1. Then we filtered values of the solving function
by the threshold detector (H), which can be different for each terrain’s type. If the
value of the solving function is lower than threshold it blocked and instead of it
output signal is an empty set. Otherwise, we have the same value as the input value
of the threshold detector. The threshold detector allows us to skip the decisions with
low probability. The level of the threshold marked as ϒ1, ϒ2, . . . ϒk . After this the
information collects by the decision function and at the output we have the decision
about the terrain which is the most suitable for incoming sample.
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Fig. 2 Scheme of criterion’s work logic

2.5 The Samples Preparation

At the beginning it was mentioned about the probability densities of the reflected
signal, but this process was not highlighted enough. In this paragraph the description
is presented. This algorithm is designed for pulse radar altimeters, but it can be
modified for chirp radars or others. First stage is collecting the data-set. As the
informational parameter it is suggested to use the maximum value of the reflected
pulse. On the one hand, it allows us to work only with the pulse’s amplitude without
phase information (the pulses processed by the quadrature detector), it is a kind of
the restrictions.

On the other hand, we have to work only with positive values, that is why pro-
cessing becomes simpler and more robustness to the velocity or vehicles evolutions.
Another problem is how long the sample size is necessary for our challenge. For the
histogram’s accuracy measurement Scott designed a formula:

δ ∼ 1
3
√
N

, (3)

where N is a number of counts in the data-set; δ – is a fluctuation error.
Formula (1) shows the size of the data-set which is necessary for the fluctuation

error limitation. The third degree of the root shows that for the fluctuation error of
the histogram in comparison with the normal fluctuation error (the second degree)
for data-set it is necessary an additional root’s degree for bins. Second stage is
organizing data-set into the histogram.Manymathematical packages can easily build
a histogram from data-set. And the number of bins should be proportional to 3

√
N .

Then the histogram must be smoothed to decrease the fluctuation error. It can be
implemented by the interpolation functions of the low order (first, second, etc.).
After that we have the discrete form of the input sample. So, it is necessary to change
the solving function to the discrete form, it is presented below
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� j,q �
∑
i

min
(
f j (i); fq(i)

)
, (4)

where i is the discrete analog of the reflected signal’s amplitude.
The decision function will be the same as in the continuous form.

2.6 The References

Another important thing, which is not enough clear yet, is the references’ obtaining
process. It is closely connected with previous paragraph, because their obtaining
is very similar to the samples’ preparation process. But the reference’s evaluation
process has some distinctions.

The reference presented by the probability density of the reflected signal and we
exactly know the type of the underlying terrain. The terrain must be homogenous
(as far as it is possible for rough terrains, like “forest”). The vehicle’s evolutions
should be less than a couple of degree in the each direction. The length of the
sample connected with the correlation interval, which changes from 0,5λ up to 4λ. It
depends on the antenna’s pattern width, for more information see [1]. The length of
the uncorrelated sample selected in accordance with (3). After all, it is necessary to
normalize reference to theflight’s height, because the amplitude of the reflected signal
depends on the height according to the main radar formula [1]. The inverse operation
is necessary for the criterion’s work when we prepare the reference for comparison
with current sample (we have to know the flight’s height). This preparation process
we make for each terrain’s type, which we can distinct from others. In [6] it is shown
which terrains can be discriminated.

3 The Lengthened Objects Identification

The designed criterion can be applied for lengthened objects’ (LO) identification.
The identification of the lengthened objects consists from the several stages. Here
they are presented:

• The estimation of the terrain’s type;
• The estimation of the terrain’s change moment;
• The estimation of the lengthened object’s parameters (the identification).

The designed criterion can be very useful for the identification of the current
terrain. In fact the implementation of this criterion returns the terrain’s type, if we
have appropriate input sample and the proper references.

The previous parts devoted to the static situation, when no changes of the input
signal are possible. To empower the criterion it is necessary to add the parameter t
(time) to the sample information. The only change will be implemented to the input
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Fig. 3 The function of the maximums of a posteriori probability

sample. It changes each cycle of computation. But all process in the criterion will
be the same. To impress the time-dependence we use t-parameter in the solving and
decision functions:

� j,q (t) �
∑
i

min
(
f j (i, t); fq(i, t)

)
, (5)

�(q, t) � argmin
j

[
� j,q (t)

]
. (6)

Formulas (5), (6) present the solving and decision functions in real time. The deci-
sion about the underlying terrain changes during the time (see Fig. 3). If probability
lies below the threshold, the decision skips. So we can plot the decision function
for each reference. And also we choose reference with maximum probability of the
intersection. As the result, we have pieces of curve for identified terrain’s type. The
result function called “The function of the maximum a posteriori probability”. It
shows the type of underlying terrain, which was detected. Also this function shows
the moments of terrain’s change. The terrain’s change moments allow us to fixate
the position of the border between two terrains.

As itwasmentioned, the lengthenedobjects are limited by the borders between two
homogenous terrains. Also the length of the lengthened object should be large than
an exposure spot and a border between terrains can be approximated by a straight
line. So we can select two types of the lengthened objects: “the border” and “the
stripe”. We separated lengthened objects of “stripe’s” type because a lot of industrial
objects, such as “asphalt road” or “railway”, have width less than the exposure spot’s
diameter (The standard pulse radar altimeter have the width of the antenna’s pattern
about 40˚.). And the designed algorithm should discriminate such objects as well as
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borders. The decision about the type of the lengthened object made in accordance
with the formula:

� �
{

μ, if�t ≤ T0
η, if�t > T0

, (7)

where T 0 is time, while the vehicle flies the distance which is equivalent to the
exposure spot’s diameter; �t is time interval where the decision was accepted; � is
the decision about the lengthened object’s type; μ is the decision about the “stripe”
object; η is the decision about the “border” object.

Now we can make a decision about the lengthened object’s type (“border” or
“stripe”), its width (the second stage) and types of its terrains (the first stage).

4 The Results of the Comparison of Two Criteria

For comparison the designed criterion with known criterion we have to build a math-
ematical model and implement both criteria to the same flight track. Here the brief
results are presented.

4.1 The Model Experiment

Themathematicalmodel is implemented in the frames of the facet-phenomenological
paradigm, which is usual for many computer models (for ex. see [7, 8]). This is the
common way to model radar signals, when spatial terrain modeling as numerous
facet with their own characteristics (the backscattering pattern, the distance, etc.).
This model also allows us to model Doppler shift and lengthened objects (see [9]).

The usual result of the model experiment is shown in Fig. 4. Here in bold gray it
is marked the lengthened object, which was detected. For comparison here presented
two similar cases of “Forest/Asphalt” terrains: “the asphalt road in the forest” and
“the separation zone of trees between two roads”. Usually, and it is shown in Fig. 4,
the detected border between two terrains (the minimum of the function of maxi-
mums of a posteriori probability) shifts to the less contrast terrain (to the “Forest”
in the example). But as it is shown in [9] it can be compensated for known terrains
combination.
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Fig. 4 The results of the model experiment with the designed criterion’s application

4.2 The Criterion of Kolmogorov–Smirnov

The usual way of working with two samples of the signal with unknown parameters
(which distribution is better approximates the sample signal) is implementation the
Kolmogorov–Smirnov’s criterion (KS criterion). This criterion answer to the ques-
tion: “if both samples can be presented by the same distribution”. As in the most
other criteria we must set the level of the false detection (for example, 0.95). This is
the probability of the second order, in other words, it is the probability of the trust to
the accepted decision. So, to compare the suggested criterion and the KS criterion
we slightly changed the base of the KS criterion by implementation floating level
of the false detection. As the result we can compare both criteria, but the meaning
of probability will be different. The KS criterion in comparison to the suggested
criterion has following the solving and decision functions:

� j,q (t) � sup
∣∣Fq(t) − Fj (t)

∣∣, (8)

�(q, t) �� j, if �q, j (t) ≥ Dcr , (9)

where “sup” ismaximumvalue of its argument; Fq(t), Fj (t) the integral distribution
functions of current and j-reference, respectively; Dcr is the function, which can be
chosen from the special statistic tables, this function fixed for the known length of
the sample and the level of the false detection.
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Fig. 5 The results of two
criteria comparison
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In the model experiment we computed it for any possible level. In other words, we
refused the hypothesis about the same distribution for the both samples just in case if
we could not set the proper value of Dcr . In other cases we accepted this hypothesis.

4.3 The Comparison

Nowwecan compare these twocriteria. The results are shown inFig. 5. The suggested
criterion provides mostly continuous function of the decision, but the KS criterion
often does not make any decision if more than one distribution is presented in the
sample (the border between two terrains).

It can be explained by following: the KS criterion was specially designed to skip
these cases, because probability of the false detection cannot be set. Another point
is that the KS criterion has larger value of the probability, but as it was mentioned
earlier, these probabilities have different meanings. The last and most interesting
distinction is that the designed criterion can detect the exact borders position. It is
because of the continuous character of the designed criterion.

5 Conclusion

In this paper it was described the criterion, which allows us to compare the current
sample with a number of references and choose, which reference is the best. On
the base of this criterion it was designed the algorithm of the lengthened objects
identification. This algorithm can be applied for the correction of navigation systems
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for the on-track part of the trajectory of the unmanned airborne vehicle. Then it was
described the mathematical model for the exploration of the designed criterion. The
results of the criterion’s implementation are presented in this paper.Also, the designed
criterion compared with Kolmogorov–Smirnov’s criterion and it was shown that the
designed criterion allows us to detect the border position of the lengthened objects.
For the natural experiments’ results of this criterion’s implementation see [9].
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Effective Way to Simulate the Radar’s
Signal Multi-path Propagation

Alexander S. Bokov, Artem K. Sorokin and Vladimir G. Vazhenin

Abstract The paper is devoted to devices which are designed for hardware imple-
mentation of the emitted signal’s transformation. Such devices are useful for
obtaining signals which are similar to a real radar signal reflected from underly-
ing surface. The implementation of the simulation model can be helpful to form
signals for equipment tests. The most challenging problem is to develop the real-
time system that generates signals reflected from numerous types of terrain where
the signal parameters are variable. This paper shows how this problem can be solved
for a radar altimeter with chirp frequency modulation. The methods, the simulator’s
scheme and some model results are also presented in the paper.

Keywords Simulator · Airborne radar · Altimeter · FMCW signal
Digital signal processing · DRFM

1 Introduction

For indoor radar equipment tests, it is often required to form a carrier frequency signal
with noises and distortions occurred by propagation process from a transmitter to
terrain and back to the receiver. In many radiolocation challenges the preparatory test
signals and their reflection characteristics are obtained from real targets and terrains
by high accuracy measurements of radar’s, target’s and terrain’s parameters. Carrier
frequency signals can be simulated for numerous types of emitted signals by the
suggested digital signal processing methods and algorithms.

For pulse radar systems an emitted signal’s form is often constant, so the reflected
signal can be written in a “signal” memory with corresponding model parameters
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and can be transmitted to the input of the radar receiver. Time synchronization,
for example, can be done by a signal peak detector which also detects the pulse’s
beginning time. By the detector’s complication, it is possible to prepare an array of
signals for phase and frequency changing inside pulses.

A large number of modern systems uses long or continuous emitted signals, for
example, onboard chirp or frequency-modulated (FM) continuous-wave (FMCW)
altimeters. They often operate in the so-called tracking mode which uses changes
of emitted signal parameters for each modulation period. Therefore, the reflected
signal’s computation and its forming must be performed in real time by processing
each sample of the emitted signal. This processing will be done with various signal’s
instabilities and changes of an amplitude, phase and duration for radio transmitter
instance of a real radar system.

The above-mentioned method, that is a way of replacing the propagation, reflec-
tion and scattering of a real emitted signal by its equivalent processing inside a
simulator, is known as the seminatural modeling.

Modern electronic seminatural simulators, for example, Digital Radio Frequency
Memory (DRFM) systems [1, 2], are able to simulate radar signals reflected from
one or more point targets. They have different implementation, but are often too
simple or too expensive to simulate terrain in case of radar evolutions, especially
for real-time processing. One of the most important challenges is to develop more
realistic simulator’s scheme, which can operate in real time.

2 Simulator’s Model for Multi-path Propagation

According to the phenomenological modeling approach [3] every terrain or extended
object can be presented by a number of discrete reflectors—facets. So, the multi-path
signal propagation can be presented by number of elementary signal channels with
time-variable parameters and transfer functions Ki(t, τi) (see Fig. 1), which can be
specified for each position and speed evolutions. Here Ki—the transmission coef-
ficient for i—channel; t—time; τi—the delay-time inside the i-channel; A(t)—the
transmitted signal; X(t)—the received signal.

The transfer function Ki(t, τi) can be randomly changed over all the time (it
corresponds to water surface and vegetation waving, radar evolutions, etc.) for each

Fig. 1 Phenomenological
model of multi-path
propagation and reflection A(t)
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channel. Correlation processes between channels are often neglected to simplify the
calculations.

Even nowadays hardware is not enough powerful for real-time processing signal,
reflected from large number of reflectors. Consequently, for model simplification
it is recommended to group reflectors with similar characteristics, for example, the
number of channels is equal to the number of partition area groupswith closest values
of frequency/delay.

An implementation quality of reflected signals (an equivalency of simulated and
real signal parameters and vehicle evolutions in the same conditions) is limited by
hardware capabilities of an implementation platform.

For radar applications, we can replace transform of the signal A(t) in each trans-
mission channel, by applying sequential transformations: delays (τi), Doppler shifts
(� f i), and amplitude multiplying (Ei). These variables are sufficient for simulation
following parameters: relative speeds of reflectors, radar evolutions, backscattering
parameters, parameters of receiving and transmitting antennas, signal attenuation,
etc. Therefore, a multiple-channel propagation model “the transmitting antenna –
reflectors – the receiving antenna” can be represented by the model with number of
delay lines [4, 5] as shown in Fig. 2.

It is difficult to implement a real-time model by using only analog signal process-
ing. This processing may cause some difficulties which are hard to overcome. But
it is possible to develop the model by using digital signal processing (DSP) blocks,
which include there: a high-speed ADC (analog–digital converter), digital delay line,
signal conversion modules and a DAC (digital–analog converter). One of the pos-
sible hardware decision is using following blocks: the high-speed ADC, DAC and
multiple-input digital adder with low latency as shown in Fig. 2.

It is hard to implement such direct solution at a high carrier frequency, so usual
practical decision is to process a signal at an intermediate frequency (within an
operation frequency band of DSP blocks).

The solution mentioned above can be too expensive, so, we can use a switch
instead of the digital adder in some cases (for signals which instantaneous power
spectral density is concentrated in a narrow frequency band, which are applicable to
FMCW altimeters). A similar solution is used for multiple-input digitizing ADC in
microcontrollers.

A(t)

X(t)

Delay line 

Digital adder 

E1  E2 En

DAC

fnf2f1

ADC
τ1 τ2 τn

Fig. 2 Signal processing scheme on the base of DSP blocks
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In our case, the switch is cyclically connected to one of the n signal’s outputs,
where signals already transformed in accordance with the specified parameters �

f i and Ei, as shown in Fig. 3. In other words, we have replaced the adder with the
switch.

This switching method could be named “switching in time”. This signal transfor-
mation can be described by:

X (t) � EiK(A(t − τi), �fi), i � 1 +mod
(
round

(
t

�t

)
, n

)
, (1)

where � t is the mixing interval; mod and round are known functions used to
calculate the reminder and rounded result.

The output signal contains equal time segments from different signals. In the
frequency domain it leads to the appearance of additional harmonics corresponded
to mixture of the “useful” signals and intermediate mixer’s frequency (working fre-
quency of cyclic switch).

If the mixer’s frequency is several times higher than the receiver’s intermediate
frequency band, the resulting signal in the intermediate frequency band becomes
similar to the signal formed by the scheme in Fig. 2, but, in our case a signal’s
amplitude is reduced by n times (it can be compensated by adding an amplifier or
increasing the Ei values).

Then, an additional synchronizer can be applied for the previous scheme. It allows
us to use segments of each signal with specified duration (see Fig. 4). Consequently,
we can replace the set of multipliers by one synchronizer with variable multiplying
coefficients E1…En.
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Fig. 3 Signal processing scheme with cyclic switch
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Fig. 4 Scheme with the switch controlled by the synchronizer
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This “switching in time” with variable durations of signal pieces can be described
by the following expression:

X (t) � EiK(A(t − τi), �fi), i � match

(
T �

n∑
i�1

�ti, t

)
, (2)

where match(T , t) is the matching function of time t (for correct choice of Ei, � ti
and � f i) inside the repetition interval T ; � ti—duration interval of the ith signal.

Thus, we proportionally change the duration of each segment instead of ampli-
tude coefficients, in our case it makes no differences (it will be shown below). An
exploration mathematical model of the “switching in time” method was designed.
We have used typical parameters of FMCW radio altimeter with receiver’s frequency
band about 60 kHz. An example of a modeling experiment with equal and variable
durations of signal segments is shown in Fig. 5.

It allows us to explore the influence of different parameters on a beating signal’s
spectrum. In Fig. 5a it is shown beating signal and its spectrum shown in Fig. 5b in
case of equivalent segment duration.

The “informational” signal’s part concentrated in frequency band from 28 to
45 kHz, it is colored in red in Fig. 5b, c. In Fig. 5c all six informational beating
signal’s harmonics are shown separately, because a corresponded high value of a
sampling frequency is chosen.

It is known that spectral peak’s amplitude is often used for relative power estima-
tion of signal harmonics. Further, it is necessary to align mixed signal’s amplitude
to real signal’s amplitude. In Fig. 5d it is shown the result of unequal duration seg-
ments of sine waves. Here segment durations specified by integer values from 1 to
32. Therefore, the estimation error of harmonic amplitudes is 1/32/2, i.e.,±1.6%.

The ratio of harmonics amplitudes in the absence and presence of switching with
equal and unequal durations are approximately the same. Consequently, modeled
signals are considered to be equivalent by the spectral composition.

Further, the switching signal frequency (Fsw) is determined by the following
parameters: the minimal switching period dt (which proportional to the ADC quan-
tization interval), the average switching time <st> and the number of channels (N).
It can be evaluated by the following expression:

Fsw � 1

dt〈st〉N . (3)

The increase of frequency of the beating signal’s harmonics and/or reduction of the
switching frequency Fsw, leads to spectrum interference (overlaying informational
and spurious spectral harmonics).

To eliminate the interference effect it is necessary to limit the upper frequency of
the bandwidth (Fb_max) it should be lower than the first spurious harmonic’s frequency
(Fsw – Fmax) in accordance with following expression:

kFb_max < Fsw − Fmax, (4)
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Fig. 5 Model experiment’s results: the beating signal is composed from identical duration segments
of sine waves (a); its spectrum (b); “informational part” of the beating signal harmonics (c); the
beating signal with unequal duration segments of sine waves (d)

where Fmax is maximum frequency of informational signal’s part, k is the coefficient
(approximately 1.5…2.5). It depends on radio altimeter’s parameters.

Further, the maximum number of switching signals can be evaluated by the next
expression:
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Nmax � 1

dt〈st〉(Fmax + kFb_max
) . (5)

It shows that the number of switching signals depends on altimeter parameters
and performance of DSP blocks.

3 The Scheme of the Simulator

Following to the suggested method and information from [6] the simulator of multi-
path propagation and reflections was designed. It can be applied for altimeters’
checking and calibration. The simulator operates with pulse and linear FM modula-
tion emitted signals in frequency band from 4.2 to 4.4 GHz. In case of a typical linear
FM radio altimeter, the resulting beating signal’s spectrum is statistically equal to a
signal’s spectrum for terrain with small roughness.

The simplified simulator’s structure contains next blocks: attenuators (A1, A2),
mixers (Mix1,Mix2) and a local oscillator (LO) (see Fig. 6), digital signal processing
blocks: ADC, DAC, the digital signal memory (DSM) based on memory buffer with
address counters, and the frequency shift unit. They are designed on a single “system-
on-chip” (SoC) 1879BM3(DSM) [7].

All the conversion parameters may be changed by the microcontroller and com-
puter’s software. For example, it is able to simulate a flying trajectory over terrain.
The simulator’s hardware can be extended by 4 PCI-modules MC23.01 with the SoC
1879BM3(DSM) for better simulation of various terrain types. The frequency shift
is performed by an arithmetic processing of in-phase and quadrature components of
the input signal inside the SoC. These components can be processed in parallel by
two internal ADCs [7]. The step for the programmed frequency shift is about 9 Hz.
It is enough for simulation Doppler’s shifts for most radiolocation decisions.

For instance, as a result for thementioned implementation, the suggested simulator
allows us to simulate discrete delay: for the linear FM modulated signals—less than
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Fig. 6 The scheme of the simulator based on digital signal processing blocks
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0.01 m with use of the frequency shift mode [6, 8] for pulse signals—2 m with use
of the simple delay mode. The total range of simulated distances (altitudes) is over
20 km. The variable programmed signal’s attenuation is up to 157.5 dB which is
built on the five digital attenuators inside the block A2.

4 Some Experimental Results

The results of an experiment are shown in Fig. 7. Here the following parameters were
used: 7 signal channels with 7 reflectors that are situated from 500 to 555 m; the step
between reflectors 9.2 m; the spectrum width 10 kHz; the modulation period 11 ms.

An example of a beating signal in two scales is shown in Fig. 8: there are 3.5
modulation periods in the figure above, and the part of the modulation period in the
figure below. In the figure above the falling edges of modulation frequency shown as
amplitude’s splashes (with duration about 0.3 ms) in time domain at 11, 22, 33 ms.
The amplitude modulation has an explicit periodic character, indicating that there
are a few strong harmonics.

The number of signal’s channels can be increased by various software complica-
tions [6, 7] or adding more SoCs. Furthermore, the facet model was designed, which
allows us to form reflected signal from various terrains. It also allows us to evaluate
software control signals (delays, amplitudes, frequency shifts, as shown in Fig. 6) for
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Fig. 7 Spectrum of a beating signal as the result of seven discrete signal’s channels switching
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Fig. 8 The beating signal as the result of switching of seven discrete signal channels
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the simulator. Obtained characteristics of the simulated signal in time and in spectral
domain are close to the theoretical and real flight results in similar conditions for
simple natural surfaces.

5 Conclusions

The designed simulator for radar altimeter was described in this paper. At first we
concentrated on themethod for constructing themulti-path propagation simulator for
radar signals. After this we suggested the simulator’s scheme,which allows us to sim-
ulate the reflected signal by cycle switching of hardware channels. Obviously, these
channels have changeable in real-time signal parameters. Thereon, main experimen-
tal results were also presented. The obtained results corresponded to known natural
and theoretical explorations. Also, we can use and expand resources of SoC for
adding more channels or simulating parameters for more complicated terrain types.

The results of this paper could be applied to design of new generation cheap
hardware-in-the-loop simulators. These simulators can be proposed for verification
and tuning of various autonomous airborne altimeters with frequency modulation.
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Distributed Arithmetic Based Hybrid
Architecture for Multiple Transforms
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Abstract Eight-point transforms play an important role in data compression, signal
analysis and signal enhancement applications.Mostwidely used transforms of size -8
are Discrete Cosine Transform (DCT), DiscreteWavelet Transform (DWT), Discrete
Sine Transform (DST), and Discrete Fourier Transform. There have been applica-
tions requiring multiple transforms for improving the performance. Unified/Hybrid
architectures supporting multiple transforms is a possible solution for such demands
as independent architecture for each transform requires more resources and com-
putation power. In this work, a Distributed Arithmetic (DA) based multitransform
architecture for supporting 1-D 8-point DCT, DFT, DST and DWT is proposed. A
multiplier-less architecture leading to reduced hardware is implemented in 45 nm
CMOS technology in Cadence RTL compiler as well as on FPGA using Xilinx ISE.
Compared to the standalone transform architectures, there is 51.2% savings in num-
ber of adders, 44.34% saving in LookUpTable (LUT) utilization and 54.18% savings
in register utilization in the proposed architecture.
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1 Introduction

In modern times, most of the data we access using Internet comprises of video and
images. The data is transmitted in compressed form to avoid huge storage space.
Different transforms play different roles in data compression. The Discrete Cosine
Transform (DCT) gives higher energy compaction properties for lower compression
ratio whereas it develops blocking artifacts and false contouring effect at higher
compression ratio. Discrete Wavelet Transform (DWT) is multiresolution compres-
sion method, i.e., by discarding the detail coefficients and taking only the approx-
imate coefficients an image can be obtained in different resolutions. Discrete Sine
Transform (DST) gives better compression ratio for less correlated signals. Discrete
Fourier Transform (DFT) is widely used for signal analysis and enhancement and
finds application inOFDM-basedmulti-carrier systems. Owing to these applications,
there have been architectures for implementing transforms.

In [1] authors presented a hybrid architecture for addressing a new representation
of DCT/DFT/Wavelet matrices using sparse matrix representation. A multiplier-less
DCT architecture based on shift-add method resulted in reduced resource utiliza-
tion [2]. Several DA-based architectures are proposed for transforms [3–8]. Jiang
et al. proposed a DWT architecture which is reconfigurable and is adaptable for var-
ious kinds of filter banks with various input sets [9].Wahid et al. proposed a hybrid
architecture for multiple transforms using matrix factorization and row-permutation
algorithm [10, 11]. An efficient DA-based parallel processor architecture to realize
3-D DWT is proposed in [12]. A cyclic convolution based systolic array implemen-
tation of 1-D DFT and DCT is presented in [13].

Multitransform architectures are useful for improving the system performance in
the applications where several transforms are required and user can select a transform
based on the requirement. There have been very few hybrid architectures supporting
multiple transforms such as DCT, DST, DFT, and DWT. Hence, a hybrid architecture
using DA for 1-DDCT, 1-DDST, 1-DHWT, and 1-DDFT is developed in this work.
An 8×8 matrix for DCT, DFT, DST, and Haar wavelet is considered for making the
structure. Hardware optimization has been achieved by sharing the common adders
and using some unique adders to compute the result. The proposed design has less
power and reduced resource utilization compared to the previously reported work.

The paper is organized as follows. Section 2 describes principles of DA. Section 3
discusses implementation of proposed architecture.Results andperformance analysis
has been presented in Sects. 4 and 5 concludes the work.

2 DA Algorithm

Distributed Arithmetic (DA) is an efficient technique for calculation of product or
multiply and accumulate (MAC) operation. DA is an efficient technique that replaces
multiplication by LUTs, where LUTs are the main part of the Field Programmable
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Gate Arrays (FPGAs). DA technique’s mathematical derivation is described below.
The summation of products can be given as

y �
K∑

K�1

AK XK , (1)

Where AK are fixed coefficients and XK are input data words which is given as
||XK| < 1,XK :

{
bK0, bK1, bK2.. . . . . . . , bK (N−1)

}
. Here, bK0 is the sign bit.

We can express, xK � bK0 +
N−1∑
n�1

bKn 2−n and y �
K∑

K�1
(bK0 .AK ) +

K∑
K�1

N−1∑
n�1

(bKn .AK )2−n

Expanding on RHS and simplifying leads to bit level representation. The coeffi-
cient corresponding to 2−(N−1) is the LSB and that of 20 is the MSB. It is clear from
the above equation that the output can be obtained by adding LSB bit with left shifted
version of the remaining bits by an appropriate units based on the weights assigned
to each bits. This results in the architecture being bit-serial in nature.

3 Proposed Architecture

A hybrid architecture is designed for 1-D DCT, 1-D DST, 1-D HWT, and 1-D DFT
using DA technique. First step in the algorithm is to calculate the coefficients of the
transforms which is put up in the matrix according to the formula. The elements
inside the matrix [A] are in binary form comprising of zeroes and ones. The next
step is to detect the number of ones in each row and that particular row is represented
in the form of adders (considering only ones). In this way each row is represented
with some adders which we call as the butterfly structure. By identifying common
computations a hybrid architecture is designed leading to sharing of resources. The
algorithm for the compression and implementation of the sparse matrix [A] using
reduced number of addition operations is discussed here.

3.1 An 8-Point DCT Implementation Using DA

An N point DCT is defined as,

Y (u) � c(u)

2

7∑

x�0

f (x) cos
(2x + 1)uπ

16
; 0 ≤ u ≤ 7, c(u) � 1√

2
; u � 0, c(u) � 1; otherwise,

where, N�8 is considered.
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A(x) � c(u)

2
cos

(2x + 1)uπ

16
(2)

Equation (2) can be represented in matrix form as in (3).

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Y (0)

Y (1)

Y (2)

Y (3)

Y (4)

Y (5)

Y (6)

Y (7)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0(0) A0(1) A0(2) A0(3) A0(4) A0(5) A0(6) A0(7)

A1(0) A1(1) A1(2) A1(3) A1(4) A1(5) A1(6) A1(7)

A2(0) A2(1) A2(2) A2(3) A2(4) A2(5) A2(6) A2(7)

A3(0) A3(1) A3(2) A3(3) A3(4) A3(5) A3(6) A3(7)

A4(0) A4(1) A4(2) A4(3) A4(4) A4(5) A4(6) A4(7)

A5(0) A5(1) A5(2) A5(3) A5(4) A5(5) A5(6) A5(7)

A6(0) A6(1) A6(2) A6(3) A6(4) A6(5) A6(6) A6(7)

A7(0) A7(1) A7(2) A7(3) A7(4) A7(5) A7(6) A7(7)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f (0)

f (1)

f (2)

f (3)

f (4)

f (5)

f (6)

f (7)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(3)

Where Au represents a uth row vector of size 1×8. For A0(where F0 is the first
row of the matrix), the coefficients are,

A0(0) � A0(1) � A0(2) � A0(3) � A0(4) � A0(5) � A0(6) � A0(7) � 0.3535

The first output sample Y(0) is obtained by multiplying A0 (first row) with the
input sequence. In the above matrix, the coefficients are represented in binary form.
The precision of each coefficient is chosen to be 13bits in Q5.8 2’s complement
format, where, F(4) depicts the sign bit and F(−8) indicates LSB. Hence Y(0) in its
bitwise representation can be obtained by converting the coefficients of A0 in binary
form and multiplying with the input. In the bitwise representation F(4) represents
the signbit and F(−8) represents the LSB which has a weight of 2−8. First row in
bitwise form is shown in (4).

The bottom row of A0 consists of the LSB of A0(x), and top row are signed bit
of A0(x), for x�0, 1 ,…, 7. In the above matrix F0, four rows have all 1’s, i.e., all
eight entries are 1’s. When the above matrix is implemented it would only require
seven adders as all four rows are same and the computation needs to be done only
once. But if it was implemented directly, it would require 28 adders. Similar way,
the butterfly structures are obtained for rest of the elements in the matrix too (i.e.,
from F1 to F7) as shown in Fig. 1. The computation is shared by DA bits of F0(−2),
F0(−4), F0(−5), F0(−7). The other outputs are zeros and hence do not require any
computation.
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⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F(4)

F(3)

F(2)

F(1)

F(0)

F(−1)

F(−2)

F(−3)

F(−4)

F(−5)

F(−6)

F(−7)

F(−8)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f (0)

f (1)

f (2)

f (3)

f (4)

f (5)

f (6)

f (7)

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

3.2 8-Point DST Implementation Using DA

The N point Discrete Sine Transform is given by,

Y (k) � 2

N
c(k)

7∑

n�0

f (n) sin
π (2n + 1)k

2N
; 0 ≤ k ≤ 7, c(k) � 1√

2
i f ; k � N , c(k) � 1; otherwise

When N�8, considering f(n) as input vector and Y(k) as the output. The butterfly
structures for implementing DST coefficients from Y(0) to Y(7) are shown in Fig. 2.

3.3 Eight-Point HWT Implementation Using DA

The Haar Wavelet Transform has a scaling function and a wavelet function. Matrix
representation of eight-point Haar wavelet has the entries as 0.5, 0.707, and 0.3536
(readers are suggested to refer [7] for more details). Similar technique is applied
to obtain an adder compression structure for HWT. The matrix obtained for A0 for
HWT and DCT are same, therefore the same butterfly structure is shared between
them.
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Fig. 1 a Butterfly structures for DCT: Y(0) to Y(7) b Butterfly structures for DCT: Y(4) to Y(7)
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Fig. 2 Butterfly structures for DST: Y(0) to Y(7)
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3.4 8×8 DFT Implementation Using DA

An N point DFT with N�8 is defined as in (5), where, f(n) is the input sequence
and Y(k) is the output. DFT has real as well as imaginary coefficient. The coefficient
matrix for real part of DFT are separated and the butterfly structures for Y(0) to Y(7)
are obtained as shown in Fig. 3. Similar structures are drawn for imaginary part as
well.

Y (k) �
7∑

n�0

f (n) e
− j2�kn

N , 0 ≤ k ≤ 7 (5)

Note that the butterfly structure for imaginary part of DFT has structures for Y(1)
to Y(7) excluding Y(0) and Y(4) they are zero. From Figs. 1, 2 and 3, the adders
highlighted in red are common to all the structures and is shared among all the
transforms to reduce the hardware requirement.

Fig. 3 Butterfly structure for computing DFT (Real Part)
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4 Results and Discussions

The complete architecture is designed consisting of the modules which are common
and unique among the transforms along with a controller for generating the required
control signals. The block diagram of the proposed hybrid architecture is shown in
Fig. 4. In this proposed work, an input of 8 KB voice signal is recorded and processed
offline. The signal is converted and stored in.hex file using 13 bit representation
in Q5.8 format. The first eight samples are stored in the buffer and fed to adder
butterfly block for processing. The adder matrix contains number of blocks which
are enabled based on the enable signals generated by the controller based on the
choice of a transform which is obtained through a 2-bit T_select input. The encoding
is as follows: T_select = 00 for HWT, T_select = 01 for DST, T_select = 10 for DFT
and T_select = 11 for DCT. RESET, CLK (clock) and T_select are the inputs to the
controller. In addition to enable signals, the controller also generates select signals
for the multiplexers. Buffer is used to feed input to the adders.

As the DA precision is considered to be 13, there would be 13 single bit outputs
which are fed to the 16×1 multiplexers. There are 16 multiplexers to give the 16
outputs where the last eight outputs are high only for DFT (imaginary). The 16×
1 multiplexer selects one of the 13 inputs which is fed to the add and shift block
where the computations are done and the output is obtained. All the 16 outputs are
computed in parallel. The output is obtained at the 13th clock cycle after which the

Fig. 4 Proposed hybrid architecture
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next set of eight samples are loaded to the buffer. The outputs are available at Y0

to Y7 lines for DST, DCT and HWT while Y8 to Y15 lines give ‘0’ outputs. When
the chosen transform is DFT, the real part of DFT is obtained through lines Y0 to
Y7 and imaginary part of DFT is obtained through lines Y8 to Y15. The simulation
of the developed architecture is done in Modelsim SE and the implementation is
done using Xilinx ISE environment as well as Cadence RTL compiler. The results
obtained from the designed architecture are compared withMatlab results. The mean
square error (MSE) between the ModelSim output and Matlab output is calculated
and the maximum MSE is found to be 0.0303.

Both the individual and hybrid architectures are synthesized inXilinx ISE and post
synthesis place and route (PAR) report is shown in Table 1. The resource utilization
of standalone architectures is compared with the proposed hybrid architecture. It
has been observed that the proposed architecture has 51.2% reduction in adders,
44.34% reduction in LUT utilization and 54.18% reduction in number of registers
as compared with the standalone architectures.

Table 2 shows comparison among various architectures from previous work and
the proposed architecture implemented on FPGA devices. The designed architecture
for 1-D DCT,1-D DST, 1-D DFT, and 1-D HWT has 65.6% less register utilization
compared to [12] and can operate at twice the frequency. Architectures discussed by
Jiang et al. [11] and Abhishek et al. [9] are implemented for single transform. Com-
pared to these approaches, the proposed architecture has almost double the hardware
requirement but supports four transforms. The proposed hybrid architecture has two
more transforms added to [7] where the number of adders in hybrid architecture
has been reduced to 45.5% from [13]. Further, the proposed hybrid architecture is
implemented in 0.045 µm CMOS technology using Cadence RTL compiler. Table 3
describes the comparison of the proposed hybrid architecture with various architec-
tures in 0.18 µm CMOS technology. The area requirement of our structure is at par
with [13] and [7] and is half as compared to [10] while the power consumption in our
approach is least among all the approaches. With this low power consumption, lower
area requirement and higher frequency of operation makes the proposed architecture
efficient.

Table 1 Comparison of standalone versus proposed hybrid architecture

Topology Transform No. of adders No. of LUTs No. of registers

Standalone DCT 82 1142 261

HWT 41 809 228

DST 52 930 242

DFT (real) 43 814 231

DFT (imag) 20 398 1122

Total 238 4093 1084

Hybrid DCT-DST-DFT-
HWT

116 2278 508

Overall savings% 51.2 44.34 54.18
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Table 2 Comparison of resource utilization of hybrid architecture
Approach [Shimu et al. 2009] [Jiang et al. 2013] [Abhishek et al.

2013]
Proposed

Device used Virtex4
(xcv4lxi5sf63)

Virtex6
(xc6vlx240t)

Virtex2
(xc2vp307ff896)

Virtex7
(xcv7vx3330tffg1157)

No. of LUTs 2017 29875 1012 2278

Registers 1479 23825 238 508

Maximum frequency
(MHz)

95 200 311.944 200

Dynamic power (w) NA NA 2.7599 0.169

Table 3 Comparison of area using cadence RTL compiler

Parameters Liu et al. [10]
DA based DCT

Wahid et al. [13] Vidhya et al. [7]
hybrid
DCT-DWT

Proposed hybrid
DCT- DFT- DST-
HWT

Technology used
(µm)

0.18 0.18 0.18 0.045

Area (mm2) 0.601 0.20368 0.36703 0.3867

Frequency
(MHz)

20 100 200 125

Power (mw) 15.2 15.38 5.575 5.185

5 Conclusion

A hybrid architecture is developed for 1-D DCT, 1-D DST, 1-DFT, and 1-D HWT
and implemented. Compared with individual designed architectures, the proposed
hybrid architecture has savings in register utilization by 54.18%, LUT utilization by
44.34 and 51.2% of less adders used. Compared to other structures proposed archi-
tecture is efficient in terms of power consumption and resource utilization. Proposed
architecture is simulated and implemented using Virtex 7 device where a maximum
frequency of operation of 200 MHz is achieved. The hybrid architecture is further
implemented in 0.045 µm CMOS technology using cadence RTL compiler. The
architecture requires 13 clock cycles to process eight input samples. The technique
can be extended for developing 2-D and 3-D architectures.
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Real-Time Video Surveillance for Safety
Line and Pedestrian Breach Detection
in a Dynamic Environment

Arjun Prakash, Santosh Verma and Shivam Vijay

Abstract The intended study in light is to emphasize the public safety thereby
securing the perimeter of a surrounding, enclosing any pedestrian within the limits
broadened by a ‘safety line’ indicator. The objective to be accomplished is to enhance
the detection of said ‘safety line’ in a dynamic environment. The environment used is
of a Train Platform having a maximum priority to the edge of platform limit marked
by a distinct yellow line. The colored line intended to be detected can also be treated
as an image and thus we can apply object detection techniques for the same. The
topic of object detection in image processing is to detect an object within a frame and
draw a contour around it. There are various algorithms to detect an object, but we
have modified and combined various techniques to produce the desired result. The
proposed algorithm works in different phases starting with dividing the given frame
in N segments, processing the given segments individually, followed by using the
best common result among all the segments to achieve the equation of the colored
line. The next phase includes detecting a regular pedestrian using HoG cascades and
estimating position with respect to the calculated line to identify whether the line was
crossed or not. After implementing this approach, an alarm is successfully generated
as soon as any object/person passes the yellow line in order to ensure safety.
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1 Introduction

Digital Image Processing is a technique of digitization of the input image and impos-
ing some operations on it to get an image which is completely enhanced image, or
to extract a part of image having some useful information, or to extract the features
from it [1]. An Image in Image Processing system is most widely considered as a
two dimensional dataset of signals for applying a predefined or some proposed set of
signal processing methods to the input. Digital image processing includes following
three steps:

(a) Capturing the input image with an optical camera or synthetic image by digital
photography.

(b) Preprocessing and postprocessing techniques for analysis and manipulation of
the image.

(c) Output is the last step in which result can be a modified image or a report which
is based on image analysis at step 2.

Image processing goals can be achieved by implementing many different types of
algorithms and techniques. If these algorithms are being imposed on a video, then
the best way is to divide the video into frames [1, 2].

The intended study in light is to emphasize the public safety thereby securing the
perimeter of a surrounding, enclosing any pedestrian within the limits broadened by
a ‘safety line’ indicator. The objective to be accomplished is to enhance the detection
of said ‘safety line’ in a dynamic environment. Here, dynamic environment can be
defined as the continuous change in the ambiance of the platform and the sporadic
change in the position of the camera [3]. The environment used is of a Train Platform
having amaximumproximity to the edgeof platform limitmarkedby adistinct yellow
line. After gathering line information within a frame, algorithm proceeds to identify,
mark pedestrians and approximate their location [4]. Algorithm also infers if there
is a breach in safety, and timely notifies the system to raise an alarm.

During the literature study of video surveillance, system identified a number of
challenges. Challenges faced are usually common to most computer vision imple-
mentations of any problem, but during this study we faced some unique and extended
versions of common problems, which are listed and explained as below:

(a) Noise: The original meaning of noise is any kind of unwanted signal. Noise in
images means the random variation of brightness and color information. While
implementing this study, Gaussian noise and shot noise were detected. The
algorithm gives better result if the noise is removed from the frame [5, 6].

(b) Time: Time was also one of the major challenges faced in the implementation
because this algorithm needs to be executed in real-time scenario [7, 8]. It was
very difficult to generate acceptable output within the given valid time frame of
the input. The video frame rate at which we have done this implementation is
10 fps.

(c) Matching colors in environment: Complementary colors of the same brightness
and hue will always work well together. But, this turned as a challenge in this
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study because firstly many other objects got mixed up with the safety line and
secondly, the values of the input frame fluctuated as the train entered and left
the station.

(d) Motion Surveillance Camera Issue: The position of camera is an important
thing that has to be kept in mind because the system must be able to handle
both stationary and moving objects. In this research project camera is kept at a
specific point in order to enhance to productivity of the implemented algorithms
[4].

(e) Indoor and Outdoor Environment: For the algorithm to work as consistent as
possible, it was necessary to maintain the fluctuation in the colors variation of
the environment [9].

(f) Illumination/lighting effect: It is observed in literature of previous researches
that the bonding between the colors, the RGBs or HSIs, in the filtered image
after preprocessing and unfiltered images, i.e., original image highly depends
on the color of the light and this dependency could be used to estimate the color
of the illuminates [3, 4, 7]. A variation in illumination may affect the result of
digital image processing.

(g) Occlusion of object intended to be detected (Safety line and pedestrians occlu-
sion): It is a great challenge to segregate the objects or a regionwhich is obscured
by the camera point of view. During the research work for the line detection
project, SPCPE (Simultaneous Partition and Class Parameter Estimation) algo-
rithm was studied to eradicate occlusion [10]. The said algorithm is used to
segregate each pixel in frames into background pixels and foreground pixels.
After this, a size-adjustment method is applied that aligns the bounding boxes
of the objects.

Proposed Algorithm initially faced many above mentioned challenges but at the end
issues were solved and a successful algorithm was delivered.

2 Proposed Algorithm

The Machine vision system detects an object by an image sensor. A computer vision
system uses electronic devices and various algorithms that mimic human eyes and
brain in order to duplicate the human vision ability. The OpenCV library is the most
widely used library in machines to detect, track and understand the surrounding
environment captured by image sensors.
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2.1 Overview of the Algorithm

The algorithmproposed in this paper startswith a video feed froma static surveillance
camera. The study then proceeds to extract frames from video feed, frame skipping
may be allowed since the processing has to be in real time and some intermediate
frame loss will not affect the efficiency in accurate output. The frame extracted from
the video feed is then converted to HSV format from available RGB format [4, 11].

(1) Obtain Frame from Video: Videos are imported frame by frame in OpenCV.
Once frame have been generated, then they are resized and further processed
under various algorithms according to the desired results.

(2) Convert image to HSV : Generally in image processing implementations, HSV
format is considered over RGB format as HSV separates color information
(chroma) from intensity or lighting (luma). As the values are separated, fol-
lowing the thresholding rules become easier by using only the saturation and
hue values. It is observed in study that perceiving and classifying colors given
clustered data points in HSV color model rather than in RGB color model [12,
13]. And there is a direct correlation between the concentration level and digital
colors in both color models. HSV is often used simply due to ease of availability
of the code for conversion between RGB and HSV. Figure 4 of Sect. 3 is output
after RGB to HSV conversion.

(3) Blur the HSV image: In Image processing, blurring is done by passing the HSV
image through various low pass filters. There are many filters that can be used in
different types of scenarios such as Averaging, Gaussian Blur, Median Blur, and
Bilateral Filtering [13]. In this study, blurringwas done to remove the noise from
the frames by Averaging. A 5×5 kernel was used to average all the pixels under
a given area which was calculated by cv2.blur() and cv2.boxFilter() functions.

(4) Divide image horizontally in N parts: Adaptive searching in frames to find the
best output among available potential results. By dividing the image into frames,
it led to an efficient computation with effective O(N) complexity [14].

(5) For each part:

(a) Set upper and lower limit of the color to detect the discussed Safety line:
Setting the upper limit and lower limit of the image generated a histogramof
the image and eventually calculates a contrast for the generated histogram.

(b) Create a mask using the range of colors: Masking is a technique used to
sharpen images and get a better image for further experiments. Unsharp
masking is a good tool for sharpness enhancements [15, 16].
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Fig. 1 Steps in canny edge detection algorithm

(c) Apply morphological opening and closing on the image to smoothen: The
identification of the object can be simplified by restricting each pixel to
the value of either 0 or 1. Morphological transformation takes care of this
part by implementing morphological operators namely Opening, Closing,
Erosion and Dilation. The end result of Opening operator and Erosion
operator is similar. This is same for Closing and Dilation operator. (Results
can be seen in the section III of this paper. Figure 6 is an output after
Opening and Closing Operators).

(d) Use canny edge detection to detect the colored edges: Before the edge
extraction operation and working on line equations, the noise removal of
the original image is important in order to smoothen the image; Gaussian
filter was used in this step. After removal of noise, edge strength was
computed depending on gradient magnitude. We used Sobel operator for
calculation of gradientmagnitude. Let the pixel “a” in the sub-imagematrix
with size 5× 5. The resultant image after Canny Edge Detection algorithm
is shown by Fig. 7 in the result section. Thereafter, suppression algorithm
was applied for non maximum; this eliminates all those values that does
not belong to an edge pixel. In final step, hysteresis is plotted. It uses high
and the low thresholds. If the pixel value lies between the two thresholds,
it will be considered to as an edge pixel, but if this value is lesser than the
lower threshold, it will be blocked and if it has a value greater than the
higher threshold and has a connection with a pixel that has value between
the two threshold, it will be considered an edge pixel. It is implemented by
using the following syntax [1, 2, 8, 17, 18]. (Fig. 1)
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Fig. 2 Flow chart of the proposed algorithm for processing the pedestrian and safety line

(e) Extract the lines using Hough lines and calculation of line equation: For
detection of line shape one of the known techniques named as Hough
Transform is used. During our study, it is observed that it could detect the
shapes even if it is broken, small gap in continuity, or distorted a little extent
[19–21]. A line can be represented by these two terms, (ρ,�). Where, rows
are denoted as ρ and columns as �. So first it creates an empty 2D array
(to hold values of two parameters). Size of array is a subjective choice on
the accuracy one need. Consider the first point of the line. One must know
its (x, y) values. Now in the line equation, substitute the values θ�0, 1,
2, 3, …, 180 and validate the ρ you get. For every (ρ,�) pair, increment
value by one through accumulator in its corresponding (ρ,�) cells. So if
someone searches the accumulator for maximum votes, there is a line in
this frame [17, 18].

(6) Find the points on the boundary of image lying on the line: Choose the points
on the boundary which have highest frequency within the list of points in all N
regions and save them to plot the lines through the saved points. (Fig. 2)
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Fig. 3 Original image

3 Experimental Validations and Result

Eclipse was used to implement the line detection algorithm. All the images that
were used while implementing this task are listed below. Manual testing was done
by implementing different algorithms in various codes, taking some pictures and
videos as a set of input to check which algorithm gives better result in respective
environment. (Figs. 3, 4, 5, 6, 7, 8, 9 and 10)
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Fig. 4 RGB to HSV converted image

4 Conclusions and Future Work

After implementing the above method, an alarm is raised when an object crosses
through the Yellow line on the platform of the metro station while the arrival and
departure of metro (see Fig. 9 of Sect. 3 of this paper). Public safety can get enhanced
by implementing the proposed algorithm in real time. The study has been done in both
noisy and clean environment. The noise has been removed by smoothing and some
other techniques that are mentioned in the Sect. 2 of this paper. Among various Edge
detection Algorithms, The Canny Operated proved to give the best result. Moreover,
Error rate was also calculated by running the code in different set of inputs and
values.(Tables 1, 2, 3)

It was proved that the result was better if only 10 frames were being skipped. The
Error rate increased as the number of frames that were being skipped increased.
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Table 1 Implementation of algorithm

Feature Expectation Remark

Convert the BGR image to
grayscale

Grayscale image visible Image visible

Convert the BGR image to
HSV

HSV image visible Image visible

Take picture as an input Picture should be accepted as
an input

Input taken successfully

Take video as an input Video should be accepted as
an input

Video processed by frames

Take live video from web
camera as input

Live video should be visible as
input

Live video taken as input

Analysis should be performed
on all inputs

Border of the object should be
visible

Border visible

The yellow line should be
recognized

Yellow line should be
recognized using color
detection

Yellow color recognized

Objects which cross yellow
line should be identified

Objects should be identified Objects identified

Alarm should be raised Alarm should be generated Security alarm raised

Convert the BGR image to
grayscale

Grayscale Image visible Image visible

Convert the BGR image to
HSV

HSV image visible Image visible

Take picture as an input Picture should be accepted as
an input

Input taken successfully

Take video as an input Video should be accepted as
an input

Video processed by frames

Take live video from web
camera as input

Live video should be visible as
input

Live video taken as input

Analysis should be performed
on all inputs

Border of the object should be
visible

Border visible

The yellow line should be
recognized

Yellow line should be
recognized using color
detection

Yellow color recognized

Objects which cross yellow
line should be identified

Objects should be identified Objects identified

Alarm should be raised Alarm should be generated Security alarm raised

Table 2 Error rate without Noise Reduction Algorithms

10 Frames skipped 20 Frames skipped 50 Frames skipped

Error rate 10% 16% 22%
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Fig. 5 Noise reduced image for further processing

Fig. 6 Closing and opening
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Fig. 7 Canny edge detection

Fig. 8 ROI
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Fig. 9 Hough transform (line)

Fig. 10 Final result
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Table 3 Error rate after Noise Reduction Algorithms

10 Frames skipped 20 Frames skipped 50 Frames skipped

Error rate 6% 11% 15%

Finally, some topics could be suggested for future works. In this paper, the experi-
mental results are carried out on Grayscale images only. HSV (Hue Saturation Value)
color format that has been used. Other formats may also give us better results. Fur-
thermore, this implementation was done by keeping the camera at one particular
angle or at rest. More research needs to be done if the camera is in motion. A case
like, if someone crossing the line when train is arrived/arriving at station would also
be considered for future implementation with considerable amount of motion blur.
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Human Activity Recognition in Video
Benchmarks: A Survey

Tej Singh and Dinesh Kumar Vishwakarma

Abstract Vision-based Human activity recognition is becoming a trendy area of
research due to its broad application such as security and surveillance, human—
computer interactions, patients monitoring system, and robotics. For the recognition
of human activity various approaches have been developed and to test the perfor-
mance on these video datasets. Hence, the objective of this survey paper is to outline
the different video datasets and highlights their merits and demerits under practical
considerations. We have categorized these datasets into two part. The first part con-
sists two-dimensional (2D-RGB) datasets and the second part has three-dimensional
(3D-RGB) datasets. The most prominent challenges involved in these datasets are
occlusions, illumination variation, view variation, annotation, and fusion of modali-
ties. The key specification of these datasets are resolutions, frame rate, actions/actors,
background, and application domain. All specifications, challenges involved, and the
comparison made in tabular form. We have also presented the state-of-the-art algo-
rithms that give the highest accuracy on these datasets.

Keywords Human activity recognition · Human–human interaction · RGB
RGB-Depth (RGB-D) dataset

1 Introduction

In the present era, human activity recognition [1–5], in videos has become a promi-
nent area of research in the field of computer vision. It has many daily living appli-
cations such as patient monitoring, object tracking, threat detection, and security
and surveillance [6–9]. The motivation to work in this field is to recognize human
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gestures, actions and interactions in videos. The recognition of human activities in
video involves various steps such as preprocessing, segmentation, feature extraction,
dimension reduction and classification. We can save time if we have accurate knowl-
edge of the publically available datasets [10, 11], so that there is no need to generate
new dataset and a researcher’s work will be easier to identify the datasets and a
key focus will be on developing the new algorithm rather than gathering the infor-
mation about datasets. With the advancement of labelling algorithm, it becomes an
opportunity to label the dense dataset videos for activity recognition, object tracking,
and scene reconstruction [12–14]. This work covers gesture recognition, daily liv-
ing actions or activity, sports actions, human–human interactions and human–object
interaction datasets. This paper consists of bothRGBandRGB-Dpublically available
datasets. Thiswork provides datasets specifications such as year of publication, frame
rates, spatial resolution, the total number of action and number of actors (subjects)
performing in videos and state-of-the-art solutions on existing benchmarks. Tables 1
and 2 provides the details of RGB and RGB-D datasets, respectively. Before 2010,
a large number of RGB video dataset was available to this community [15–17].
After the advancement of low-cost depth sensor, e.g. Microsoft Kinect, there has
been a drastic increase in 3D, and multi-modal videos datasets. Due to low cost
and lightweight sensors datasets are recorded with multiple modalities such as depth
frames, accelerometer, IR sensors frames, acoustical data, and skeleton data infor-
mation. The RGB-D datasets having multiple modalities reduce the chance of loss of
information in videos as compared to traditional RGBdatasets at the cost of increased
complexities [18, 19].

2 Related Work

Chaquet et al. [20], focused on 28 publically available RGB datasets of human action
and activity. The dataset characteristics are discussed such as ground truth, numbers
of action/actors, views and area of applications. Their work does not cover RGB-
depth dataset available at that time. Edwards et al. [3], focused onpose-basedmethods
and presented a novel high-level activity dataset. Their work gives no information
about state-of-the-art accuracies on existing dataset. Wang et al. [21], discussed spe-
cific novel techniques onRGB-D-basedmotion recognition. T. Hassner [22], focused
on action recognition and accuracy of most of the RGB datasets. The very limita-
tion of this work is the action in depth datasets and area of applications. M. Firman
[23], analysed the depth dataset such as semantics, identification, face/pose recogni-
tion and object tracking. Borges et al. [24], discussed advantages and shortcomings
of various methods for human action understanding. Zhang et al. [25], engrossed in
action RGB-D benchmarks and lack of considered pose, human interaction activities.
Besides, they intended to cover state-of-the-art accuracy and classification techniques
on specific benchmarks. Compared with the existing surveys, the primary aim of this
work will provide an accessible platform to the readers.
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Table 1 RGB (2D) video dataset

Dataset Year Modality Application domain

KTH 2004 Grey Human action recognition in real outdoor
conditions

Weizmann 2005 RGB Human action recognition

IXMAS 2006 RGB Multi-view-invariant action recognitions

CASIA Action 2007 RGB Human behaviour and human–human
interaction

UCF Sports 2008 RGB Sports actions recognition

Olympic Games 2008 RGB Sports actions recognition

Hollywood 2008 RGB Realistic actions recognition from movies

UT- Interaction 2009 RGB Human–Human interaction activity
recognition

BEHAVE 2009 RGB Human Group behaviour activity analysis

HMDB51 2011 RGB human–human interaction, human –
object interaction

UCF50 2011 RGB Human Sports activity recognition

BIT-Interaction 2012 RGB Human–human interaction in realistic
scenarios

UCF101 2013 RGB Human Sports activity recognition

YouTube Sports 1 M 2013 RGB Human Sports activity recognition

ActivityNet 2015 RGB Human activity understanding

THUMOS’15 2015 RGB Action recognition in wild video

ChaLearn: Action/Interaction 2015 RGB Automatic learning of human action and
interactions

FCVID 2015 RGB Human activity understanding

YouTube 8 M 2016 RGB Human activity recognition, human
interaction

Okutama Action 2017 RGB Concurrent human action recognition
form aerial view

3 Challenges in HAR Dataset

In this section, we discuss challenges involved in RGB and RGB-D dataset. It can
be noticed that dataset videos are facing limitations in at least one of aspects such
as similarity of actions, cluttered background, viewpoints variations, illuminations
variations and occlusions.
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Table 2 RGB-D (3D) video dataset

Dataset Year Modality Application Domain

MSR Action 3D 2010 Depth+skeleton Sports Gesture recognition

CAD-60 2011 RGB, Depth, skeleton Daily activity recognition

RGB-D HuDaAct 2011 RGB, Depth Daily activity recognition

Berkeley MHAD 2013 RGB, depth, skeleton Human behaviour
Recognition

CAD-120 2013 Depth, skeleton Action labelling, human
and object tracking

Hollywood 3D 2013 RGB, Depth Natural action recognition
in movies

MSR Action Pairs 2013 Depth Action pairs recognitions

UWA3D Multi-View 2014 RGB, Depth, skeleton Similar and cross-view
action recognition

Northwestern UCLA 2014 RGB, Depth, skeleton Cross- view action
recognition

LIRIS 2014 RGB, Depth, grey Human activity recognition

UTD-MHAD 2015 RGB, Depth, skeleton View- invariant human
action recognition

M2I 2015 RGB, Depth, skeleton Human–human,
human–object interaction

SYSU-3D HOI 2015 RGB, Depth, skeleton human–object interaction

G3Di 2015 RGB, Depth, skeleton Gaming interaction activity

NTU RGB+D 2016 RGB, Depth, skeleton, IR
sequences

Human Action Recognition

PKU-MMD 2017 RGB(image and video),
Depth, skeleton, IR
sequences

Multi-modal action
recognition

3.1 Background and Environmental Conditions

The background in videos may be different types such as slow/high dynamic, static,
occluded, airy, rainy and dense populated. It can be observed that KTH dataset is
more challenging due to changing the background as compared toWeizmann dataset.
The UT-Interaction, BEHAVE, BIT Interactions datasets recorded in the larger out-
door area and changing natural background conditions. The various datasets such
as UCF sports activity, UIUC, Olympic sports, hollywood1, HMDB51, THUMOS,
ActivityNet and YouTube 8 M recorded from online sources YouTube, Google, and
variousmovies, are challenging due to having both dynamic objects and backgrounds
conditions.
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3.2 Similarity and Dissimilarity of Actions

The similarity between the actions classes in the datasets provides a fundamental
challenge to the researcher. There aremany actionswhich seem to be similar in videos
such as jogging, running, walking, etc. The accuracy of classification is affected by
the same type of actions. The same actions performed by different actors increase
the complexity of the dataset such as YouTube Sports 1 M dataset having thousands
of videos of same action class.

3.3 Occlusion

Occlusion is a thing where another object hides the object of interest. For the human
action and activity recognition, occlusion can be categorized as self-occlusion and
occlusion of another object/partial occlusion. The depth sensor is severely affected
by internal noise data and self-occlusion by performing users such as in CAD-60, 50
salad, Berkeley MHAD, UWA3D activity, LIRIS, MSR Action pair, UTD-MHAD,
M2I, SYSU-3D HOI, NTU RGB+D and PKU-MMD datasets.

3.4 View Variations

The viewpoint of any activity recorded inside the video dataset is a key attribute in
the human activity recognition system. The multiple views have more robust infor-
mation than single view and independent of captured view angle inside the dataset.
However, multiple views increase the complexity such as more training as well as
test data is required for classification analysis. Here, KTH, Weizmann, Hollywood,
UCF Sports, MSR Action 3D, and Hollywood 3D, are single view datasets. The
multi-view datasets are CAD-60, CAD-120, UWA3D, Northwestern-UCLA, LIRIS,
UTD- MHAD, NTU RGB-D, IXMAS, CASIA Action, UT-Interaction, BEHAVE,
BIT-Interaction, Breakfast Action.

4 Approaches for Human Action Recognitions

Based on the methodologies used in recent years to recognize human action and
activities we can categorize the existing solutions to two major categories such as
handcrafted features descriptor and deep learning approaches.
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4.1 Local and Global Approaches

The initial work of human action recognition is limited to pose somewhat or gesture
recognition. The first step to recognize the human action in videos was introduced by
Bobik and Davis [26]. They simplified human action using Motion History Images
(MHI) and Motion Energy Images (MEI). The global MHI template is given by

(x, y, t) �
i−1∑

τ �0

B(x, y, t − i), (1)

where Eτ is obtained MEI at particular time instant τ, while B(x, y, t − i) is binary
image sequences represents detected objects pixels.

The local representation STIPs for action recognition introduced by Laptev et al.
[27]. A local 3D Harris operator [23] show a good performance to recognized 3D
data objects with less number of interest points and widely used in computer vision
applications. It is based on local autocorrelation function and defined as

e(x, y) �
∑

xi yi

W
(
xi,yi

)
[I (xi + �x + yi + �y) − I (xi , yi )]

2, (2)

where, I (·,·) is defined as the image function and xi , yi are the points in the Gaussian
function W centred on (x, y), which defines the neighborhood area in analysis.

4.2 Deep Learning Approaches

After 2012, these architecture received initial successes with supervised approaches
which overcome vanishing gradient problem by using ReLU, GPUs (reduced time
complexities). Deep learning technique is data driven it lacks when training samples
are less, so in the case of small activity dataset local and global feature extractors are
good and efficient for classification purpose.

Li et al. [28] showed that 3D convolutional networks outperform the 2D frame
based counterparts with a noticeable margin. The 3D convolution value at position
(x, y, z) on the j th feature map in the i th layer is defined as,

vxyzi j � tanh

⎛

⎝bi j +
∑

m

Pi−1∑

P�0

Qi−1∑

Q�0

Ri−1∑

R�0

wpqr
i jm v

(x+p)(y+q)(z+r)
(i−1)m

⎞

⎠, (3)

where, Ri is the size of the 3D kernel along the temporal dimension while wpqr
i jm is the

(p, q, r)th value of the kernel connected to them th feature map in the previous layer.
Karpathy et al. [29] proposed the concept of slow fusion to increase the temporal
awareness of a convolutional network. Donahue et al. [30] addressed the problem of
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action recognition through the cascaded CNN and a class of recurrent neural network
(RCNN)which is also knownasLongShort TermMemory (LSTM)networks is given
as

ht � σ
(
wx x

t + whh
(t−1)

)
(4)

zt � σ
(
wzh

(t)
)

(5)

wx∈ R
r×d ,wh∈ R

r×r ,wz∈ R
m×r (6)

Here, x (t)∈ R
d (external signal), z(t)∈ R

m (output signal), andh(t)∈ R
r (hidden state).

The recurrent neural network is found to be best model for video activity analysis.

5 Discussion

In this section, we briefly discuss the advantages and disadvantages of both types of
2D and 3D datasets.

5.1 Advantages of RGB and RGB-D Dataset

It can observe that from Tables 3 traditional human activity datasets are recorded
with a small number of actions recognition from segmented videos under somewhat
controlled conditions. Some benchmarks downloaded from online media such as
YouTube, movies and social videos sharing sites represent a realistic action scene
which is more practical for real-life applications. UCF 101 dataset is the largest
dataset in the context of some classes, video clips than UCF 11, UCF 50, Olympic
sports and HMDB51 datasets. ActivityNet is large-scale RGB video dataset captured
with complete annotated labels and bounding box. The 3D datasets have advantages
over visual 2D dataset as they are less sensitive to illuminations because they are
captured with multiple sensors system such as visual, acoustical, and inertial sensors
systems. It can be observed that from Table 4, that the fusion of information using
different sensors increases the recognition accuracy on depth dataset at the cost of
increased complexities. The 3D Online RGB-D action dataset was recorded in a
living room environment used for cross-action environment and real online action
recognition. The NTU RGB+D dataset is having a large number of actions/actors
among existing datasets and was captured with multiple modalities and different
camera views. PKU-MMD is large scale benchmark focused on continuous multi-
modalities 3D complex human activities with complete annotation information, and
it is suitable for deep learning methods.
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Table 3 Technical specification RGB and RGB-D dataset

Dataset Resolution FPS Actions Actors Videos

KTH 160×120 25 6 25 600

Weizmann 180×144 50 10 9 90

IXMAS 390×291 23 13 11 1650

CASIA Action 320×240 25 8 24 1446

UCF Sports 720×480 10 10 – 150

Olympic Games – – 16 – 783

Hollywood 400×300
300×200

24 8 – 233

UT- Interaction 720×480 30 6 – 160

BEHAVE 640×480 25 6 5 163

HMDB51 320×240 30 51/- – 6766

UCF50 320×240 25 50 – 6681

BIT-Interaction 320×240 30 8 – 400

UCF101 320×240 25 101 – 13320

YouTube Sports 1 M – – 487 – 1133158

ActivityNet 1280×720 30 203 – 27801

THUMOS’15 – – 101 – 5600

ChaLearn:
Action/Interaction

480×360 15 235 14 235

FCVID – – 239 – 91223

YouTube 8 M – – 4716 – ~800, 000

Okutama Action 3840×2160 30 12 9 44

MSR Action 3D 640×480 15 20 7 567

RGB-D HuDaAct 640×480 30 12 30 1189

CAD-60 640×480 25 12 4 60

Berkeley MHAD 640×480 30 11 12

CAD-120 640×480 25 10 4 120

Hollywood 3D 1920×1080 24 14 * 650

MSR Action Pairs 320×240 30 10 6 180

UWA3D Multi-view 640×480 30 30 10 900

Northwestern-UCLA 640×480 30 10 10 1475

LIRIS 640×480, 720×576 25 828 21 *

UTD-MHAD 512×424 30 27 8 861

M2I 320×240 30 22 22 1784

SYSU- 3D HOI 640×480 30 40 12 ~ 480

G3Di 640×480 30 12 15 574

NTU RGB+D 512×424, 1920×1080 30 60 40 56880

PKU-MMD 512×424, 1920×1080 30 66/60 51/40 1076
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Table 4 RGB and RGB-D dataset with state-of-the-art accuracy and techniques

Dataset Classification
technique

Max avg.
accuracy (%)

Evaluation
protocol

Reference
year

Weizmann Hybrid (SDGs+
AESIs)

100 LOOCV 2016

KTH Interest points
(IP) with
differential
motion
information

98.20 3-fold
cross-validation

2016

IXMAS HC-MTL+L/S
Reg

94.7 Cross-View 2017

CASIA Action Hierarchical
Spatio-Temporal
model (HSTM)

95.24 – 2017

Olympic Games Motion Part
Regularization

92.3 leave-one-group-
out
cross-validation

2015

Hollywood Joint max margin
semantic
features, DCNN

48.58 Cross-View 2016

UT- Interaction Hierarchical
Spatio-Temporal
Model (HSTM)

94.17 leave-one-out
cross-validation
(LOOCV)

2017

UCF-YouTube Interest points
(IP) with
differential
motion
information

91.30 3-fold
cross-validation

2016

BEHAVE Group interaction
zone(GIZ),
(ARF+GCT+
AF)

93.74 3-folds-cross-
validation

2014

HMDB51 Multi-Stream
Deep Network

67.8 – 2017

UCF50 HC-MTL+L/S
Reg

80.63 LOGO
(Cross-View)

2017

BIT-Interaction 4-level, Pachinko
Allocation Model

93 10-fold
cross-validation

2016

UCF101 Multi-Stream
Deep Network

93.3 – 2017

YouTube Sports
1 M

HC-MTL+L/S
Reg

89.7 LOGO
(Cross-View

2017

ActivityNet Spatial CNN+
Motion features

53.8 – 2017

(continued)



256 T. Singh and D. K. Vishwakarma

Table 4 (continued)

Dataset Classification
technique

Max avg.
accuracy (%)

Evaluation
protocol

Reference
year

THUMOS’15 Pyramid of Score
Distribution
Feature (PSDF)

40.9(0.1) – 2016

ChaLearn:
Action/Interaction

Fisher vector+
iDT features

53.85 cross-validation 2015

FCVID rDNN 76.0 – 2017

YouTube 8 M NetVLAD+CG
after pooling and
MoE

83.0 – 2017

Okutama Action SSD(RGB) 18.80 Cross-validation 2017

MSR Action 3D ConvNets 100 cross-subject 2015

RGB-D
HuDaAct

BoW with χ2

kernel SVM
82.9 Cross-subject

validation
2014

CAD-60 Decision-level
fusion

96.4 cross-subjects 2015

Berkeley MHAD Hierarchy of
LDSs,
HBRNN-L

100 – 2013

CAD-120 QQSTR with
feature selection

95.2 4-fold
cross-validation

2015

Hollywood 3D Bag of features
(BoF) with
Disparity
Pyramids

36.09 cross-validation 2014

MSR Action
Pairs

HON4D+Ddisc 96 cross-validation 2013

UWA3D
Multi-view

MSO-SVM 91.79 (0 degree) Cross-view 2015

Northwestern
–UCLA

CNN+
Synthesized+
Pre-trained

92.3 Cross-view 2017

LIRIS Pose+
Appearance+
context

74 (recall) – 2014

UTD-MHAD Depth plus RGB
using product
rule

91.2 Cross-subject 2016

M2I FV/BoVW 92.33 Cross –view 2017

SYSU- 3D HOI Joint
heterogeneous
features learning
(JOULE)model

84.89±2.29 (S2) Cross-subject 2016

(continued)
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Table 4 (continued)

Dataset Classification
technique

Max avg.
accuracy (%)

Evaluation
protocol

Reference
year

G3Di Hierarchical
Transfer
Segments (HiTS)

the average
latency time
2 frames (66 ms)

Cross-subject 2016

NTU RGB+D CNN+
Synthesized+
Pre-trained

87.21 Cross-view 2017

PKU-MMD Joint
Classification
Regression RNN

64.20 Cross-view 2017

5.2 Disadvantages of RGB and RGB-D Dataset

Currently, there are many video datasets, despite this, there are limitations in auto-
matically recognize and classify the human activities. The main reasons of such
limitations in at least one of the form are the number of samples for each action, the
length of clips, capturing environmental conditions, background clutter and view-
points changes and some activities. The 2D datasets were recorded with a small
number of actions to complex actions with a broad range of applications. The 2D
datasets are faced more challenges like view variations, intra-class variations, clut-
tered background, partial occlusions, and camera movements than depth datasets.
The RGB-D dataset is facing limitations of low resolutions, less training samples,
the number of camera view, different actions, various subjects and less precision. Ini-
tial RGB-D datasets captured single actions videos frames under controlled indoor
or lab environments. MSR Action 3D is restricted to gaming actions depth frames
only. Northwestern-UCLA dataset was recorded with more than one Kinect sensors
at the same time to collect multi-view representations. It becomes a challenge to
handle and synchronize all sensors data information simultaneously.

6 Conclusion

A review of the various state-of-the-art datasets on human action has been presented.
Human action datasets have been categorized into two major categories: RGB and
RGB-D datasets. The challenges involved and specifications of these datasets have
been discussed. The conventionalRGBdataset faces the problems of a cluttered back-
ground, illumination variations, camera motion, viewpoints change and occlusions.
It is a challenge for feature descriptors in activity recognitions datasets that meets
the changing real-world environments. It is required robust evaluation techniques for
cross-dataset validation, which will be useful for realistic scenarios applications.
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SITO Type Voltage-Mode Biquad Filter
Based on Single VDTA

Chandra Shankar, Sajai Vir Singh, Ravindra Singh Tomar
and Vinay A. Tikkiwal

Abstract A new biquad filter topology realizing three simultaneous voltage-mode
filtering responses is reported in the work which employs only single active element
in the form of voltage differencing trans-conductance amplifier (VDTA) and three
passive elements as two grounded capacitors and one resistor. The realized filtering
functions by the filter are lowpass (LP), bandpass (BP), and bandreject (BR). The
proposed filter enjoys with reasonable total harmonic distortion, low active/passive
sensitivities, and low power consumption.Moreover, the pole frequency can be tuned
independent of quality factor by the means of currents. In order to verify the validity
of the circuit, the proposed filter is simulated using PSPICE software in 0.18 μm
CMOS technology.
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1 Introduction

Nowadays, the current-mode approach is gained a lot of popularity among researchers
for developing new analog blocks used in a number of applications of analog signal
processing. The current-mode active elements, in which signal state is current rather
than node voltages, have many advantageous features as compared to its voltage-
mode counterpart such as extended bandwidth without any disturbance in gain part,
much higher slew rate, and requirement of low supply voltage and thus consumes less
power, etc. [1]. Initially, current conveyors (CCI, CCII, CCIII) and their variants such
as DDCCII, DVCCII, FDCCII, etc., were introduced [2–7] as current-mode active
elements in the literature. Later on, other active elements with having inbuilt elec-
tronic tuning ability such as OTA, CDTA, CCTA, CCCCTA, CFTA, VDTA, DDC-
CTA, etc. [8–14] were also proposed. Among them, a relatively new current-mode
active element named as voltage differencing trans-conductance amplifier (VDTA)
was introduced in 2011 [13]. After its inception, the element has been became pop-
ular in designing of analog biquad filters [13, 15, 16, 17, 18, 19, 20, 21] operating in
different modes. A voltage-mode analog filter (VMBF) is one of the essential build-
ing blocks and has been found in many applications of analog signal processing such
as audio system, loudspeaker, touch-tone dial telephone system, graphical equalizer
system, ECG system, data acquisition systems, etc. [22].

A literature survey reveals that numbers of VMBFs have been reported [15, 16,
22–31] in available research literature. Out of these, few of the VMBFs presented
in Refs. [15, 22–29] realize two or more filtering responses, simultaneously, by the
use of only single voltage input signal. Remaining VMBFs in Refs. [16, 30, 31]
can also realize multiple filtering functions but one at a time (not simultaneously)
through appropriate selection of one or more inputs. However, the use of multiple
input signals to realize filtering functions which further requires additional hardware
to obtain multiple copies. In addition, few of the reported VMBFs among them are
single active element based [15, 22, 27–29] while remaining uses more than one
active element [23–26]. Since the designing of single element based circuits were
always favorable and preferred for reduced cost, space, and power saving point of
view, so the research work focuses here on studying and discussion of the VMBFs
which realizes multiple filtering functions simultaneously, by the use of only single
active element [15, 22, 27–29]. All the reported VMBFs based on single element
as well as realizing simultaneous outputs, realize at most three filtering functions
(LP, BP, BR [22] or LP, BP, HP [27, 28] or LP, BP [15, 29]). Apart from this, the
VMBF circuits reported in Refs. [27, 28] suffers from one or more drawbacks such
as (i) use of excess number of passive elements (three- resistors and two-capacitors)
(ii) lack of electronic tunability feature (iii) use of more numbers of floating passive
elements (two- resistors) not favorable for fabrication of integrated circuits point
of view. Moreover, another reported filter in Ref. [22] also provides three filtering
responses using two grounded capacitors and one resistor along with the features of
electronic tunability. However, this circuit uses an excess number of transistors (33
numbers of MOS transistors), and thus, it may consume more power.
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So keeping the above survey of VMBFs in mind, a newVMBF circuit is proposed
which uses only single active element and simultaneously realizes three filtering
functions namely, LP, BP, and BR, by the use of single input voltage signal. Apart
from employing single VDTA as an active element, the proposed VMBF consists of
two grounded capacitors and one resistor too. Further, the circuit is also less sensitive
due to mismatching in active and passive components and offer electronic tunable
feature of pole frequency independent of the quality factor. The functionality of the
circuit is proven by PSPICE simulation using 0.18 μmMOS models form TSMC.

2 Voltage Differencing Trans-Conductance Amplifier

The block diagram of VDTA is shown in Fig. 1, whose ideal model can be charac-
terized with the assist of following matrix equation as:

[
Iz
Ix±

]
�

[
gm1 −gm1 0

0 0 ±gm2

]⎡
⎢⎣
Vp

Vn

Vz

⎤
⎥⎦ (1)

Where P and N are two high impedance input terminals and ideally draw zero
current. The high impedance Z terminal mostly loaded with impedance, receive the
current directly proportional to the voltage difference at P andN terminals.Moreover,
the voltage across Z terminal is transferred in the formof current at trans-conductance
type output terminals X+and X-.

In above Eqn, the gm1 and gm2 are two trans-conductance parameters which are
controlled by the VDTA biasing currents IB1 and IB2, respectively. In Fig. 2, a CMOS
implemented circuit of VDTA is also shown for which the mathematical expression
of gm1 and gm2 can be derived and related with IB1 and IB2, respectively, as

Fig. 1 Block diagram of VDTA
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Fig. 2 CMOS realization of VDTA

gm1 �
√
IB1μnCox(

W

L
)M1,M2 (2)

gm2 �
√
IB2μnCox(

W

L
)M5,M6, (3)

Where μn and Cox are the effective carrier mobility of MOS transistors and gate
oxide capacitance per unit area of n-MOS transistor, respectively. The (W/L)M1, M2

and (W/L) M5, M6 are the aspect ratio of NMOS transistors forming a differential pair
in the architecture of VDTA.

3 Proposed VM Filter and Its Analysis

A proposed single input three output (SITO) VMBF employing only single VDTA as
active element, two grounded capacitors (C1 and C2) and one resistor (R) as passive
element is displayed in Fig. 3. On analyzing the VMBF of Fig. 3, the following
transfer functions are obtained as:

VLP

Vin
� gm1gm2/C1C2

D(s)
(4)

VBP

Vin
� sgm1/C2

D(s)
(5)

VBR

Vin
�

(
s2 + gm1gm2/C1C2

)
D(s)

(6)

where



SITO Type Voltage-Mode Biquad Filter Based on Single VDTA 265

D(s) �
[
s2 +

sgm1gm2R

C2
+
gm1gm2

C1C2

]
(7)

From Eqs. (4)–(6), it is clear that the proposed VMBF is capable of realizing
three simultaneous filtering functions such as BR, LP, and BP. The various filter
parameters such as the pole frequency (ω0), the quality factor (Q0), and bandwidth
(BW) (ω0/Q0) of each filtering response are obtained as

ω0 �
√
gm1gm2

C1C2
,Q0 � 1

R

√
C2

C1gm1gm2
,BW � gm1gm2R

C2
(8)

It can be concluded from Eq. (8) that by maintaining condition gm1 �gm2 �1/R�
gm, ω0 can be varied electronically without affecting the Q0.

4 Non-Ideal Errors and Sensitivity Analysis

To visualize the influence of non-idealities on the performance of proposed circuit in
Fig. 3, non-ideal gains of the VDTA are taken into consideration. The port depiction
of non-ideal VDTA can be re-modeled through following matrix equation:

[
Iz
Ix±

]
�

[
β1gm1 −β1gm1 0

0 0 ±β2gm2

]⎡
⎢⎣
Vp

Vn

Vz

⎤
⎥⎦ (9)

Fig. 3 The proposed VMBF
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Where β1 and β2 are the trans-conductance gain errors for both stages of the
VDTA.With new port descriptions of VDTA in Eq. (9), the proposed circuit has been
reanalyzed and the corresponding transfer functions involving non-ideal factors are
obtained as

V
′
LP(s)

Vin
� β1β2gm1gm2/C1C2

D
′
(s)

(10)

V
′
BP(s)

Vin
� sβ1gm1/C2

D
′
(s)

(11)

V
′
BR(s)

Vin
�

(
s2 + β1β2gm1gm2/C1C2

)
D

′
(s)

(12)

Where

D
′
(s) �

[
s2 +

sβ1β2gm1gm2R

C2
+

β1β2gm1gm2

C1C2

]
(13)

With involved non-ideal factors, the ωo, Qo, and BW are altered to

ω
′
0 �

√
β1β2gm1gm2

C1C2
,Q

′
0 � 1

R

√
C2

C1β1β2gm1gm2
,BW

′ � β1β2gm1gm2R

C2
(14)

From Eqs. (10) to (14), it is clear that ωo, Qo, BW, and the passband gain of
the proposed filter will be obviously deviated from their nominal values due to the
appearance of non-ideal factors. However, these deviations are very small and can be
minimized and neglected because at the working frequencies transfer errors β1 and
β2 can be approached to unity. The passive and active sensitivities of the proposed
circuit are low, and their absolute values are not larger than unity as depicted in
Eqs. (15)–(16). This ensures a low-sensitivity performance of the circuit.

Sω0
β1,β2

� 1

2
,Sω0

gm1,gm2
� 1

2
,Sω0

C1,C2
� −1

2
(15)

SQ0
β1,β2

� −1

2
,SQ0

gm1,gm2
� −1

2
,SQ0

C1
� −1

2
,SQ0

C2
� 1

2
,SQ0

R � −1 (16)

5 Simulation Results

The performance of proposed biquad filter as shown in Fig. 3 has been checked and
verified by PSPICE simulations using CMOS model parameters of 0.18 μm form
TSMC. The proposed filter circuit was energies with the supply voltages (VDD �
–VSS) of±1.5 V and biasing currents (IB1 � IB2) of 53 μA which resulted in the
trans-conductances values gm1 �gm2 ≈473.5 μA/V. The passive components were
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Table 1 Aspect ratios of
transistors for MOS
implemented VDTA

Transistor W(µm)/L(µm) Ratio

M1, M2, M5, M6 8.28/0.36

M3, M4 14.4/0.36

M7–M13 4.32/0.36

M14–M18 3.6/0.36

Fig. 4 Simulated and ideal magnitude response of proposed VMBF

taken as: C1 �C2 �15 pF, R�2.25 K�. The total power consumption of the circuit
was found as about 0.816 mW. The transistors aspect ratio of the VDTA as described
in Table 1 was determined and used in the simulation. Figure 4 shows the simulated
results of magnitude responses of LP, BP, and BR of proposed filter circuit of Fig. 3.
For the purpose of comparative study, the ideal magnitude responses of LP, BP,
and BR of same filter circuit are also shown in Fig. 4. The measured value of pole
frequency from the simulation results is 5.01 MHz which is found nearly same as
the calculated or ideal value of 5.02 MHz.

Further to demonstrate the electronic tuning aspects of proposed VMBF in Fig. 3,
the circuit was simulated to obtain various BP responses. Corresponding results show
the electronic tuning capability of f0 independent of Q0, at the different frequency
of 2.81, 4.88, 5.40, and 10.19 MHz, are shown in Fig. 5. This behavior was demon-
strated by variation of both trans-conductance parameters (gm1 and gm2) of VDTAs
and resistor in a manner so that gm1 �gm2 �1/R as gm1 �gm2 �190.92, 503.9,
712.62, 920 μA/V (IB1 � IB2 �20, 60, 120, 200 μA) and resistor values as R�3.43,
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Fig. 5 Electronic tunability behavior of BP filer

Fig. 6 Transient response of LP filter

1.98, 1.40, 1.08 K�, respectively. Lastly, the transient behavior of LP output for
the proposed filter circuit is also observed in the circuit by testing it through sinu-
soidal input voltage signal of the maximum amplitude of 100 mV at the frequency of
400 kHz. Figure 6 shows the simulation results of the large signal transient responses
of LP filter without any significant distortion.

6 Conclusion

In this study, the realization of a newVMbiquadratic filter is presented. The proposed
circuit is designed with only single VDTA, two grounded capacitors, and one resistor
and can simultaneously realize three filtering functions, i.e., LP, BP, and BR in the
voltage form by the use of single input voltage signal. The VM transfer functions
for each filter type have been derived, and different performance characteristics of
the circuit such as ωo, Qo, and BW have been analyzed with ideal aspects and also
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with non-ideal influences. Moreover, the proposed circuit enjoys attractive features,
such as (i) lower component sensitivity, (ii) current tunability of pole frequency
(f0) independent of Q0, (iii) no requirement of inverted and/or scaled inputs for
any realized response (s), (iv) consuming less power and (v) canonical structure as
employs two grounded capacitors. Using P-SPICE and 0.18 μm CMOS technology,
the simulation results have been found to be in good agreement with the theory.
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Despeckling of Medical Ultrasound
Images Using Fast Bilateral Filter
and NeighShrinkSure Filter in Wavelet
Domain

Amit Garg and Vineet Khandelwal

Abstract The diagnostic quality of medical ultrasound (US) images is affected by
a multiplicative type of noise known as speckle noise. In this paper, a new denois-
ing scheme based on thresholding of wavelet coefficients in different sub-bands is
presented. NeighShrinkSure filter is used for thresholding detail band wavelet coef-
ficients (high pass component). Also, as in medical US images approximation band
coefficients (low pass component) also consist of speckle noise so fast bilateral is
applied on these coefficients to improve the performance of proposedmethod. Exper-
iments were performed on synthetic and real US images. The performance of the
proposed method with four other existing methods is evaluated objectively and sub-
jectively. Objective evaluation is carried out using parameters PSNR, SNR, SSIM
and FOM and for subjective evaluation denoised US images obtained from all meth-
ods are inspected visually. The results obtained illustrate the effectiveness of the
proposed method over other existing methods.

Keywords Fast bilateral filter · Medical ultrasound image
NeighShrinkSure filter · Speckle noise · Wavelet transform

1 Introduction

Ultrasound (US) images are very effective for diagnosis of a class of diseases related
to human internal body parts. US images are popular due to its real-time opera-
tion, non-ionization, and non-invasive nature. US are low-resolution images obtained
using an US scanning machine. US waves are transmitted inside the human body
with a transducer probe and reflected US waves are recorded on a 2-D plane. The
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diagnosis capability of US images is limited due to various noises such as speckle
noise, additive noise and system noise, etc. Speckle noise is a multiplicative type
of noise which effects more severely than other types of noises in US images. The
pattern of speckle noise is a granular type of structure and is generated at low and
high acoustic frequencies [1]. Speckle noise in US images occurred due to interfer-
ence phenomenon between transmitted US signal and returned echo signal obtained
after reflection from various body parts viz. blood cells, bones, soft tissues, mus-
cles, etc. Speckle reduction techniques in US images are classified as spatial domain
methods; transform domain methods and hybrid methods. In spatial domain tech-
niques, image denoising techniques are directly applied on image pixels using a
spatial mask in image neighborhood. Popular filters for US speckle reduction in
this category are Lee [2], Frost [3] and Kuan [4] filters. Transform domain methods
are applied on transformed coefficients obtained after applying a suitable transform
on image pixels. Transform domain techniques are further classified as (i) thresh-
olding methods (ii) Bayesian modeling methods. In thresholding method a suitable
threshold value is estimated from noisy wavelet coefficients for the shrinking of
wavelet coefficients while Bayesian modeling methods use a prior distribution for
the estimation of noise free coefficients. Although, modeling-based methods per-
form well however the performance is dependent on selection of a suitable prior in
lieu of which the results obtained are not accurate. Transform domain techniques
are proven to be the popular techniques from last two decades. Wavelet transform
is mostly used transform because of its sparse and well localized representation of
transformed coefficients. Using wavelet transform noise can be effectively removed
and important signal properties can be preserved. Two popular methods of wavelet
thresholding are hard thresholding and soft thresholding methods [5]. In hard thresh-
olding methods all coefficients of value less than the threshold value are forced to
zero and rest of the coefficients are retained while in soft thresholding methods all
coefficients below threshold is set to zero and rest coefficients are scaled to thresh-
old value. VishuShrink [6] is a well known wavelet thresholding technique employs
universal threshold for noise estimation. SureShrink [7] is another wavelet based
thresholding technique wherein universal threshold and Stein unbiased risk estima-
tor (SURE) [7] technique is combined. In SureShrink method value of threshold is
calculated for each of the wavelet sub-band. In BayesShrink scheme [8] the wavelet
coefficients are assumed as random variables and threshold value in each sub-band
is determined by assuming Generalized Gaussian Distribution (GGD) distribution of
wavelet coefficients. Other denoising methods include hybrid methods which pro-
vide good denoising results. These methods are realized using combination of two
or more filters such as BM3D filter [9]. Another hybrid method based on coefficient
of dispersion parameter is presented in [10].

In this paper, a new wavelet based thresholding method is presented. This method
exploits the advantages of fast bilateral filter [11] and NeighShrinkSure filter [12]
for better denoising performance. Fast bilateral filter is the extension of conventional
bilateral filter wherein filtering operation is done very fast as compared to traditional
bilateral filter. Each of the, detail sub-band coefficients obtained after 2-D DWT of
log transformed image are thresholded using NeighShrinkSure filter. This filter is
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the advancement of popularly known NeighShrink filter, generally used for speckle
noise reduction. Also, approximation coefficients are filtered using fast bilateral filter
as speckle noise still exists in these coefficients after wavelet decomposition.

2 Model of Medical Ultrasound Image

TheUS echo signal consists of twomain parts; reflected signal from human body and
the noise component. The reflected signal is of practical use and the noise component
consists ofmainly two components: additive noise andmultiplicative noise or speckle
noise. Speckle noise corrupting US images can be modeled as given in Eq. (1) below
[13].

h(x, y) � f (x, y).n(x, y) + g(x, y), (1)

where, h(x,y) is the noisy image and f(x,y) is original image respectively. n(x,y)
and g(x,y) represents multiplicative and additive noise components. The effect of
additive noise component is less significant and can be ignored in Eq. (1), and the
following Eq. (2) is obtained

h(x, y) � f (x, y).n(x, y). (2)

The multiplicative speckle noise can be converted into additive noise by using log
transformation and the model can be represented as given in Eq. (3) below

log(h(x, y)) � log( f (x, y)) + log(n(x, y)). (3)

3 Speckle Reduction Techniques

3.1 Fast Bilateral Filter

Bilateral filter [14] is yet an effective method for speckle noise reduction in approx-
imation band but because of high complexity involved in these filters the scope is
limited for real-time applications. US images are high-resolution images of large
size due to which the performance of bilateral filter with US images is not giving
promising results. Fast bilateral filters are used to increase the speed of traditional
bilateral filter by several times. The output obtained from bilateral filter is given as
in Eq. (4)

F(i) �
∑

j∈� w( j)φ( f (i − j) − f (i)) f (i − j)
∑

j∈� w( j)φ( f (i − j) − f (i))
, (4)



274 A. Garg and V. Khandelwal

where w(i) is the spatial filter and φ(t) is the range filter. � is the size of spatial
window. Spatial filter and range filters are expressed in Eqs. (5) and (6) below

w(i) � exp
(−‖i‖2/2σ 2

d

)
. (5)

φ(t) � exp
(−t2/2σ 2

r

)
, (6)

where, σd and σr are ‘geometric spread’ and ‘photometric spread’ parameters respec-
tively [14]. The direct implementation of the traditional bilateral filter given in Eq. (4)
is slow and requires O(W2) number of operations for a single pixel. A fast shiftable
bilateral filter [11] based on Fourier kernels are used in the proposed work. This filter
is not limited to only Gaussian range filter but can also be applied with any arbitrary
range filters having Fourier series convergence.

Finally, the output of fast bilateral filter according to [11] can be expressed as
given below in Eq. (7)

F̂(i) �
∑

j∈� w( j)ψN ( f (i − j) − f (i)) f (i − j)
∑

j∈� w( j)ψN ( f (i − j) − f (i))
. (7)

3.2 NeighShrinkSure Filter

NeighShrinkSure [12] is the improved version of the NeighShrink method [15],
wherein SURE is incorporated with NeighShrink method. The limitation of
NeighShrink method is that the threshold value and window size is fixed in each
of the wavelet sub-band. This limitation is overcome in NeighShrinkSure method by
estimating an optimal threshold value and window size in image neighborhood for
NeighShrink method in each of the wavelet sub-band. Optimal threshold value and
window size is estimated using SURE. The risk can be estimated using the below
expressions

E

{∥
∥
∥θ̂s − θs

∥
∥
∥
2

2

}

� N + E
{‖h(ws)‖22 + 2∇ · h(ws)

}
, (8)

where,

h(ws) � {hn}Nn�1 � θ̂s − ws ; ∇ · h ≡
∑

n

∂hn
∂wn

. (9)

hn(wn) � θ̂n − wn �
⎧
⎨

⎩

− T 2

S2n
wn (T < Sn)

−wn (otherwise)
. (10)

∂hn
∂wn

�
⎧
⎨

⎩

−T 2 S2n−2w2
n

S4n
(T < Sn)

−1 (otherwise)
. (11)
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‖hn(wn)‖22 �
⎧
⎨

⎩

T 4

S4n
w2

n (T < Sn)

w2
n (otherwise)

. (12)

SU RE(ws, T, L) � N +
∑

n

‖hn(wn)‖22 + 2
∑

n

∂hn
∂wn

. (13)

Equation (13) represents the estimation of risk in an arbitrary wavelet sub-band.
Where, θs are unknown noise free wavelet coefficients and θ̂s is estimated noise-free
wavelet coefficients. T is the optimal threshold value in each sub-band and L is the
window size in neighborhood.

4 Speckle Noise Reduction Using Proposed Method

Figure 1 shows the block diagram of the proposed method. The following are the
steps involved in the process of US image denoising using the proposed method:

1. Take log transformation of the noisy image to convert multiplicative noise into
additive noise.

Fig. 1 Block diagram of proposed method
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2. Apply 2-D DWT on log transformed image for J levels of decomposition to
obtain an approximation band (low pass component) and N no. of detail bands
(high pass components).

3. Then fast bilateral filter is applied on approximation band and NeighShrinkSure
filter on each of the detail sub-bands obtained after J level decomposition of 2-D
DWT.

4. Then denoised coefficients of detail and approximation bands are combined and
2-D IDWT is applied on it to obtain log compressed noise-free image.

5. Finally, exponential operator is applied on the image obtained from step-4 to
create final denoised image.

5 Experimental Results

In this work objective and subjective results are presented for proposed method
and other existing methods for speckle denoising. Objective evaluation parameters
used in the experimentation are Peak Signal-to-Noise Ratio (PSNR) [16], Signal-
to-Noise Ratio (SNR) [16], Structure Similarity Index Measures (SSIM) [17] and
Pratt’s Figure of Merit (FOM) [18]. Subjective evaluation is done by visualizing the
denoised images obtained from proposed method and other methods. For synthetic
image both objective and subjective evaluation is done while for real images only
subjective evaluation is done as reference US image was not available. Synthetic
image of kidney (469×522) generated using ‘Field-II program’ [19] software was
taken as test US image. All the experimentation work is performed over MATLAB
R2014a. The noisy images of speckle noise variance (σ2)�0.1, 0.2 and 0.3 was
created using speckle model available with MATLAB. The results are obtained for
proposed method and four other methods viz. Wiener [20], BayesShrink [8], Fast
Bilateral filter [11], and NeighShrinkSure filter [12]. Wiener filter model used for
the comparison purpose is taken fromMATLAB and window size chosen is 5×5. In
BayesShrinkmethod denoising is performed using db4 wavelet with three levels (J�
3) of decomposition. For fast bilateral filter the value ofσd are selected as 1, 1.6 and1.9
for σ2 �0.1, 0.2 and 0.3 and σr �2σ is chosen for all σ2 values. In NeighShrinkSure
filter results are taken for four levels (J�4) of decomposition for db1wavelet. Also,
for the proposed method four levels (db1, J�4) of wavelet decomposition is chosen
with σd values of 11, 14 and 16 for σ2 �0.1, 0.2 and 0.3 respectively. The value of
σr is chosen as 2σ in all the experiments for all noise variance values.
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Table 1 Performance comparison of various image quality metric for synthetic kidney US image
(469×522) at (σ2 �0.1, 0.2, 0.3)

Noise
variance
(σ2)

Denoising methods PSNR SNR SSIM FOM

0.1 Noisy 20.6811 10.0717 0.3545 0.5853

0.2 17.8353 7.2259 0.2330 0.4483

0.3 16.2502 5.6408 0.1788 0.3732

0.1 Wiener [20] 24.7836 14.1742 0.7611 0.7117

0.2 22.1533 11.5439 0.6993 0.6435

0.3 20.7343 10.1249 0.5543 0.5352

0.1 BayesShrink [8] 24.5694 13.9600 0.6740 0.6732

0.2 22.1739 11.5645 0.5825 0.5756

0.3 20.0081 10.3987 0.5405 0.5673

0.1 Fast Bilateral [11] 26.4173 15.8079 0.6549 0.6255

0.2 23.7214 13.1120 0.5279 0.6129

0.3 20.7479 10.1385 0.4006 0.4409

0.1 NeighShrinkSure [12] 27.9508 17.3415 0.7440 0.6922

0.2 23.2356 12.9885 0.4819 0.4805

0.3 20.9016 10.2922 0.5498 0.4932

0.1 Proposed method 29.0593 18.450 0.7794 0.7326

0.2 24.5358 13.9264 0.6996 0.6720

0.3 21.7982 11.2371 0.5499 0.5921

Table 1 illustrates the performance comparison of proposedmethod and four other
existing methods using objective evaluation criterion. PSNR, SNR, SSIM, and FOM
parameter values are obtained at noise variance (σ2 �0.1, 0.2 and 0.3). It can be seen
from Table 1 that for proposed method improved values of all assessment parameters
are obtained. Although, proposed method performs well for an appropriate range of
noise variance (σ2 �0.1–0.3) but improvement is more significant at σ2 �0.1.
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Fig. 2 Synthetic kidney US denoised images obtained from various denoising methods, a noisy
image σ2 �0.1, b usingWiener filter, c using BayesShrink filter, d using Fast Bilateral filter, e using
NeighShrinkSure filter, f using Proposed method

Figure 2a–f presents the synthetic kidney US images obtained using various
denoising methods. From subjective evaluation of the images, it is obvious that the
quality of the denoised image obtained using proposed method is better than other
denoised images in terms of denoising and edge retention. Almost, similar quality
of denoised images is obtained for fast bilateral filter and NeighShrinkSure filter.
The performance of Wiener filter is the worst in all the filters used for comparison.
The quality of the image obtained using BayesShrink method is better than the one
obtained using Wiener filter but is not comparable with the images obtained using
fast bilateral filter and NeighShrinkSure filter.

In order to examine the performance in real scenario, experiments are also per-
formed on a set of 50 real US images [21]. For these images denoising results are
obtained and compared for all the methods described above. Figure 3a–f shows a real
head US images for subjective evaluation of the proposed method and other meth-
ods. It is to be noted that the quality of the denoised image obtained using proposed
method as compared to other existing methods is better in terms of denoising and
edge retention.
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Fig. 3 Real head US denoised images obtained from various denoising methods, a noisy image, b
usingWiener filter, c using BayesShrink filter, d using Fast Bilateral filter, e using NeighShrinkSure
filter, f using Proposed method

6 Conclusion

A new US image denoising technique in transform domain was presented in this
paper. NeighShrinkSure filter was used for filtering of detailed band coefficients
and approximation band coefficients were passed through fast bilateral filter for
better denoising performance. Synthetic US image of kidney (generated using ‘Field-
II Program’) was used in the experimentation for objective and subjective quality
evaluation of proposed method and other existing methods. Experiments were also
conducted on a set of 50 real US images for subjective quality evaluation of proposed
method and other methods. For visual quality inspection of denoising schemes a real
head US image was used. It is evident from the experiments conducted on synthetic
and real US images that the quality of denoised image obtained using proposed
method is superior to the denoised images obtained from other existing methods.
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15. Chen, G.Y., Bui, T.D., Krzyżak, A.: Image denoising with neighbour dependency and cus-

tomized wavelet and threshold. Pattern Recogn. 38, 115–124 (2005)
16. Mateo, J.L., Fernández-Caballero,A.: Finding out general tendencies in speckle noise reduction

in ultrasound images. Expert Syst. Appl. 36, 7786–7797 (2009)
17. Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image quality assessment: from error

visibility to structural similarity. IEEE Trans. Image Process. 13, 600–612 (2004)
18. Pratt, W.K.: Digital Image Processing, 4th edn. Wiley, New York (2006)
19. Field II.: Ultrasound Simulation Program. http://field-ii.dk/examples/ftp_files/
20. Lim, J.S.: Two-Dimensional Signal and Image Processing. Prentice Hall, Englewood Cliffs

(1990)
21. Image Database.: Ultrasound Cases. http://www.ultrasoundcases.info/

http://field-ii.dk/examples/ftp_files/
http://www.ultrasoundcases.info/


Density-Based Approach for Outlier
Detection and Removal

Sakshi Saxena and Dharmveer Singh Rajpoot

Abstract This paper represents an algorithm for performing clustering and outlier
detection simultaneously. As research says, clustering and outlier (anomaly) detec-
tion are not separate problems but they are co-related. So our algorithm provides a
generalized solution for outlier detection as per application. It takes some threshold
values as input, applies K-means algorithm for initial clustering and based on thresh-
old values, outliers are detected. This approach is not strict to number of clusters
k, but applies re-clustering where required. It helps to find local as well as global
outliers of dataset. The results can be customized by varying the values of thresh-
old limits. The algorithm works in two phases, first phase provides initial clustering
using K-Means and second phase helps to find outliers.

Keywords Outlier · Outlier detection · K-means · Sparse cluster · Cluster density

1 Introduction

Since last decade, the widespread use of data mining applications in various gov-
ernment agencies, banking sector, colleges, universities, and business organizations
has been observed. These applications allow us to find observations that cannot be
collected manually. The corporations use the data mining apps in predicting the mar-
ket behavior more accurately. Generally, data mining uses various techniques like
association rule mining, classification, clustering, etc., to find the similar patterns in
data. However, nowadays, outliers or disturbances or dissimilar patterns are also the
area of research. These outliers help to find errors, frauds, or unwanted behavior of
the system. Sometimes the presence of outlier may show a new upcoming trend in
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the society. So the outliers or anomalies can help to find the malicious and suspicious
activities that cannot be find out otherwise.

1.1 Outlier and Its Types

An outlier is a pattern which seems inconsistent with the other set of data. Out-
liers may arise due to mechanical faults, human errors, instrumental errors, or some
fraudulent behavior in the system [1]. Previously outlier was considered as noisy and
useless data, but research proved the outlier detection as an interesting research area.

According to Karanjit et al. [2], outliers can be categorized as follows:

(a) Point Outliers- When the occurrence of particular data is as diminished as a
single point in comparison to remaining dataset, it is called as Point outlier,
these are found in fraud detection cases.

(b) Contextual Outliers- These are also known as conditional outliers. They found
when any dataset is inconsistent with respect to any context.

(c) Collective Outliers- Collective outliers found when a related set of data is
inconsistent with the complete dataset. They may not be the actual outliers.

1.2 Outlier Detection Based Techniques

Categorization of outlier detection techniques can be discussed as follows- (Fig. 1)

Fig. 1 Classification of outlier detection methods
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Statistical-Based Outlier Detection

The Statistical-based approach uses parametric and non-parametric approaches to
fit a statistical model on a provided dataset. The parametric approach considers
the underlying distributions knowledge and find the parameters values for the outlier
detection while non-parametric approach does not consider prior knowledge of given
dataset.

Distance-Based Outlier Detection

To improve the above method, Knorr and Ng provided a new method based on
Distance to detect and remove outliers. Distance based techniques are generally
used to detect land mines with the help to satellite images. This method uses various
approaches like k-nearest neighbors, etc., for detection.

Density-Based Outlier Detection

This method declares the objects as normal or anomalous on the basis of density
of its neighborhood, i.e., if the density of the nearer block is less, the objects may
be anomalous else treated as normal. To calculate the anomaly score Local Outlier
Factor (LOF), Connectivity based Outlier Factor (COF), etc., are used.

Space-Based Outlier Detection

Space-based approach helps to find spatial subjective outliers. It uses midpoint
space and widespread boundary space concept for outlier detection. Themethod uses
Euclidean distances for distance calculations.

Graph-Based Outlier Detection

Graph-based approaches uses the concept of spatial outliers, spatial domain, and
graph connectivity. This approach also helps to find spatial outlier. The connected
graph is created for given dataset on the basis of K-nearest association. In next step,
the mass boundaries are cut to find the spatial outliers.

1.3 Motivation and Contribution

The motivation for this research is as follows:-

1- Clustering is the process of finding patterns of similar pattern or properties. K-
means is most popular clustering algorithm used for clustering. But restricted
numbers of cluster ‘k’ may not provide efficient clusters, as sometimes it may
have sparse clusters or overloaded (very large) clusters, so actual purpose of
clustering to find chunks of similar data may not fulfill.

2- Clustering and outlier detection are co-related process, so we can propose an
algorithm which can perform both the task simultaneously.
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Our contribution is based on following factors:-

1- The proposed algorithm takes threshold values and no of clusters as input. It
applies k-means clustering algorithm for clustering.

2- The very large and sparse clusters are re-clustered to find outliers and exact
clusters.

2 Related Work

Outlier detection is a well known process of detecting anomalous observations from
the data. These anomalies may occur due human error, technical or mechanical
fault, noise, change in system, fraudulent behavior etc. This may also occur due
to instrumental error and natural deviations. Outlier detection system helps to find
system errors and fix them. The frauds can also be detected with outliers over the
given datasets. Another benefit of outlier removal is to preprocess/purify the dataset
for the further process. Computer Science and Statistical branch has provided various
systematic detection methods that we have discussed in previous section. This paper
also provides a concise survey of outlier detection approaches.

K-means is one of the best clustering algorithms of unsupervised learning; it is
highly used in various data mining applications. The algorithm takes dataset having
‘n’ points and no of cluster ‘k’ as input and provides the set of centroids and ‘k’
clusters as output. The process grows iteratively and divides the whole dataset into
‘k’ disjoint sets of points that are named as clusters. The set of centroids contains
mean of each cluster. As these clusters are disjoint in nature so every point belongs
to only one cluster.

Data Set�Set of ‘n’ data Points
K�No of clusters
Size of dataset�n
Size of cluster�Points belongs to that cluster
Centroids�mean of respective cluster points

The K-means algorithm initializes a set of clusters and partition P. Now it iterates
for convergence, if the initial partition is done correctly, the algorithm provides more
dense clusters. K-means algorithm is an example of non-parametric estimator and
provides ‘k’ locally dense clusters (Fig. 2).

Jiang et al. [3], presented a two phase algorithm for outlier detection and removal.
To face the NP hard problem of outlier detection, author modified the K-Means
algorithm. This algorithms works assigns the points to the clusters one by one and
applies the concept that if the new point is far away from all the clusters and assign
it to a new cluster. So the first step uses the updated K- Means to find clusters. In the
second step, the Minimum Spanning Tree (MST) is created for above clusters. The
outliers are detected by removing longest edges in the MST.
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Ville et al. [4] presented a threshold-based approach for detecting outliers in given
datasets. This approach initially creates clusters according toK-means algorithm.The
ORC (Outlier Removal and Clustering Algorithm) helps to create clusters and detect
outliers simultaneously. The algorithm removes the data points that are far away
from their respective centroids based on threshold values. This method has lower
error rate on datasets.

Sanjay et al. [5], presented an approach for outlier detection and removal and
named it as “K-means- -”, This algorithm uses K- Means as a initial step to find out
clusters. The algorithms takes (k, l) as inputs and provides ‘k’ clusters and ‘l’ outliers
as output. Runtime complexity of this algorithm is in linear in terms of no of data
points. It tries to converge to local optima. This iterative algorithm is tested on both
real and synthetic datasets.

3 Proposed Method

This research represents an algorithm for performing clustering and outlier detection
simultaneously. As research says, clustering and outlier (anomaly) detection are not
separate problems but they are co-related. So our algorithm provides a generalized
solution for outlier detection as per application. It takes some threshold values as
input, applies K-means algorithm for clustering and based on threshold values, out-
liers are detected according to density of the clusters. This approach is not strict to
k clusters only, but applies re-clustering when required.

The analysis is based on following factors:

1. Clustering is the process of finding patterns of similar pattern or properties. K-
means is most popular clustering algorithm used for clustering. But restricted
numbers of cluster ‘k’ may not provide efficient clusters, as sometimes it may
have sparse clusters or overloaded (very large) clusters, so actual purpose of
clustering to find chunks of similar data may not fulfill.

Fig. 2 a shows initial dataset, b shows initial partitioning, c shows iteration process, d shows final
partitioning
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2. Clustering and outlier detection are co-related process, so we can propose an
algorithm which can perform both the task simultaneously.

The proposed algorithm takes some inputs from users, so that the results can be
obtained as per the requirements. Some Important terms of algorithm are discussed
as follows:

• Minimum (Tmin) – Minimum Threshold value, a factor to determine a maximum
no of objects in cluster that can be filtered as outlier. For example, In a dataset of
1000 records, if a cluster of 4–5 points is at a remarkable distance from the rest of
data, then it can be termed as outlier, otherwise it will affect the quality of nearest
cluster.

• Maximum (Tmax) – The maximum no of objects any cluster can contain, as very
large clusters may not provide better solutions for business applications.

• Density (Tdense) – Sometimes, a cluster has some outlier’s points thatmake it sparse
and change its quality. So the Tdense will contain the minimum density allowed for
a cluster. As K-Means provides clusters of spherical shape. So density can be
defined as the number of objects in cluster or volume of cluster.

Algorithm
Input: Dataset, k, Tmin, Tmax, Tdense

Output: Set of clusters, and set of outlier points

Step 1. Apply K-Means on dataset

Get the initial cluster centers
Find the nearest cluster for each data point
Recalculate the mean of all clusters
Repeat last two steps until convergence

Step 2. Examine each cluster,

Calculate no of objects, max distant point and cluster
density for each cluster
Repeat Step 3, 4, 5 for all clusters

Step 3. If cluster has more than (Tmax*n) objects,

i. break it into small cluster
ii. Apply K-means locally
iii. Update cluster list
iv. Increase count

Step 4. If cluster has less than (Tmin*n) objects,

i. Outlier< -cluster
ii. Decrease count

Step 5. If cluster density<Tdense,



Density-Based Approach for Outlier Detection … 287

i. Recluster
ii. Selects the Fartherest Points from cluster center
iii. Remove the outlier Points from cluster
iv. Outlier< -Points

End

Step 1: This step applies K-Means algorithm on the dataset for initial clustering.
K-Means is well defined clustering approach which divides dataset into k
clusters according to the distance from their centroids.

Step 2: In this step clusters are examined and their attributes (No. of objects/points,
point having maximum distance from mean and cluster density, etc.) are
calculated for further steps.

Step 3: This step finds all the overloaded clusters (having data objects more than
the threshold) and breaks them into two clusters.

Step 4: This step detects the clusters having very less data objects that can be
neglected or termed as outliers.

Step 5: Fifth step finds the most distant points of the cluster that increase the error
and declare them as outliers.

4 Results and Analysis

The Experiments were run on the PC with following specifications:

• Intel core i5 CPU
• 8 GB RAM
• Windows 7 Ultimate

The algorithm for testing running time is implemented in Python 3.6 on Spyder 3
IDE.

The analysis is based on the consideration that this algorithm does not follow the
conventional clustering but updates the clusters (even no. of clusters) if required. It
tries to provide the efficient data set to get the better analysis results by removing
outliers (or anomalies that creates disturbances in data). The comparison results can
be shown as follows in Table 1.

Table 1 Comparison of algorithms

Outlier detection algorithm Types of outliers Simultaneous clustering

Two phase clustering Global No

Improving K-means by outlier
removal

Local Yes

Density based approach Global and local both Yes
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Fig. 3 Initial data set

Fig. 4 Initial clustering k�2

Above table shows that the proposed algorithm is able to find out local as well as
global outliers along with clustering process. The quality of the clusters is measured
with the help of density and mean square error of each cluster. The observations
show that the final clusters have better density index and less mean square error.

This algorithm is implemented on Iris 2-D data set. Following images show the
results of various stages of algorithm. Figure 3 shows the actual implementation of
data set. After first stage, data set is divided into two clusters as shown in Fig. 4.
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Fig. 5 Both overloaded clusters are broken

Fig. 6 Outliers removed via Threshold value 1.2

The implementation of clusters (in Fig. 5) shows that these clusters do not combine
all the points of same region. As per proposed algorithm, these clusters are sparse
(according to threshold value), so further re-clustered; now the dataset has four
clusters as shown in Fig. 6.

Now, observing these clusters, we can observe the outliers, the points lying on a
measurable distance from the cluster center. So now, Fig. 7 shows the better clusters
by removing distant points (1.2 times more distant than average distance from cluster
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Fig. 7 Outliers removed via Threshold value 1.4

centroid). More dense clusters can be obtained by changing the threshold value from
1.2 to 1.4 or any other.

So, the algorithm as well as results can be customized as per application require-
ments. From the above figures, it is clear that global as well as local clusters are
removed.

5 Conclusion

This algorithm provides a novel approach for finding outliers (global and local both
types) and clusters simultaneously. Again the algorithm does not compromise with
fixed number of clusters and breaks larger clusters into smaller if required. The
proposed approach is compared with some other existing methods and comparison
results are discussed. Proposed algorithm allows the users to analyze their results by
just changing the threshold values as different threshold values may be required for
different application.
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Filtering
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Abstract In this paper, an improvedmethod for the design of finite impulse response
(FIR) filter for notch filtering is devised using fractional derivative (FD). Optimal
design of FIR notch filter is formed as minimization of mean squared error with
respect to filter coefficients, subjected to fractional constraint imposed at notch fre-
quency. Solution of this problem is computed using the Lagrange multiplier method.
On experimental analysis, it is observed that the fidelity parameters like passband
error (Erp), notch bandwidth (BWN ), and maximum ripple (δp) varies nonlinearly
with respect to FD values. Also, the exploration of suitable FD value is computa-
tionally costly. Thus, to acquire the best solution, modern heuristic methods known
as hybrid particle swarm optimization (Hybrid-PSO), which is stimulated by the
intelligence of some biological species, is employed. An exhaustive analysis results
reveals that second-order FDCs approach results in drop of Erp by 50%, and BWN is
improved bymore 12%,while it is increased for only certain cases. It is also observed
that the proposed methodology for convergence requires 100 iterations at most. The
designed notch filter is tested for elimination of power line interference introduced
in an electrocardiography (ECG) signal and efficient response is observed.
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1 Introduction

Signal filtering is the essential task in signal processing applications and that makes
digital filters as a vital element. These digital filters have been classified as the
finite impulse response (FIR) and infinite impulse response (IIR) filters. FIR filter
consists of transfer function having all zero’s, which makes them always stable
system functions, and is used widely in filtering and filter banks [1–3]. FIR based
notch filters are highly employed in the removal of interference due to individual
frequency element. Literature review briefs three methods named as (i) windowed
Fourier series approach; (ii) frequency sampling approach, and (iii) optimized FIR
filter design approach, which were used for notch filter design [4, 5].

In an optimized FIR notch filter design approach, an equitable passband ripples
get introduced, while the frequency sampling method takes to quit high interpola-
tion error, because frequency response changes drastically through the notch point.
Other familiar methods put forward for minimization ofmaximum error in frequency
response are McClellan–Parks–Rabiner (MPR) computer program and standard lin-
ear programming technique. Equiripple FIR filters are generally designed usingMPR
algorithm, while standard linear programming is employed for the design of Equirip-
ple FIR notch filter. However, this method requires vast memory and eats more com-
putational time. Multiple exchange algorithm method is another approach, which is
used to design the notch FIR filter with equiripple ripple content (Equiripple FIR
notch filter) [6]. The authors also developed two modified versions to reduce the
ripple content in lower frequency band, because most of the energy of biomedical
signals lay in lowpass region [6]. Recently, a new method has been proposed, in
which notch bandwidth is controlled by selecting odd order derivative constraints so
that maximally flat, linear phase FIR notch response may be obtained [7].

Fractional derivative (FD) has emerged as a performance booster in numerous
signal processing problem solutions like event detection in biomedical signals [8],
image sharpening [9, 10], and accurate passband filter design [11]. FD inherits the
memory effect of electrical circuits and chemical reaction, which helps in smooth
pursuing. Therefore, fractional derivatives are exhaustively tested by researchers
[12–20]. In [12–15], authors put forward a new scheme for designing simple digital
FIR filters with improved passband (PB) response, wideband fractional delay filters
using fractional derivatives. However, the value of suitable FD is determined by the
chain of series of experiments with different values, thus eats to much computational
time. To overcome this problem, the authors proposed a unique solution to determine
the suitable FD order along with respective value using evolutionary techniques
(ETs) like particle swarm optimization (PSO), artificial bee colony (ABC) algorithm,
cuckoo search (CS) optimization, etc., to determine optimal value of order of FD for
designing FIR filters and filter banks [16–20]. Recently, FD with ET-based approach
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has been devised in optimization of IIR filters response in passband along with linear
phase [21]. It has been observed that in the expression of a fractional integration,
there is a nonlocal operator, which suffices that fractional derivative is also a nonlocal
operator. Thus, FD consists of a unique property of apprehending the history of a
variable, which is not simply conquerable by integer order derivative only [22].

Therefore, the literature review reflects that designing of FIR notch filters have
been performed either as equiripple or improved notch response. The authors in
[11], have proposed a method to satisfy the simultaneously notch attenuation and
with notch bandwidth using FD constraint approach. However, in this approach,
FD term is found by executing series of experiment with different fractional values,
and then the best value of FD is picked up by sorting the corresponding solution,
which has least value of error. Therefore, in this paper, a new improved ET known
as Hybrid-PSO has been modeled to find the best FD order and its value.

2 Overview of Hybrid Particle Swarm Optimization

PSO is one of the most practiced swarm intelligence-based ET, which has been
devised for solving numerous optimization problems [23]. PSO has simple structure
of exploration with efficient exploitation of search space (X), which makes this
algorithm faster to converge [24]. Although PSO may be trapped in local minima
during the course of exploration; and therefore, the authors in [25], have proposed
Hybrid-PSO,which consist of searchmechanismofPSOwith replacement strategyof
artificial bee colony (ABC) algorithm. Exploration of optimal solution is conquered
using the following principle equations [24]:

V k+1
a,b � χ

{
w · V k

a,b + ck1 · ϕ1 · (PBk
a,b − Xk

a,b) + ck2 · ϕ2 · (gbk1,b − Xk
a,b)

}
(1)

and

Xk+1
a,b � V k+1

a,b + Xk
a,b, where a, b ∈ i, j. (2)

In Eqs. (1) and (2), k+1 is the current iteration cycle, V is the velocity matrix,
and X is search space matrix of dimension i× j, such that each element of V is
associated updated factor of respective element of X, and χ is the constraint factor.
This allows to be explored in multiple dimension using two guiding components
namely; personal best solution matrix (PB) and global best solution vector (gb). To
control the exploration and exploitation, c1 and c2 are associated and ϕ1 and ϕ2 are
randomly disturbed number in range of [0, 1). In Hybrid-PSO, during the course of
exploration, if any solution of X is not able to progress when compared with the
corresponding solution of PB, then associated count value is incremented by 1. If
this count value reaches the threshold limit (limit), then corresponding X solution
is replaced by current gb, and supports efficient utilization of X, which results in
overcoming local minima trapping [23].
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3 Overview of Fractional Derivatives

In recent decade, immense use of fractional calculus in numerous problems of signal
processing has been tested [12–20]. Three prominently established expression
for evaluation of fractional derivative (FD) named as Riemann–Liouville (RL),
Grünwald–Letnikov (GL), and Caputo are widely accepted. GL FD is mostly
used, because it is established on the standard differential operator, however, it is
applicable to uninformed order with a discrete summation and binomial coefficient
term [26]. GL FD is computed as [11]

Duf (t) � duf (t)

dtu
� lim

�→0

∞∑

l�0

(−1)l I ul
�u

f (t − l�), (3)

and the coefficient I ul is computed as

I ul � �(u + 1)

�(l + 1)�(u − l + 1)
�

⎧
⎨

⎩

1, l� 0
[u(u−1)(u−2)...(u−l+1)]

1,2,3,···,l , l ≥ 1
. (4)

4 Design Procedure of Notch Filter Using Fraction
Derivative Constraint

The function of filter is to nullify the effect of a particular frequency distinctly, and
do not alter the other frequencies. Notch filter response is defined by

Ho
(
ejω

) �
{
0, ω � ωnc

1, ω �� ωnc
, (5)

where ωnc denotes the notch frequency. The notch filter response may be obtained
by designing a causal FIR filter with order of N with transfer defined as [11]

Hnc
(
ejω

) �
N∑

n�0

h(n)·e−jωn (6)

The above equation shows that the transfer function with all zero’s having a linear
phase response. The behavior of impulse response {h(n)}, whether symmetric or
anti-symmetric, categories FIR filters in four types as Type-1 to Type-4 [11]. In this
paper Type-1 filter, which has symmetric impulse response with even order (N) is
taken for design purpose. Thus, Eq. (6) may be reframed as

Hnc

(
ejω

)
� e−jω N

2

⎧
⎨

⎩
h

(
N

2

)
+ 2 ·

N/2−1∑

n�0

h(n) · cos
(

ω

(
N

2
− n

))
⎫
⎬

⎭
�H (ω) · e−jω N

2 ., (7)
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Let N /2�M and H(ω) is the filter response that is computed as

H (ω) �
M∑

m�0

a(m) · cos(ωm), (8)

and

a(m) �
{
h(m) m � 0

2 · h(M − m) 1 ≤ m ≤ M
(9)

Computation of H(ω) may be performed in matrix form as

H (ω) � aT · C, (10)

where T denotes the transpose and

a �
[
a(0) a(1) · · · a(M )

]
, (11)

and

C �
[
1 cos(ω) · · · cos(Mω)

]
. (12)

Now, the problem is reduced to find a such that H(ω) must be close to the desired
responseHo(ω) shown in Eq. (5). For this, an error function is formed andminimized
as

J (a) �
∫

ω∈ROI
(Hnc(ω) − H (ω))2dω, where,ROI is the region of interest. (13)

The above form error function on simplification gives

J (a)�(
aT · Q · a) − (

2 · pT · a) + α, (14)

matrix Q, vector p, and scalar α are given by [11]

Q �
∫

ω∈ROI
C · CT dω, (15)

p �
∫

ω∈ROI
(Ho(ω) · C)dω, (16)

and
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α �
∫

ω∈ROI
{Ho(ω)}2dω. (17)

Now on the differentiation of Eq. (14) with respect to a and equating to zero, it
gives conventional least squares design solution as aLS � Q−1 · p To get accuracy
notch at prescribed frequency with controlled notch bandwidth (BWN ), the following
constraints are imposed on the response H(ω) as [11]:

Hnc(ωnc) � Ho(ωnc) � 0, (18)

DH (ωnc) � 0, (19)

and

DuH (ωnc) � β(u − 1) (20)

In Eq. (20), u is the FD of H(ωnc) evaluated at ωnc and β is the prescribed constant,
and for this work, it is taken as 30 [11]. By using Eq. (3d) mentioned in [11],DuH (ω)

is computed as

DuH (ω) �
du

(
M∑

m�0
a(m) cos(ωm)

)

dωu
�

M∑

m�0

a(m)
du cos(ωm)

dωu

�
M∑

m�0

a(m)·mu · cos
(
ωm +

πu

2

)
� aT · cx(ω, u), (21)

where the vector cx(ω, u) is computed as

c(ω, u) �
[
0 1u cos

(
ω + πu

2

)
2u cos

(
2ω + πu

2

) · · · Mu cos
(
Mω + πu

2

) ]T
. (22)

On the basis of the Eqs. (10), (21), and (22), the constraint Eqs. (18)–(20) are repre-
sented in matrix form as

Cx · a � f x. (23)
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Now, Cx is defined as

Cx � c(ωnc, u), (24)

whereas

[
f x

]T �
[
0 0 β(u − 1)

]
. (25)

Equation (18) is desired magnitude response, while Eq. (19) is used to make first-
order derivative equal to be zero [11]. The constraint defined by Eq. (20) helps in
gaining the controlled 3-dB notch bandwidth [11]. Thus, it enables to modify the
BWN by alteration of u. The design problem is produced by associating the objective
function mentioned in Eq. (14) with constraint defined at Eq. (23) as

min{J (a)}, subjected to Cx · a � f x, (26)

and solution may be computed using the Lagrange multiplier method [11, 19], cal-
culated as

aopt � Q−1 · p − Q−1 · CT
x · (

Cx · Q−1 · CT
x

)−1[
Cx · Q−1 · p − f x

]
. (27)

The above expression is a closed-form solution having easy computability The com-
putational complexity involved in the above expression includes two terms, first term
is the computation of conventional solution

(
Q−1 · p). Second term consists of the

product of Q−1 · CT
x

(
Cx · Q−1 · CT

x

)−1
and

[
Cx · Q−1 · p − f x

]
. Since, the dimen-

sion ofCx · Q−1 · CT
x is small L×L, where L � (integral order)+ (order of FD terms).

Therefore, the computational complexity of second term is on smaller scale.

5 Proposed Design Method

The authors in [11], designed a FIR notch filter exploiting only a single FD term
(L=2) and demonstrated the effect of u on BWN . The appropriate FD value was
tracked down by first evaluating the filter coefficients followed by the filter response
for different FD values from 1.1 to 1.9. For each response obtained, error (Erp) is
defined as

Erp � 1

π

⎛

⎜
⎝

ω1
c∫

0

(
Ho

(
ejω

) − H
(
ejω

))2
dω +

π∫

ω2
c

(
Ho

(
ejω

) − H
(
ejω

))2
dω

⎞

⎟
⎠, (28)

where ω1
c and ω2

c are cutoff frequencies, and BWN were computed. Then, depending
on the requirement, the value of FD was selected. However, this approach depends
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on the step size, and track time increases with small value of step size. Moreover,
one has to wait till all values of FD are exploited, and it will increase if more than
one FD term is used in design. Therefore, in this paper, a methodical approach using
swarm intelligence is presented.

5.1 Formulation of Hybrid-PSO for Exploration of FD

In Hybrid-PSO, the optimized solution is obtained by exploring and exploiting the
search space (X) that is constructed at very initial step.Now,X is formed by uniformly
distributed number in the range of lower (Xl) and upper (Xu) bound as

X � Xl − (Xu) ⊕ rand(0, 1). (29)

Each row of X is the set of FD values for the evaluation of filter coefficients using
Eqs. (23) and (25). The improved solutions during iterative computation are incor-
porated in PB, while solution with least value of Erp from PB is considered in gb.
Thus, at the end of the iterative computation, gb hold the optimal FD values. The
complete design procedure may be conducted as:

1. Specify the notch filter parameters such as N , ωnc, and the desired response
Ho

(
ejω

)
.

2. Set the control parameters of Hybrid-PSO such as χ , c1 and c2, w, maximum
iteration count (k), upper and lower limits of V and X.

3. Initialize the search space (X[k=0]) and associated velocity (V [k=0]) by uniformly
distributed random numbers.

4. Compute notch filter coefficients using Eq. (27), followed by the fitness evalu-
ation using Eq. (28). Store the solutions as PB.

5. PB with best minimum value of error is picked as gb.
6. Update V using Eq. (1), and then update X using Eq. (2), and confirm that all

newly formed elements are in the bounded limit; otherwise assign new values
for those, which are not in limits.

7. Again compute the notch filter coefficients using Eq. (27) for new FD values,
followed by the fitness evaluation using Eq. (28). Store these fitness values as
new fitness.

8. Replace the earlier solutions from PBwith the new solutions that have less error
values, respectively.

9. Compare the current error of gb with new PB solutions, and check if any PB is
better than gb, then replace gb with improved PB.

10. Repeat the steps from 6 to 10 until iteration cycle are not over or the desired
fitness is achieved.

11. At the end, gb holds the best FD values.
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6 Results and Discussion

In this section, the details of experiments conducted for the optimized design of
a FIR notch filter using FD with Hybrid-PSO and their observations are discussed.
MATLAB® 2014 is used onGenuine Intel (R)CPU i7 3770@3.40GHz, 4GBRAM.
The normalized digital frequency with 500 equally spaced sample is considered
during the experiments. The control parameter is set as; c1 �2.05, c2 �2.05, χ �
0.7213, limit �25, maximum iteration count (kmax)�500, and w �1 as given in
[27].

6.1 Experimental Analysis of Proposed Method

In PSO, the optimal solution is tracked by updating X, and therefore its size is the
key factor. If X consisted of too many solution vectors, then computation time (t)
would be very high; and if it is too small, then PSO might get stuck in local minima.
In this section, the experimental analysis is made to find the suitable best size of X.
For experiments, the number of FDs is varied from 1 to 5 and number of solution (Ix)
raising gradually from 5 to 40 with increment of 5. For each individual combination
of number of FD and Ix, 30 trials are performed. On the examination, it is observed
that 2 FD terms with Ix equals to 30 have obtained consistent performance as shown
in Figs. 1 and 2. Erp is least when 2 FD are deployed and BWN is almost same as
observed from Figs. 1 and 2 respectively. It has been found convincing from Figs. 1
and 2 that the proposed method is statically stable, since least, median, and worst lies
close with indistinguishable variation. The convergence of the proposed method is
depicted in Fig. 3a, in which Erp as function of k is plotted along with its derivative
plotted in dash line. It can be observed that 2-FDC method converges to the optimal
point within 100 iterations, and therefore it would be best choice to execute it the
same time. Whereas in Fig. 3b, notch response obtained with different number of
FDC is shown, and it was found that 2-FDC has achieved best response measured
on the basis of Erp, BWN , and maximum passband ripple (δ) measured as maximum
value of undershoot or overshoot in passband region. When 2 FD are deployed and
BWN is almost same as observed from Figs. 1 and 2, respectively. It has been found
convincing from Figs. 1 and 2 that the proposed method is statically stable, since
least, median, and worst lies close with indistinguishable variation. The convergence
of the proposed method is depicted in Fig. 3a, in which Erp as function of k is plotted
along with its derivative plotted in dash line. It can be observed that 2-FDC method
converges to the optimal point within 100 iterations, and therefore it would be best
choice to execute it the same time. Whereas in Fig. 3b, notch response obtained
with different number of FDC is shown, and it was found that 2-FDC has achieved
best response measured on the basis of Erp, BWN and maximum passband ripple (δ)
measured as maximum value of undershoot or overshoot in passband region.
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Fig. 1 Variation in Erp for different numbers of FD constraints with different number of Ix for
Hybrid-PSO, a Ix=5, b Ix=10, c Ix=15, d Ix=20, e Ix=25, f Ix=30, g Ix=35, h Ix=40

6.2 Comparison with Previous Method

On the basis of experimental analysis performed, it is reflected that the proposed
methodology is robust, and in the design methodology, 2-FDC are employed and
compared with the 1-FDC strategy proposed in [11]. The fidelity parameters are
summarized in Table 1. The obtained filter response is illustrated in Fig. 4a along
with the filter response obtained for 1-FDC as produced in [11]. It can be observed
that the different values of FD results in different BWN and Erp. When u �1.3, least
BWN is obtained, which is increased for other three values, u �1.5, 1.7, and 1.9.

However, for u �1.3, quite high quantity of overshoot is also examined as shown
by blue dash line in Fig. 4a. On the basis of quality, it can be perceived that for u �
1.5 is good choice. While using the proposed technique, the optimal BWN with least
possible value of Erp is achieved, and shown by solid magenta line of Fig. 4a. The
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Fig. 2 Variation in BWN for different numbers of FD constraints with different number of Ix for
Hybrid-PSO, a Ix=5, b Ix=10, c Ix=15, d Ix=20, e Ix=25, f Ix=30, g Ix=35, h Ix=40

percentage reduction in BWN and Erp are shown in Fig. 4b along with positive axis,
when compared with the fidelity parameters of individual design examples with the
fidelity parameters of the proposed method.

7 Conclusion

In this paper, an improved design approach employing the novelty of fractional
derivatives (FDs), with Hybrid-PSO, is demonstrated. First derivative is imposed to
obtain the exact null at notch frequency, whereas FDs are used to control the notch
bandwidth. The exploration of FDs is computationally expensive, and therefore an
exhaustive experimentation is performed, where Hybrid-PSO is modeled to find
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Fig. 3 a Convergence of the proposed technique with different FDC, b notch response obtained
with different numbers of FDC explored by Hybrid-PSO

Table 1 Performance of the proposed method and 1-FDC method

Example
(Ex)

u Erp in dB BWN ω1
c ω2

c

∣∣H
(
ω1
c

)∣∣ ∣∣H
(
ω2
c

)∣∣

1 [11] 1.3 −23.7367 0.25761 0.91106 1.16867 0.74673 0.72977

2 [11] 1.5 −24.2661 0.34558 0.85451 1.20009 0.72024 0.70838

3 [11] 1.7 −21.0231 0.40841 0.82310 1.23150 0.72887 0.72545

4 [11] 1.9 −19.6938 0.42097 0.82938 1.25035 0.70722 0.72030

Proposed 1.3925
and
2.9695

−26.9333 0.30159 0.89221 1.19381 0.72231 0.72701

the suitable values of FD to reduce the error-based objective function. About 45%
reduction in passband error along with 12% improvement in notch bandwidth has
been gained using the proposed technique. The exhaustive experimental analysis
confirmed that the swarm size consisting of 30 solutions is the optimal choice, which
results in less computation time too. The differentiation of convergence functionwith
respect to iteration, gives maximum required iteration count, which is 100 for two
FD-based design using Hybrid-PSO. The designed filter is appropriate for removal
of individual frequency interference in biomedical signals like Electrocardiography
(ECG) signals.
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Leakage Reduction in Full Adder Circuit
Using Source Biasing at 45 nm
Technology

Candy Goyal, Jagpal Singh Ubhi and Balwinder Raj

Abstract In this paper, a new technique of source biasing is proposed for leakage
reduction in CMOS full adder (FA) circuit. It includes tail transistor between pull-
down network and ground (GND). The source terminal of tail transistor is connected
to GND during active mode and will be at Vdd in idle mode. High potential at source
of tail transistor reduces the potential difference between source and drain of NMOS
transistors which reduces gate leakage current. The proposed approach does not have
the problem of ground bounce noise (GBN) during idle-to-active mode of transition.
The proposed new technique is having reduction in leakage power up to 72% as
compared to the existing FA circuit and peak power reduces up to 37% as compared
to existing FA circuit while keeping other performance parameters in acceptable
range.

Keywords Very large-scale integration (VLSI) · Ground bounce noise (GBN)
Power delay product (PDP) · Ground (GND) · Virtual ground (VGND)
Full adder (FA)

1 Introduction

Adders are one of the prime components in all the arithmetic circuits. All the DSP
algorithms use addition as a primary operation. So, any optimization in the adder
circuit can optimize the whole system [1]. With each technology generation, leakage
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current is increasing exponentially [2]. Leakage power has become the biggest chal-
lenge in nanoscale VLSI design because battery-operated electronic devices have the
problem of sharp battery discharge in idle mode [3]. There are the three major types
of leakage mechanisms which occur in CMOS technology, subthreshold leakage,
gate oxide leakage, and reverse bias p–n junction leakage. Out of these, subthreshold
and gate leakage are the major concerns while reverse bias leakage is generally neg-
ligible. As the technology is approaching, nanoscale node gate leakage has become
the major challenge in circuit designing. Most of the researchers have optimized the
adder circuits for leakage power dissipation by using power gating [4] techniques
which provide high impedance between Vdd and GND during standby mode but
having disadvantages of large GBN peaks. GBN is a serious issue in deep submicron
technology.

A new hybrid technique [5] for FA is used feedback of Cout signal, although aver-
age power and number of transistors reduce but leakage power increases. Another
structure of sleep circuit [6] named gbonor is presented. Although GBN reduces
but one sleep circuit require five transistors and an inverter which increases average
power and area of circuit. A new low leakage 10T adder circuit [7] is presented in
which sum is calculated using PTL logic and carry is propagated using 2:1 mux.
However, output voltage does not have full voltage swing and noise margin is lesser
as compared to conventional FA. Another leakage reduction technique [8] is pre-
sented which uses two sleep transistors and one capacitor. It reduces the leakage
current due to the stacking effect but having two GBN peaks and requirements of
extra buffers increases area of the circuit. Body biasing is another effective technique
used recently for leakage power reduction. A gate level body bias controller [9] is
used which dynamically increases the threshold voltage of all the NMOS transistors
in an idle state. Although leakage power reduces but accompanying a disadvantages
of bias generator which increase silicon area and complexity of the circuit. Another
approach [10] used body biasing and semi domino logic in the design of FA. Body
bias varies the threshold voltage to achieve the objective of higher speed and lesser
energy consumption. However, due to the dynamic operation, leakage is larger in
this approach. From the review of literature, it can be concluded that most of the
techniques presented so far needs extra circuitry, having problem of GBN and com-
plexity in layout design. An effort is done in this paper in which we have used source
biasing in conventional FA circuit to reduce the leakage power dissipation.

2 Proposed Circuit

There are number of circuit styles [11, 12] are available in the literature for CMOS
FAs. Conventional FA is having robustness against the noise and provides a stable
output with maximum noise margin. So, we have chosen conventional CMOS FA
for testing our source basing technique. Figure 1 shows the circuit diagram of con-
ventional CMOS FA and Fig. 2 shows the modified conventional FA using source
biasing.
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Fig. 1 Conventional CMOS full adder

Fig. 2 Modified conventional FA using tail transistor with source biasing

W/L ratio of conventional CMOS FA is chosen in such a way so that the effective
width of pull-up network is twice the effectivewidth of pull-downnetwork.Minimum
length of all the transistors is fixed at 45 nm to get the maximum speed. Figure 2
shows the block diagram of conventional FA with tail transistor and source basing
which is tested byusing extensive simulations usingH-spice.Workingof themodified
conventional adder can be explained in two modes which are given as

1. Active mode
2. Idle mode
3. Idle-to-active mode transition.
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Fig. 3 Modified conventional FA using tail transistor with source biasing in active mode

Fig. 4 Input and output waveforms of modified conventional FA using source biasing

2.1 Active Mode

In active mode, voltage at b1 and a1 node of tail Mn1 transistor is shown in Fig. 3.
In activemode, gate ofMn1will be at logic highwhichwill turnONMn1 transistor

and source terminal of Mn1 is connected at 0 V. In this mode, Mn1 will offer very
less resistance and VGND node will be connected to the real ground. The output,
in this case, will be exactly the same as in the conventional FA as shown in Fig. 4.
When a1 is at 0 V, then sum and Cout are same as in the conventional adder and
when the a1 is at 1.1 V, then there will be no output. The frequency of input data is
500 MHz.
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Fig. 5 Modified
conventional FA using tail
transistor with source biasing
in idle mode

2.2 Idle Mode

In idle mode, the source terminal of Mn1 transistor will connected to logic high as
shown in Fig. 5.

In this case Vgs of the tail transistor (Mn1) will be calculated as

Vgs � Vg−Vs

� 1.1V−1.1V � 0V (1)

Vgs �0Vwill push theMn1 transistor in cutoff state andVGNDnodewill not connect
to real ground. In this condition Mn1 transistor will offer very high resistance. So,
there will be almost negligible current flow from Vdd to GND which will reduce the
leakage power dissipation. It is well known that if the potential difference between
drain and source of the pull-down transistor decreases [13], then gate leakage current
can reduce. In modified FA, potential difference between drain and source of pull-
down network is 757 mv and in existing hybrid FA this difference is 1100 mv in idle
mode. So, leakage current reduces in modified FA using source biasing.

2.3 Idle-to-Active Mode Transition

In idle-to-activemode of transition, voltage at the source of tail transistor starts falling
from 1.1 V to 0 V. When it reaches to 0 V, Mn1 will switch into conducting state and
VGND node will be connected to real GND.
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Fig. 6 Simulation setup for
modified and existing
conventional FA

3 Results and Discussion

All the simulations are performed at 45 nm technology using 1.1 V supply voltage.
The simulation setup for extracting all the performancemetrics is shown in Fig. 6. An
output load of 0.8ff is connected to both the outputs of FAs. For fair comparison, all
the FAs under consideration in this paper are simulated under the same environment
condition.

All the FA circuits under consideration in this paper are tested by using extensive
input test patterns [5] which cover all the possible worst case. Average power dissi-
pation is measured using H-spice EDA tool using test patterns [5] which covers all
the switching nodes of the circuit. Average power dissipation is a measure of total
power dissipation of the circuit during the particular period of time, mathematically,
it is given as

Pavg � Pswitching + Pshortcicuit + Pstatic (1)

where Pavg is the average power dissipation in the circuit in active mode. Pswitching is
total switching power loss due to the charging and discharging of all the active node
of the circuit, Pshortcircuit is the power loss in the circuit due to the simultaneous turn
ON pull-up and pull-down network for very short duration of time, Pstatic is the static
power dissipation of the circuit.

The propagation delay is calculated for 50% change in input signal from 0 to 1 or
1 to 0 corresponding 50% change in output signals, from either 0 to 1 or 1 to 0. The
new design is having the following advantages as compared to the conventional FA
circuit.
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Table 1 Comparisonof average power, delay, PDP, leakage power andpeakpower between existing
and proposed FA at 1.1v 27°C temp

Type of adder Average
power
dissipation
(µW)

Propagation
delay (ps)

PDP
(aj)

Leakage
power
dissipation
(nW)

Peak Power
(µw)

Conv_adder 7.7 79.7 614 1291 243

Conv_adder_body_bias 7.6 81 616 916 269

Hybrid_FA 5.7 103 587 1943 191

Modified_conv_adder 7.4 83.8 620 547 168

1. Source biasing is having advantages over body biasing technique because layout
design of source biasing is very simple and compact as compared to the body
biasing technique.

2. In source biasing, gate of NMOS tail transistor remains at high logic in active and
idle mode. There is no transition in gate terminal which eliminates the problem
of GBN which occurs in conventional sleep circuits.

3. In source biasing, maximum number of transistors remained in cutoff state in idle
mode because source terminal of pull down transistors is having high potential.

Table 1 shows the comparison of various performance parameters of modified
and existing FAs. Modified FA is having a slight increase in delay as compared to
conventional FA, this is due to the stacking effect of transistor which is added at the
tail end of the circuit. Similarly, energy consumption of modified FA is almost the
same as compared to the existing conventional FA. In modified FA leakage power
reduces up to 72% as compared to existing FA which is the biggest achievement of
this approach. This is achieved because of the reduction in gate leakage current in
modified FA. Peak power also reduces 37% as compared to existing FA.

3.1 Layout of Modified FA

Layout ofmodifiedFA is designed using cadence virtuoso layout editor at 45 nm tech-
nology as shown in Fig. 7 and post-layout netlist is extracted using RCX extraction.
The comparison between pre- and post layout of modified FA is shown in Table 2.
There is 13% increase in average power, 17% increase in delay, 28% increase in PDP,
and 12% increase in leakage power in post-layout simulation results. It is because of
the parasitics in post-layout netlist.
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Fig. 7 Layout of modified FA at 45 nm technology using source biasing

Table 2 Comparison of pre- and post-layout simulation results of modified FA

Parameters Modified_FA
(pre layout)

Modified_FA
(post layout)

% diff.

Average power (uW) 7.45 8.6 13

Delay (ps) 83.8 101 17

PDP (aj) 620 868 28

Leakage power (nW) 547 624 12

The effects of temperature and voltage variations on the leakage power for mod-
ified as well as existing FA are shown in Figs. 8 and 9, respectively. Leakage power
increases as the temperature increases, because thermal vibrations of the charge car-
rier increases and leakage power depend on thermal equivalent of voltage. Increase
in leakage power is much steep in conventional FA as compared to the modified FA.
Leakage power reduces as the voltage decreases because of the linear relation of
supply voltage with respect to leakage power.

4 Conclusion

A source biasing technique is presented to reduce the leakage power in conventional
FA. The proposed circuit is analyzed comprehensively and comparatively with exist-
ing FAs. The result shows that there is 72% reduction in leakage power and 37%
reduction in peak power as compared to existing techniques of leakage reduction in
FA. Another advantage of the proposed technique is the elimination of GBNwhich is
a serious issue in all the existing power gating techniques. Use of normal Vth transis-
tor is another advantages feature of the proposed technique. Although the proposed
circuit has slight increase in delay and average power dissipation but improvements
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Fig. 8 Effect of temperature on leakage power for modified and existing FAs

Fig. 9 Effect of voltage variations on leakage power for modified and existing FAs

in leakage power makes this circuit a best choice for circuit design at nanoscale VLSI
design. Post-layout simulation results confirm the robustness and reliability of the
modified FA circuit.
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Dual-Mode Quadrature Oscillator Based
on Single FDCCII with All Grounded
Passive Components

Bhartendu Chaturvedi, Jitendra Mohan and Atul Kumar

Abstract A fully differential second-generation current conveyor (FDCCII) based
dual-mode quadrature oscillator with all grounded passive components is presented
in this chapter. It comprises one FDCCII, three resistors, and two capacitors. The
proposed circuit of quadrature oscillator has the capability to provide two quadrature
outputs in voltagemode and four quadrature outputs in currentmode, simultaneously.
The oscillation frequency and condition of oscillation of the proposed circuit are
orthogonally adjustable. Moreover, total harmonic distortion of the outputs is low
and power dissipation is also low. The effects of nonidealities of FDCCII on the
proposed circuit are also studied. Simulations results are carried out using HSPICE
simulation tool with 0.18 μm technology to validate the theoretical analysis.

Keywords Dual-mode · FDCCII · Orthogonal controllability
Quadrature oscillator

1 Introduction

Quadrature oscillators which provide sinusoidal signals at the output with 90° phase
difference are important building cells which are used in a large number of applica-
tions such as single sidebandmodulation, selective voltmeters, and vector generators.
A quadrature oscillator may be of voltage mode type which provides only voltage
outputs or current-mode type which provides only current outputs or dual-mode type
which provides both voltage and current outputs simultaneously. A variety of cir-
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cuits of quadrature oscillator based on various type of current conveyors which fall
in one of the above mentioned categories are presented in the literature [1–20]. The
circuits presented in [1–4] are voltage mode type, the circuits of [5–9] are current-
mode type, and the circuits presented in [10–20] are dual-mode type. The circuits
presented in literature [1–20] are benefited with few unique features. However, the
circuits presented in [1–6, 9, 11, 12, 14, 17–20] do not provide orthogonal control of
oscillation frequency and CO and circuits presented in [1, 2, 4, 7, 9–11, 15, 16, 18]
use ungrounded passive components.

This chapter introduces a dual-mode quadrature oscillator (DMQO) which
simultaneously provides two voltage outputs and four current outputs. The pre-
sented DMQO is realized using one FDCCII, three resistors, and two capacitors.
All grounded passive components have been utilized in the realization of presented
DMQO. Additionally, output currents can be used to drive any current input circuit
without need of additional circuitry as they are available from high impedance
terminals. Moreover, the presented DMQO enjoys the following simultaneous fea-
tures: low total harmonic distortion (THD) of each voltage and current outputs, good
active and passive sensitivity performance, and low power dissipation. Furthermore,

Table 1 Comparison of the proposed DMQO circuit with some relevant earlier reported DMQO
circuits

Ref. Active Ele-
ment/Count

Passive
component
counts

All-grounded
passive
components

Orthogonal
control of
f 0 and CO

Number of
current
outputs

Number of
voltage
outputs

[10] CIDITA/1 3 No Yes 2 2

[11] FDCCII/1 4 No No 4 2

[12] DVCC/2 4 Yes No 4 4

[13] DD-DXCCII/1 5 Yes Yes 2 3

[14] DVCC/2 4 Yes No 4 4

[15] CDBA/2 5 No Yes 2 2

[16] CCCII/3 2 No Yes 2 2

[17] DV-DXCCII/1 5 Yes No 2 3

[18] DXCCTA/1 2 No No 3 3

[19] DVCC/2 4 Yes No 3 2

[20] DD-DXCCII/1 5 Yes No 2 2

Proposed FDCCII/1 5 Yes Yes 4 2

Abbreviations: CIDITA: current inverting differential input transconductance amplifier, FDCCII:
fully differential second generation current conveyor, DVCC: differential voltage current conveyor,
DD-DXCCII: differential difference dual-X second generation current conveyor, CDBA: current
differencing buffered amplifier, OTA: operational transconductance amplifier, CCCII: current con-
trolled current conveyor, DV-DXCCII: differential voltage dual-X second generation current con-
veyor, DXCCTA: dual-X second generation current conveyor transconductance amplifier, f 0: oscil-
lation frequency, CO: condition of oscillation
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a comparison of the proposed circuit with some earlier reported circuits of DMQO
is given in Table 1. The nonideal analysis of the presented DMQO is also included.

2 Proposed Dual-Mode Quadrature Oscillator

The circuit diagram of the proposed DMQO is shown in Fig. 1. It employs one
FDCCII, three resistors, and two capacitors. The active element, FDCCII has been
extensively utilized in the realizations of numerous analog signal processing appli-
cations [11, 21–25]. The following matrix gives the port relationships of FDCCII.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

IY1
IY2
IY3
IY4
VX+

VX−
IZ+
I−Z+

IZ−
I−Z−

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 −1 1 0
0 0 −1 1 0 1
1 0 0 0 0 0

−1 0 0 0 0 0
0 1 0 0 0 0
0 −1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

IX+
IX−
VY1

VY2

VY3

VY4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where VY1, VY2, VY3, VY4, VX+, and VX− are the voltages at Y1, Y2, Y3, Y4, X+,
and X− terminals, respectively. The currents, IY1, IY2, IY3, IY4, IX+, IX−, IZ+, I−Z+,
IZ−, and I−Z− appear at Y1, Y2, Y3, Y4, X+, X−, Z+,−Z+, Z−, and−Z− terminals,
respectively.

It is observed from Fig. 1 that all external resistors and capacitors are grounded;
therefore, the presented DMQO is suitable to the modern IC technology. Moreover,
the availability of output currents fromhigh impedance terminals allows the presented

Fig. 1 Proposed dual-mode
quadrature oscillator
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DMQO to derive any current input circuit easily. After analyzing the DMQO circuit
of Fig. 1, the following characteristic equation is achieved.

s2 +
(R2 − R3)

R2R3C1
s +

1

R1R2C1C2
� 0. (2)

From (2), the following oscillation frequency, f 0 and condition of oscillation (CO)
are obtained.

f0 � 1

2π

√
1

R1R2C1C2
, (3)

CO:R3 ≥ R2. (4)

It is to be observed from (3) and (4) that f 0 can be tuned without affecting CO by
R1, whereas CO can be controlled independent of oscillation frequency by R3. Thus,
f 0 and CO are orthogonally controllable by R1 and R3 in that order.

The output voltages are related according to (5), whereas output currents are
related according to (6).

V1 � − j K1V2, (5)

I1 � − j K2 I2 � −I3 � j K2 I4. (6)

whereK1 =ωR3C2 andK2 �ωR2C2. It is observed from (5) and (6) thatV 1 andV 2 are
in quadrature relationship and I1, I2, I3, and I4 are also in quadrature relationship,
respectively. Additionally the phasor diagrams showing the relationships between
voltages, V 1 and V 2 are between currents, I1, I2, I3, and I4 are shown in Fig. 2.

Fig. 2 a Relationships
between voltages, V1 and V2
b Relationships between
currents, I1, I2, I3 and I4

(a) (b)

V1

V2

90°

I2

I1

I4

I3
90°90°

90° 90°
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2.1 Nonideal Analysis

In nonideal case, the port relationships of FDCCII are expressed as follows:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

IY1
IY2
IY3
IY4
VX+

VX−
IZ+
I−Z+

IZ−
I−Z−

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 β1 −β2 β3 0

0 0 −β4 β5 0 β6

α1 0 0 0 0 0

−α2 0 0 0 0 0

0 α3 0 0 0 0

0 −α4 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

IX+
IX−
VY1

VY2

VY3

VY4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)

In (7), α1, α2, α3, and α4 are current transfer gains from IX+ to IZ+, IX+ to I−Z+,
IX− to IZ−, and IX− to I−Z−, respectively, whereas β1, β2, β3, β4, β5, and β6 are
voltage transfer gains from VY1 to VX+, VY2 to VX+, VY3 to VX+, VY1 to VX−, VY2 to
VX−, and VY4 to VX−, respectively. Taking these nonideal gains into consideration,
the presented DMQO is reanalyzed. The characteristic equation given in (2) is now
modified as follows.

s2 +
(R2 − α3β6R3)

R2R3C1
s +

α1α4β3β6

R1R2C1C2
� 0. (8)

The modified f 0 and CO are now expressed as follows.

f0 � 1

2π

√
α1α4β3β6

R1R2C1C2
, (9)

CO: α3β6R3 ≥ R2. (10)

The active and passive sensitivities of f 0 are expressed in (11).

S f0
α1,α4,β3,β6

� −S f0
R1,R2,C1,C2

� 1

2
, S f0

α2,α3,β1,β2,β4,β5
� S f0

R3
� 0. (11)

Equation (11) reveals the good sensitivity performance of the presented DMQO
as magnitudes of all sensitivities are fewer than unity.
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Table 2 MOS transistors aspect ratios

MOS transistors W(μm)/L(μm)

M7–M9, M13–M19, M22–M26 10/0.7

M1–M6, M10–M12, M20–M21, M27–M40 5/0.7

3 Simulation Results

The simulations of proposed DMQO are done using HSPICE simulation tool with
0.18 μm TSMC CMOS technology. The CMOS realization of FDCCII depicted in
Fig. 3 is used to implement the proposed DMQO. Table 2 gives the aspect ratios
of MOS transistors utilized in CMOS realization of FDCCII. The supply voltages
of ± 0.9 V along with bias currents of IB � 35 μA and ISB � 5 μA are used in
simulations. The presented DMQO is designed for f 0 � 159 kHz for which the
passive components used are R1 � R2 � 1 k�, R3 � 1.1 k�, C1 � 1 nF and C2 �
1 nF. The simulated waveforms of voltages, V 1 and V 2 are depicted in Fig. 4a. The
frequency spectrums corresponding to Fig. 4a are depicted in Fig. 4b. The simulated
waveforms of currents, I1, I2, I3, and I4 are depicted in Fig. 5a. The frequency
spectrums of Fig. 5a is shown in Fig. 5b. The simulated frequency in Figs. 4 and 5
is 148 kHz. Next, the Monte Carlo simulation results are carried out to check the
performance of the presented DMQO for mismatch between capacitors. Figure 6
shows the simulated waveforms of voltages, V 1 and V 2 for 20 multiple runs when
Gaussian deviations of 5% are introduced to both the capacitors. It is observed from
Fig. 6 that f 0 is affected a little, however, the CO is not affected. THDs for the
voltages, V 1 and V 2 are 2.3 and 2.4%, respectively. THDs for the currents, I1, I2, I3,
and I4, are 2.4, 2.3, 2.4 and 2.3%, respectively. Thus, THD for output voltages and
output currents is less than 3%. The power dissipation of the presented DMQO is
1.63 mW only.

Fig. 3 CMOS realization of FDCCII
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Fig. 4 a Simulated waveforms of voltages, V1 and V2 at 148 kHz b Frequency spectrums of
voltages, V1 and V2
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Fig. 5 a Simulated waveforms of currents, I1, I2, I3, and I4 at 148 kHz b Frequency spectrums of
currents, I1, I2, I3 and I4

Fig. 6 Monte Carlo simulations for the waveforms of voltages, V1 and V2 for 20 multiple runs
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4 Conclusion

A DMQO consisting of one FDCCII, three resistors, and two capacitors have been
introduced in the paper. The presented DMQO simultaneously provides two voltage
signals and four current signals at the outputs. All the output currents are obtained
from high impedance terminals, thus it is available for practical applications. The
presented DMQO enjoys the features of orthogonal control of f 0 and CO, good
sensitivity performance, low THD of each output, and low power consumption. The
nonideal effects of FDCCII on presented DMQO have been investigated. For the
verification of the proposed circuit, HSPICE simulation results are shown.
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Hybrid Color Image Watermarking
Algorithm Based on DSWT-DCT-SVD
and Arnold Transform

Palak Garg, Lakshita Dodeja, Priyanka and Mayank Dave

Abstract With emergence of new technologies it is now easier to communicate
through multimedia like image, audio, video and text. But at the same time the
problem of unauthorized access and copyright protection has also emerged. In order
to handle these problems digital image watermarking is one of the best technique. In
this paper we present an optimized color image watermarking technique to protect an
image data from any unauthorized access. The technique presented in the paper uses
a combination of Discrete Stationary Wavelet Transform (DSWT), Singular Value
Decomposition (SVD), Discrete Cosine Transform (DCT) and Arnold Transform. In
this technique we hide a color image watermark into a colored cover image without
hampering the perceptibility of the cover image. Peak-signal-to-noise-ratio (PSNR)
and Normalized Correlation (NC) are used to analyze the proposed watermarking
technique for the imperceptibility and robustness measures.
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1 Introduction

The ease of sharing digital media like audio, video, images and text with the rising
information technology has also increased the demand for security, copy control,
copyright authentication etc. of the information in digital form. Watermarking is one
such technique to tackle with these issues along with others. Digital image water-
marking hides ownership data known as watermark into the multimedia data that can
be extracted when required to provide the proof of authenticity [1]. The watermark
either visible or invisible does not hamper the original use of the multimedia con-
tent. Watermark can be inserted either by modifying the pixel values of the image
known as spatial domain technique which is computationally efficient but low in
robustness and imperceptibility or transform domain techniques that are more pop-
ular nowadays because they embed the watermark into the coefficients of transform
domain [2]. Discrete cosine transform (DCT), discrete stationary wavelet transform
(DSWT) and singular value decomposition (SVD) are popular transformation tech-
niques. Each of these is highly efficient against some of the attacks but not all. The
proposed algorithm withstands majority of the attacks by combining various tech-
niques. Robustness, imperceptibility and capacity are the three requirements of any
watermarking scheme [3]. In this algorithm, discrete stationary wavelet transform
(DSWT) provides protection against geometric attacks and robustness, singular value
decomposition (SVD) provides imperceptibility, discrete cosine transform (DCT)
provides protection against compression and Arnold transform provides watermark
security. Using DSWT also enables us to keep the same size of watermark as the
cover and hence the capacity of information to be hidden remains the same.

2 Literature Review

2.1 Discrete Stationary Wavelet Transform (DSWT)

Discrete Wavelet Transform (DWT) transforms an image using wavelets having
varying frequency and short time interval. It has an advantage over other transforms
as it is able to capture location information in both time and frequency.DWTperforms
down sampling of the signal after passing it through high pass and low pass filters to
give the approximation and detail coefficients.

Discrete StationaryWavelet Transform (DSWT) is similar to DWT [4] but it does
not involve down sampling of signal after decomposing it by applying high pass and
low pass filters. This attributes DSWT with the additional property of translation
invariance
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Fig. 1 Separation of an
image into 3 frequency
regions by DCT

2.2 Discrete Cosine Transform (DCT)

Discrete Cosine Transform is the most popular transform in spectral domain and
transforms data points into sum of cosine functions oscillating at different frequen-
cies that can be grouped into three categories low, medium and high frequency.
Embedding the image into middle frequencies provide protection against JPEG com-
pression as only high frequencies are lost in the lossy JPEG compression and our eyes
being susceptible to low frequency usingmiddle frequency provides imperceptibility
(Fig. 1).

2.3 Singular Value Decomposition (SVD)

Singular value decomposition (SVD) is an arithmetical method that is used to covert
a matrix into three diagonal matrixes [6]. In image processing an image can be seen
as a matrix with non-negative scalar values. The SVD of an image A of size M x N
is defined as

A = USVT. (1)

where U and V are orthogonal matrices that means multiplication of U and V with
their transpose results in identity matrix, UTU� I, VTV� I, and S�diag(λ1, λ2,
λ3,…,λr). The diagonal entries of S depict the luminance of A where r is the rank
of A and they are known as singular values of A. The columns of U and V are
used to retain the geometrical properties of the image and they are called the left
and right singular vectors of A. US are called the principal components of A. UV
together called as the SVD subspace of A. SVD is beneficial for watermarking as
modification in singular values of images do not disturb the perceptibility of the
cover image.
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Fig. 2 a Original image b
Scrambled image using
Arnold transform

2.4 Arnold Transform

This transform is a splicing and clipping process that realigns the pixel matrix of
digital image. It is applied to the watermark before embedding it in host image. A
two dimensional Arnold transform [6] is shown as follows(

x ′

y′

)
�

(
1
1
1
2

)(
x
y

)
mod N (2)

where x and y are the coordinates of the original image, N is the height or width of
the image and x′ and y′ are the coordinate of the scrambled image. The transform
changes the position of pixels, and a scrambled image can be obtained by applying
the algorithm several times. The disordered image can be converted back to the
original image after certain number of permutations due the periodicity of the Arnold
transform. For a 256×256 image, this period is 192, after which the scrambled image
becomes equal to the original image.Due to scrambling the pixels of image get evenly
distributed which helps in enhancing the robustness of algorithm (Fig. 2).

3 Proposed Algorithm

The embedding process is as follows-

Step 1: Read the cover and watermark each of ‘N x N’ pixels in RGB format.
Step 2: Split both the images in three channels, namely Red, Green and Blue.
Step 3: Apply Arnold transform on the watermark with the secret key 10 and 1-level
DSWT on the cover image.
Step 4: Apply DCT on the scrambled watermark and LL sub-band of 1-level DSWT.
Step 5: Apply SVD to the DCT coefficients of both the images.
Step 6: Embed the watermark.
Step 7: Apply Inverse SVD.
Step 8: Apply Inverse DCT.
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Step 9: Apply Inverse DSWT that gives the watermarked image in one channel.
Step 10: Repeat steps 3–9 for the other two channels.
Step 11: Merge all the three channels to get the watermarked image (Fig. 3).

The extraction process is as follows-

Step 1: Read the cover, watermark and watermarked images in RGB format.
Step 2: Split all the images in three channels, namely Red, Green and Blue.
Step 3: Apply Arnold transform to the watermark and 1-level DSWT on the cover
and watermarked images.
Step 4: Apply DCT on the scrambled watermark and LL sub-band of cover and
watermarked images.
Step 5: Apply SVD on the DCT coefficients.
Step 6: Extract the watermark.
Step 7: Apply Inverse SVD.
Step 8: Apply Inverse DCT to get the scrambled watermark back.

Watermarked 
Image

Watermark 
Image

Cover Image
Image

Apply 1-level 
DSWT  

Apply Arnold 
Transform 

Apply DCT Apply DCT 

Apply SVD Apply SVD 

Inverse SVDInverse DCT

Split into RGB 
channels

Split into RGB 
channels

Inverse DSWT
channels

Embed the watermark in the LL sub-band of the first level DSWT

Fig. 3 Embedding process
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Extracted 
Watermark

Cover Image Watermark ImageWatermarked
Image

Apply 1-level 
DSWT  

Apply 1-level 
DSWT

Apply 1-level 
DSWT

Apply DCT Apply DCT Apply DCT 

Apply SVD Apply SVD  Apply SVD 

Inverse SVD

Inverse DCTInverse Arnold 
Transform 

Split into RGB 
channels

Split into RGB 
channels

Split into RGB 
channels

Merge the RGB 
channels

Extract the watermark from the LL sub band 

Fig. 4 Extraction process

Step 9: Apply Inverse Arnold transform to get one channel of the watermark.
Step 10: Repeat steps 3–9 for the other two channels.
Step 11: Merge all the three channels to get the final extracted watermark image
(Fig. 4).

4 Experimental Results

We tested our proposed algorithmusingLena as the cover image (Fig. 5a) andPeugeot
logo as the watermark image (Fig. 5b). The size of cover image andwatermark image
is 256×256. Both the images used are colored having 24 bit depth.

Where x and y are the coordinates of the original image, N is the height or width
of the image and x’ and



Hybrid Color Image Watermarking Algorithm… 333

Fig. 5 a Cover Image b
Watermark image

We used PSNR (Peak Signal to Noise Ratio) and NC (Normalised Correlation) to
measure the imperceptibility of the watermarked image and to measure the similarity
between the extracted watermark and original watermark respectively. PSNR [7] was
calculated using the formula

PSN R � 10 log
2552

MSE
(3)

where MSE is the mean Square error given by

MSE � 1

MN

m−1∑
i�0

n−1∑
j�0

(C − WM)2 (4)

where C is the Cover Image andWM is the Watermarked Image. Higher the value of
PSNR, more imperceptible the algorithms is. We have recorded the highest PSNR
value for our proposed algorithm as 79.1674 for 0.1 as α.

Normalised Correlation [8] was evaluated using the formula

NC �
∑m−1

i�0

∑n−1
j�0 (E × W)√∑m−1

i�0

∑n−1
j�0 E 2 × ∑m−1

i�0

∑n−1
j�0 W2

(5)

where E is the Extracted watermark andW is the Original watermark. We got 0.9488
as the highest NC value for our proposed algorithm for 0.8 as alpha. The values of
PSNR and NC for different values of α are shown in Table 1. The results have been
calculatedwhen there are no attacks but in practical implementation thewatermarked
image can be attacked. We have compared our result with Azadeh et al.’s [9] method
under various common attacks such as JPEG Compression, salt and pepper noise,
median filter, wiener filter and rotation. We have taken the value of α as 0.5 for
comparison.

From Table 2 we can observe that when there is no attack, the proposed method
gives a better PSNR by 21.75%, this is because the proposed method contains SVD
which makes the algorithm imperceptible whereas Method [9] contains only DWT.
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Table 1 Experiment results of proposed method for different α values

A PSNR NC

0.1 79.1674 0.9083

0.2 73.1470 0.9328

0.3 69.6251 0.9371

0.4 67.1264 0.9383

0.5 65.1882 0.9419

0.6 63.6045 0.9397

0.7 62.2656 0.9397

0.8 61.1058 0.9488

0.9 60.0827 0.9424

Table 2 Comparison of proposed method with DSWT, DCT and SVD

Attack DSWT DCT SVD Proposed method

No attack 58.5137 31.6187 5.7790 65.1882

JPEG
compression

58.2266 5.7538 5.7570 60.8265

Salt and pepper 58.4197 28.6493 5.7789 65.0423

Rotation 55.8512 11.9222 5.7711 57.6388

Cropping 56.6978 12.1125 5.7664 59.0375

Gaussian noise 58.2143 31.6181 5.7790 63.9163

Median filter 58.5105 30.2074 5.7789 65.4643

Averaging filter 58.5254 29.3464 5.7787 65.6652

Sharpening filter 56.7147 17.6405 5.7813 55.9165

Fig. 6 Attacked images for a No attack b JPEG compression 90% c JPEG compression 80% d
JPEG compression 50% e Salt and pepper 0.002 f Salt and pepper 0.003 g Wiener filter h Median
filter i Rotation 90 deg

We can also see that even under various attacks the PSNR values of the proposed
method remains quite high whereas the PSNR values of Method [9] becomes signif-
icantly low, especially during the rotation attack (Figs. 6, 7 and Table 3).
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Fig. 7 Extracted images for a No attack b JPEG compression 90% c JPEG compression 80% d
JPEG compression 50% e Salt and pepper 0.002 f Salt and pepper 0.003 g Wiener filter h Median
filter i Rotation 90 deg

Table 3 Experimental results of proposed method and Method [9] under different attacks

Attack Proposed method Method [9]

PSNR NC PSNR NC

No attack 65.1882 0.9419 53.5404 0.9986

JPEG compression 90 60.8718 0.9300 34.5933 0.9988

JPEG compression 80 60.8265 0.9303 33.2654 0.9988

JPEG compression 50 60.8691 0.9291 31.4634 0.9988

Salt and pepper 0.002 65.0857 0.9423 32.0912 0.9989

Salt and pepper 0.003 65.0423 0.9427 25.1745 0.9988

Wiener filter 65.5027 0.9304 37.3339 0.9980

Median filter 65.4643 0.9304 35.3360 0.9988

Rotation (90 deg) 57.6388 0.9414 11.7095 0.9986

5 Conclusion

In this research paper we have presented an imperceptible, robust and secure algo-
rithm for ImageWatermarking of colored images. All the advantages of DSWT,DCT
and SVD are combined to generate this hybrid algorithm and Arnold Transform is
added to make it even more secure. The data hiding capacity of the cover image,
generally lesser has been equal to its size. Using this method, we are able to get
higher values of PSNR by a percentage of 21.75% and hence the proposed algorithm
is very imperceptible. The values of NC though less but are comparable to that of
Method [9]. Future work can be done towards increasing NC values.
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A Brief Study and Analysis to Investigate
the Effect of Various Dielectric Materials
on Substrate-Integrated Waveguide

Fatima Haider and Megha Dade

Abstract Substrate-Integrated Waveguide (SIW) technology is an emerging and
promising candidate for the development of circuits and components in upper
microwave and millimeter wave region. This paper aims at emphasizing various
dielectric substrates for the analysis of SIW to investigate their effect on the charac-
teristic curve and electric field distribution. Certain factors that have been considered
for evaluation are electric field, transmission gain, and return loss. High-Frequency
Structure Simulator (HFSS) has been used to carry out the designs.

Keywords SIW ·Via · Pitch distance ·Diameter · Return loss · Transmission gain
Bandgap effect

1 Introduction

During the past few decades, Substrate-IntegratedWaveguide (SIW) [1] has grabbed
many eyeballs for its various distinct attributes. We are well acquainted with con-
ventional transmission lines like coaxial cables for transmission of electromagnetic
radiation but because of various losses like dielectric loss, radiation loss, and cop-
per loss and also due to their nonplanar nature they are dropped out. Rectangular
Waveguides, apart from their uses, are also characterized by their exorbitant struc-
ture, stringent manufacturing precision, and nonplanar geometry. In series of making
the most effective use of system integration, an approach to a guided structure known
as Substrate-Integrated Waveguide (SIW) has been brought forward. Various explo-
ration and experimentation have been executed to cash in on the burgeoning demand
on high-performance millimeter and microwave circuits and components that can
be developed using economical technologies. Originally introduced as post-wall

F. Haider (B) · M. Dade
Department of ECE, BIT Mesra, Patna Campus, Patna, India
e-mail: haiderf786@gmail.com

M. Dade
e-mail: megha.dadel@bitmesra.ac.in

© Springer Nature Singapore Pte Ltd. 2019
B. S. Rawat et al. (eds.), Advances in Signal Processing and Communication ,
Lecture Notes in Electrical Engineering 526,
https://doi.org/10.1007/978-981-13-2553-3_32

337

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-2553-3_32&domain=pdf


338 F. Haider and M. Dade

waveguide or laminated waveguide, SIW is basically a planar version of rectangu-
lar waveguide which is formed by two metal plates joining a dielectric material by
densely arranging metallized holes or vias which connects both the metal plates to
the substrate [1, 2].

SIW technology secures most of the merits related with conventional rectangu-
lar waveguides, citing for few like high power handling capacity, electromagnetic
shielding through self-consistence, and strong Q-factor. Themost remarkable advan-
tage of SIW structure is its capacity of allowing a complete incorporation of all the
elements on the same substrate, including passive elements, active elements, and
even antennas as presented in [3, 4]. A noteworthy problem emerging at higher fre-
quency is the confining of surface waves that is a cause of decrease in the antenna
efficiency. The circumstance can effectively be controlled by SIW techniques. The
rapid development of SIW technology over a decade has resulted in the establish-
ment and innovation of active and passive circuits, antennas and systems atmillimeter
and microwave and frequencies covering a very broad frequency, ranging from sub-
gigahertz to sub-terahertz. Furthermore, the SIW technique can be incorporated with
other Substrate-Integrated Circuits (SICs) to develop multi-functional and multi-
format system and devices. Being a new means of transmission of electromagnetic
signals, SIWs have been the foundation for the design of many circuits.

2 Fundamental Features of SIW

2.1 Loss Considerations

The energy loss during the transmission may take place through various physical
mechanisms that include radiation losses, dielectric losses, and conductor losses.
Since SIW structure is synthesized using two lines of metallic vias implanted in the
substrate that is electrically united by two parallel conducting plates, an appropriate
preference of dielectric substrate and quality of conductor can decrease the effect of
the last two loss mechanisms [5].

• Attenuation because of losses from dielectric is associated with loss tangent
(tan δ) of the substrate and is given as

αd � k2 tan δ

2β
(1)

• Attenuation due to conductor loss is given by

αc � Rs

a3bβkη

(
2bπ2 + a3k2

)
(2)
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The radiation or the leakage loss arises when the periodic separation between the
vias increases as a result of which the EM waves no longer remain limited within
the vias. The losses of SIW can be reduced by modifying its structural parameters
namely, the substrate thickness h, the diameter of the metallic vias d, and their
geometrical spacing or pitch p. The thickness h offers a critical role in the significant
reduction of conductor loss by an increase in its value. This is because lower electric
current density flows on the surface of the metal by increasing the thickness of the
substrate. The diameter of the holes and pitch p, have a great influence on radiation
loss. To ensure negligible leakage loss or for the conventional waveguide to become
radiation-less, parametric effects of pitch (p) and the diameter (d) were taken into
account on these issues [6]

d <
λg

5
(3)

p < 2d. (4)

2.2 SIW Propagation Mode

A three-dimensional structure of SIW is shown in Fig. 1 that consists of top and
ground conducting planes of dielectric and two rows of parallel metallic via holes
into the substrate. F. Xu and Ke. Wu have shown that the SIW and the standard
rectangular waveguide manifest the same guided wave properties. Both of these
structures uphold the T Em0 modes while T E10 remaining the dominant mode. As
far as T Emn and TM modes are considered, they do not exist in SIW because of the
discontinuous geometry of its sidewalls. When these slots on the sidewalls of SIW
cut through the orientation of the flow of current, i.e., T Em0 modes, very less amount
of radiation will be generated and thus these modes can exist in the waveguide. In a
similar fashion, other T Em0 modes can also exist in the waveguide as they possess
the same surface current patterns on the narrow walls.

Fig. 1 A geometrical representation of SIW
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On the contrary, when the horizontal component of surface current flows on the
sidewalls for every T Emn with nonzero n’s as well as TM modes, the vias will cut
through these paths of current thus resulting in loss due to radiation through the
sidewalls.

2.3 SIW Design Rules

TheSIW is the integrated planar version of rectangularwaveguide form,which can be
synthesized and fabricated by making use of two arrays of metallic cylindrical holes
or slots lodged in dielectric substrate which is electrically drilled in between two
parallel conducting plates. Except for the relative permittivity εr and the thickness of
substrate h, there are three foremost parameters to design an SIW, i.e., asiw, which is
known as SIW width, the diameter of the metallic vias d, and the distance between
adjoining metalized vias or the pitch p that are used to diminish the radiation loss and
the return loss, respectively. The SIWcan be considered as a conventional rectangular
waveguide with the same dielectric filling just by making use of the SIW equivalent
width, aeq , which can be given by

aeq � asiw − d2

0.95p
(5)

The above equation will become erroneous if d, i.e., the diameter of the vias is
increased. Hence, to overcome this shortcoming, a more accurate formula can be
stated as under:

aeq � asiw − 1.08
d2

p
+ 0.1

d2

asiw
(6)

The region where the SIW behaves as a rectangular waveguide with inconsequen-
tial leakage loss and presents no bandgap in its operating bandwidth is defined by
following equations as discussed in [7]:

p < d (7)

0.05 <
p

λc
< 0.25 (8)

p ≤ 2d (9)

The condition (7) indicates that the pitch distance in between the vias must be greater
than their diameter so that the structure is physically attainable, i.e., there is no
overlapping of the vias onto each other. Since SIW is a cyclic structure it is prone
to bandgap effects. Hence, while designing SIW components one must make sure
that SIW functions in the bandwidth of interest with negligible bandgap effects. The
right portion of Eq. (8) is necessary to avert any bandgap in the frequency bandwidth
of interest. Finally, an inessential but beneficial condition for the fabrication process
is to reduce the number of holes. These holes are usually mechanically drilled and
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chemically electroplated, and themanufacturing time is proportional to their number.
Therefore, the number of cylinders should not exceed 20 per wavelength as indicated
from the left portion of Eq. (8).

3 Design, Simulation and Results

In the manufacturing of high-performance-integrated systems and circuits, low loss
material is kept as base. Other parameters which are considered for accurate design-
ing, especially for antenna development, are dielectric nonuniformity, roughness of
metallic surface, and thermal effect.

Different dielectric substrates have been taken into account for this report to study
their effect on the propagation patterns of SIWs which is shown in the table beneath
(Table 1).

The model was designed using HFSS. Frequency of 12 GHz is applied through
the waveports to analyze the results. The pitch distance p�1.9 mm, diameter of the
vias are kept as d�0.8 mm and Wsiw � 4 mm.

The plot shown from Fig. 2a–e indicates characteristic curve between S param-
eters and the frequency. Return losses (S11) and the transmission gain (S21) was
graphed for every dielectric substrate used in the experiment. Figure 3a shows
variation between S parameter and frequency for PCB substrate. The first dip in
return loss of−34 dB is seen at 10.4 GHz. Transmission gain escalates up to 10 GHz
after which it saturates. Figure 2b shows the S11 and S21 parameter with respect to
frequency plot for PTFE substrate. Several dips in the return loss is observed, first
being at 12.6 GHz of −27 dB and transmission gain increases up to 12.5 GHz and
then saturates. PMMA polymer used in simulation shows that return loss becomes
stable after 13 GHz and transmission gain shows dips of −26.61, −48.38, and
−45.89 dB at frequencies of 13.1, 14.9, and 17.5 GHz, respectively. Similarly,
parametric curve for forward transmission gain as well as return loss is observed
in the case for Mica. Return loss increases up to 12 GHz frequency as shown in
Fig. 2d. Transmission gain shows several dips of −26.4, −45.65, and −40.63 dB
are seen at frequencies 12.4, 13.8, and 15.8 GHz, respectively. Lastly, analysis for
Silicon substrate shows several similar numbers of dips at frequencies 11, 13, and
14.8 GHz while the transmission gain remained constant throughout.

The electric field generatedwhile computing the results for different substrates are
shown in Fig. 3a−e. Figure 3a shows the simulated result for electric field distribution

Table 1 Properties of different dielectric substrates

Dielectric substrates Relative permittivity Relative permeability Dissipation factor

PCB 4.4 1 0.02

PTFE 2.2 1 0.0009

PMMA 3.7 1 0.01

Mica 5.7 1 0

Silicon 11.9 1 0
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Fig. 2 a PCB substrate, b PTFE substrate, c PMMA substrate, dMica substrate, e Silicon substrate
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Fig. 3 aE-field distribution in PCB,bE-field distribution in PTFE, cE-field distribution in PMMA,
d E-field distribution in Mica, e E-field distribution in Silicon
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generated in PCB as substrate, while Fig. 3b–e shows the electric field which was
generated for the substrates taken as PTFE, PMMA, Mica, and Silicon, respectively.
From the bar line adjacent to these graphs, it is clear that the maximum value (9.715
× 103 V/m) of electric field is for PTFE while minimum value (6.714 × 103 V/m)
is of Silicon. PCB and PMMA showed almost similar results with 8.464 × 103 and
8.713× 103 V/m, respectively. Electric field distribution of Mica substrate remained
at 7.124 × 103 V/m.

4 Conclusion

This reported work has been executed to analyze the outcome of different dielectric
substrates on the electromagnetic wave propagation of SIW. In order to access the
effect of dielectric substrates, five different substrates such as PCB, PTFE, PMMA,
Mica, and Silicon were used in the experiment. S parameters, namely transmission
gain and return loss were evaluated for frequency range of 12–18 GHz. Thus, from
this analysis, we come to a conclusion that SIWs performance is efficient at around
12–13 GHz. For PMMA and PTFE, the evaluations were found to be appropriate
than that of Si and Mica as dielectric substrates. PCB substrate also showed good
and acceptable results.
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Multi-objective Cuckoo Search
Algorithm-Based 2-DOF FOPD
Controller for Robotic Manipulator

Himanshu Chhabra, Vijay Mohan, Asha Rani and Vijander Singh

Abstract Controller design for effective operation of robotic manipulator is a chal-
lenging task due to its highly complex and nonlinear dynamics. This issue may
be resolved by incorporating fractional mathematics along with two-degrees-of-
freedom PID controller. The fractional mathematics enhances the accuracy of con-
trol action, whereas two-degrees-of-freedom controller solves multiple issues like
set point tracking and disturbance rejection simultaneously. Therefore, in this paper,
a two-degree-of-freedom fractional-order proportional–derivative (2-DOF FOPD)
controller is proposed for efficient trajectory control of two-link rigid manipulator.
Conventional PID and its integer-order equivalent (2-DOF PD) controllers are also
designed for comparative analysis. The parameters of designed controller are tuned
using multi-objective cuckoo search algorithm (MOCSA) to minimize two conflict-
ing objectives of robotic manipulator. Simulation study reveals the effectiveness and
robustness of 2-DOFFOPDcontroller, in terms of trajectory tracking and disturbance
rejection.
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1 Introduction

In recent years, robotic manipulators are widely used in various fields like auto
assembling, space investigation, waste treatment in nuclear plants, medical surgeries,
etc., due to its better performance in terms of precision, accuracy, and durability.
Robotic manipulators are highly nonlinear in nature; therefore, researchers have
developed different control strategies [1–4] in order to improve its tracking and
robust performance.

PID controller has simple structure and may be tuned easily which makes it a
good choice for controlling purpose. However, simultaneous control of servo and
regulatory problems is not achieved effectively by one-degree-of-freedom PID con-
trollers. This problem motivated the researchers to design 2-DOF control structures.
The two-degree-of-freedom controller has two closed-loop transfer functions that
can be tuned independently [5]. The 2-DOF PID controller handles the set point
tracking and disturbance rejection simultaneously. 2-DOF PID controller and its
various structures have been discussed by several authors [4–6]. The performance of
1-DOF PID and 2-DOF PID may be further enhanced by introduction of fractional
calculus. Various researchers have also investigated the use of fractionalmathematics
in control theory [2, 7, 8].

The amalgamation of fractional mathematics with PID controller improves the
controller performance but at the same time increases the number of design parame-
ters. Thus, tuning of controller with large number of parameters leads to combinato-
rial problem. However, optimization techniques provide an alternative for effective
tuning of such controllers. Literature reveals the use of various optimization tech-
niques in different fields of engineering [3–5, 9] to reduce the computational effort.
Recently, a new metaheuristic technique, i.e., multi-objective cuckoo search algo-
rithm (MOCSA), is proposed [10]. In this optimization technique, less parameters
are used for initialization as compared to particle swarm optimization (PSO) and
genetic algorithm (GA). Further, selection of parameters does not affect the conver-
gence rate of MOCSA and it is more efficient as compared to other techniques due
to its large-step length feature [3, 11].

In this article, a new controller named as two-degree-of-freedom fractional-order
PD (2-DOF FOPD) controller is designed for robotic manipulator trajectory tracking
control. MOCSA being an effective optimization technique is chosen for evaluating
optimum parameters of 2-DOF FOPD controller. MOCSA-tuned PID and 2-DOF
PD are also designed for comparative study. The designed controllers are tested for
trajectory tracking and disturbance rejection of robotic manipulator.

Rest of the paper is structured as follows: In section II, the mathematical mod-
eling of robotic manipulator is explained. The implementation of proposed control
strategy for robotic manipulator is described in section III. Section IV describes the
optimization technique, MOCSA. Simulation results are given in section V. Finally,
conclusions of the study are drawn in section VI.
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Fig. 1 Schematic diagram
of 2-DOF robotic
manipulator

A 

B 

C 

2 System Modeling

A robotic manipulator can be described by a set of differential equations. There are
various factors that affect the system performance such as varying inertia, centrifugal
and Coriolis torques, and load and gravity. The motion of end effector in a defined
path with confined speed requires a complicated set of torque functions being applied
to actuator link of robotic manipulator. The robotic manipulator under consideration
consists of two links and is described by the following equations [3]:

τθ1 � m2l
2
2

(
θ̈1 + θ̈2

)
+ m2l1l2C2

(
2θ̈1 + θ̈2

)
+ (m1 + m2)l

2
1 θ̈1 − m2l1l2S2θ̇

2
1

− 2m2l1l2θ̇1θ̇2 + m2l2gC12 + (m1 + m2)l1gC1 (1)

τθ2 � m2l1l2C2θ̈1 + m2l
2
2

(
θ̈1 + θ̈2

)
+ m2l1l2S2θ̇

2
1 + m2l1gC12 (2)

where C1 � cos(θ1),C2 � cos(θ2), S1 � sin(θ1), S2 � sin(θ2) and C12 �
cos(θ1 + θ2). The subscripts 1 and 2 indicate the two links, respectively (Fig. 1).

3 Control Strategy

In the proposed work, order of differentiation for 2-DOF PD controller is modified
by considering fractional value rather than integer one. The manipulating variable
[6] in time domain is described as

τθi � {
Kpi (1 − σi ) + (1 − δi )Kdi s

λi
}
(θid − y) − {

Kpi σi + δi Kdi s
λi

}
y i � 1, 2 (3)

where (σi , δi ) are set point weight constants and λi is fractional-order operator. In
this study, Oustaloup’s method is used for implementation of fractional operator
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“s p” [12], which is recursive distribution of M f number of poles and zeros and is
characterized as high-order filter.

s p � G f

M f∏

n�−M f

s + zn
s + pn

(4)

The filter parameters such as gain, zeros, and poles are obtained by the following
equations:

G f � (w2)
b (5)

zn � w1

(
w2

w1

) n+M f +
1
2 (1−b)

2M f +1

(6)

pn � w1

(
w2

w1

) n+M f +
1
2 (1+b)

2M f +1

(7)

where b, M f , and
[
2M f + 1

]
are order in fraction, Oustaloup’s constant, and filter

order, respectively. [w1, w2] is the frequency range.

4 Multi-objective Cuckoo Search Algorithm

The multi-objective cuckoo search algorithm (MOCSA) is established on the basis
of brood parasitic nature of cuckoo along with Levy flight behavior of birds and
fruit flies. Certain assumptions are considered in the design of MOCSA. Figure 2
presents the flowchart for implementation of MOCSA. The control effort and error
in end-effector position must be minimum for efficient tracking control of robotic
manipulator. Minimization of integral square error ( f1) allows the arm to track the
desired trajectory, whereas minimization of torque ( f2) applied to joints enables the
end effector to follow desired trajectory with minimum wear and tear stress.

Thus, objective functions f1 and f2 are defined as

f1 � 0.5 ∫(
(θ1d − θ1)

2 + (θ2d − θ2)
2
)
dt (8)

f2 � ∫
((

τθ1(t) − τθ1(t − 1)
)2

+
(
τθ2(t) − τθ2(t − 1)

)2)
dt (9)

5 Simulation Results

The linearized model of robotic manipulator is simulated in MATLAB on Intel
i7 3.40 GHz processor with 4 GB RAM. The system differential equations are
solved by fourth-order Runge–Kutta method. Initially, 2-DOF PD and conven-



Multi-objective Cuckoo Search Algorithm-Based … 349

Fig. 2 Flowchart for
MOCSA

tional PID controllers are designed and implemented for robotic manipulator. Fur-
ther, amalgamation of fractional mathematics to 2-DOF PD controller leads to 2-
DOF FOPD controller for position control of robotic manipulator. MOCSA is used
to optimize parameters of designed controllers in order to follow a time-varying
polynomial trajectory of angles θ1 and θ2 [1] by minimizing the control effort
and integral square error (ISE). The search ranges for controller parameters are
kpi ∈[0, 1000], kIi ∈[0, 300], kdi ∈[0, 50], and λi , σi , δi∈[0, 1]. Figure 3 shows the
position tracking, position error, and controller output for 2-DOF FOPD, 2-DOF
PD, and PID controllers. The Pareto front obtained during optimization of 2-DOF
FOPD controller and the selected solution are shown in Fig. 3d. Table 1 shows the
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Fig. 3 a Position tracking performance, b Position error for 2-DOF FOPD, 2-DOF PD, and PID
controller c Controller output d Pareto front for 2-DOF FOPD (selected solution marked as red)

Table 1 Optimized parameters of controllers and fitness function values for link-1 and link-2

For Link-1 2-DOF
FOPD

2-DOF PD PID For Link-2 2-DOF
FOPD

2-DOF PD PID

KP1 450.2568 662.4580 782.4170 KP2 115.2840 129.9310 324.5230

KI1 – – 225.2123 KI2 – – 119.2450

KD1 24.5678 26.1275 35.1995 KD2 5.457 0.2154 20.1025

σ1 0.0345 0.1235 – σ2 0.0547 0.0243 –

δ1 0.7253 0.1445 – δ2 0.9576 0.9248 –

λ1 0.8546 – – λ2 0.0138 – –

ISE 8.235*10−5 15.69*10−5 11.286*10−4 ISE 6.201*10−5 11.256*10−5 9.875*10−4

f1 0.4219 12.1637 12.1637 ‘ 1

f2 18.566 23.002 23.002

optimized parameter values, integral square error, and objective function values for
2-DOF FOPD, 2-DOF PD, and PID controllers for link-1 and link-2. The simulation
results reveal that 2-DOF FOPD is superior to other designed controllers.
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Table 2 Quantitative analysis of ISE for sinusoidal disturbance in link-1 and link-2

Disturbance
(Nm)

2-DOF FOPD 2-DOF PD PID

Link-1(
10−5

) Link-2(
10−5

) Link-1(
10−5

) Link-2(
10−5

) Link-1(
10−5

) Link-2(
10−5

)

In input-1

0.2Sin(30t) 8.458 6.201 15.785 11.256 113.12 98.75

0.6Sin(30t) 8.578 6.201 15.986 11.256 117.54 98.75

1Sin(30t) 9.152 6.201 16.738 11.256 119.126 98.75

In input-2

0.2Sin(30t) 8.235 6.235 15.69 11.354 112.86 99.56

0.6Sin(30t) 8.235 6.354 15.691 11.658 112.86 101.246

1Sin(30t) 8.235 6.548 15.691 12.145 112.86 107.548

In both inputs

0.2Sin(30t) 8.458 6.238 15.785 11.354 113.12 99.56

0.6Sin(30t) 8.579 6.354 15.986 11.658 117.54 101.246

1Sin(30t) 9.169 6.548 16.738 12.145 119.126 107.548

5.1 Robustness Analysis

Robustness analysis of the proposed controller is carried out under various sinusoidal
disturbances applied to link-1, link-2, and both links, respectively. Table 2 shows the
ISE variation for 2-DOF FOPD, 2-DOF PD, and PID controllers in the presence of
sinusoidal disturbance. It is clear from Table 2 that 2-DOF FOPD controller offers
less ISE variation in comparison to 2-DOF PD and PID controllers. The results
reveal that the proposed controller effectively rejects the disturbance introduced in
the system. Therefore, 2-DOF FOPD controller is more robust and provides precise
trajectory tracking control.

6 Conclusion

In this work, a 2-DOF FOPD controller is proposed and designed for precise tracking
control of robotic manipulator. The results are compared with 2-DOF PD and PID
controllers to justify the supremacy of the proposed controller. Extensive simulation
study reveals that the proposed controller has better trajectory tracking capability in
comparison to 2-DOF PD and PID controllers. Further, robustness analysis of 2-DOF
FOPD controller is also carried out for disturbance in the system. It is found that
2-DOF FOPD controller is more robust in comparison to other designed controllers.
Hence, it is concluded that MOCSA-based 2-DOF FOPD controller offers robust
and tight position tracking control of robotic manipulator.
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Study of Noise Interfering with Dolphin
Clicks

Kapil Dev Tyagi, Rajendar Bahl, Arun Kumar, Shivam Saxena
and Sandeep Kumar

Abstract Accurate assessment of dolphin numbers in the Ganga river is crucial
for not only conservation but also for the environment. However, the methods used
by the government agencies are based on human visualization. These methods are
unreliable and also difficult to deploy for continuous monitoring of the dolphins. So,
there is a need to develop a system which will be robust, automatic, and reliable to
count, track, and analyze the dolphin activities. The dolphin counting system consists
of an array of hydrophones which are used to capture dolphin clicks. For counting
purpose, this array is required to be mounted on a boat for dragging at a certain speed
which is greater than the speed of dolphins. During the movement of the boat, lot of
noise is picked up by the hydrophones apart from dolphin clicks. The presence of
noise causes the dolphin click detection really a challenging task. In this paper, the
various sources of noise and reduction techniques are investigated and presented.

Keywords Dolphin clicks · Cavitation noise · Hydrodynamic flow noise
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1 Introduction

Ganges river dolphins are found in freshwater. The population of the Ganga dolphins
has decreased sharply in the last few years [1, 2]. One of the main reasons for
the reduction in number of dolphins is the extreme pollution of the Ganga water.
The chemicals, pesticides, and industrial waste in the water are consumed by the
dolphins. These chemicals effect their reproduction capabilities. Also, the pollution
has destroyed the fishes which are their natural food. The dolphins are many times
trapped in fishing nets where they eventually die. Hunting of dolphins for traditional
medicine was a major cause of their population decrement earlier but nowadays with
the awareness, this is not a matter of concern.

The dolphins are nearly blind [3]. They use ultrasonic clicks to swim and hunt.
The Ganga dolphin uses echolocation to create detailed maps of the scenario around
them. The frequency of click is at around 50–60kHz and duration is of around 50
microseconds. The dolphins are underwatermost of the time and to breath, they come
out of water for a fraction of second. So, it will be difficult to capture these using still
cameras. Also, searching for the dolphins in the video clips is very difficult. However,
the detection of dolphins using acoustic clicks is much more easy as dolphins are
producing the acoustic clicks continuously while they are underwater [4, 5]. For
counting purpose, the array of hydrophones that detects the dolphin click is required
to be moved at a faster speed than dolphins, so that the clicks from the same dolphin
can be avoided. The typical speed required for this purpose is 10km/h. The array of
hydrophones is normally mounted on a boat for moving it at the required speed. It is
observed that the hydrophones also pick noise during the movement. The sources of
the noise and the reduction techniques are investigated and presented in this paper.

The next section describes the experimental setup used to capture the dolphin
clicks and the description of the noise acquired by the hydrophones. In Sect. 3,
the various experiments to detect the source of noise present at the hydrophones
are discussed. In Sect. 4, the effect of material used to fabricate the boat and the
outboard engines are investigated. Section5 contains the design of the boat to reduce
the cavitation noise at specific speeds. The final section contains the conclusion of
the paper.

2 Electronic Hardware and Noise Analysis

2.1 Electronic Hardware

The block diagram of the complete electronic system is shown in Fig. 1. The acoustic
pulses of dolphin clicks are picked up by the hydrophones. After digitization and
pre-amplification of 60dB, the signals are fed in the cDAQ for processing and storage
purpose. The sampling rate used is 106 samples per second. The power supply of
±9V is obtained using two batteries of 9V. The videos are captured from the three
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Fig. 1 Block diagram of complete electronic system

cameras using NVR and stored in the external hard disk. The video recording system
is not relevant to this experiment. A 12-V battery is used to supply the power to
cDAQ and NVR.

2.2 Dolphin Click and Analysis of Noise

Figure2 shows a hydrophone array mounted on a boat.
The hydrophone and electronic system are able to detect the dolphin clicks in

static conditions. One such dolphin click and noise samples around click is shown
in Fig. 3. It is observed that the noise amplitude is very low for the order of few
millivolts only when the hydrophone is in static condition.

Figure4 shows the noise samples of 10ms duration recorded at a speed of 5km/h.
It is observed from the figure that the peak amplitude is around 100mV. The DFT
of noise as shown in Fig. 5 reveals that the recorded noise is broadband in nature.
We have used a low-pass filter with 3dB cutoff frequency of 10kHz and a high-
pass filter with 3dB cutoff frequency of 100kHz before and after pre-amplification,
respectively, to reduce the noise outside the band of interest. There are few dolphin
clicks embedded in the data because of this the DFT plot shows higher magnitude at
around 50kHz.

The cross-correlation is performed between the noise and the dolphin click in
an attempt to find a way to get rid of the noise. The correlation plot of the noise
samples shown in Fig. 4 with the dolphin click is shown in Fig. 6. It is observed from
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Fig. 2 Hydrophone array
mounted on a boat

Fig. 3 Dolphin click

the plot that the dolphin clicks are highly correlated with the noise. The duration of
the dolphin clicks is around 50ms. So, any kind of filtering operation does not help
much in recovering the dolphin clicks from the noise.
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Fig. 4 Noise samples

Fig. 5 DFT of noise

3 Experiment to Detect the Source of Noise During
Movement of Hydrophones

3.1 Relation of Noise with Speed of Boat

It is observed that the noise picked up by the hydrophones increases as the speed
of boat increases. The relation of the speed of boat and mean square value of noise
picked up by the hydrophone is summarized in Table1. It is confirmed from Table1
that the noise picked with the hydrophones is a function of speed. The noise source
could be from electronic coupling or from the coupling from underwater path from
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Fig. 6 Cross-correlation of
noise and dolphin click

Table 1 Noise recorded at
different speeds

Speed in km/h Noise (rms) mV

3 150

5 250

8 500

10 900

the engine. There is also a possibility of hydrodynamic flow noise. The following
experiments are conducted in order to find out the exact source of the noise.

3.2 Experiment to Detect the Noise Source Path

As shown in Fig. 7, the hydrophone is kept in a water-filled bucket and the boat
is moved at different speeds. It is observed that the engine and boat speed have
no impact on the performance and the noise levels are the same as obtained in the
stationary boat. The result of this experiment have lead us to conclude that the noise
picked up by the hydrophones is not due to the coupling of the engine generated
noise with the electronic circuit.

3.3 Experiment to Study the Effect of Hydrophone Clamps

The hydrophones are mounted using metal clamps. The metal rods holding the
hydrophones vibrate whenever the boat is moved. So, there is a possibility that
these vibrations are causing noise in the hydrophones. To test this kind of coupling,
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Fig. 7 Hydrophone placed
in a bucket

the hydrophones are placed in the water at the same depth without metal frames.
The boat is moved at different speeds and the noise levels are compared as recorded
when the hydrophones were clamped with metal rods. The recorded noise levels in
both the cases are observed to be the same at same speeds. This experiment leads us
to conclude that the noise is not induced due to the vibrations of the metal frames
holding the hydrophones.

3.4 Experiment to Find the Possibility of Hydrodynamic Flow
Noise

There is a possibility of non-acoustic pressure fluctuations are induced in the
hydrophones. This is primarily due to turbulent water flowing around the hydro-
phones. To test the amount of hydrodynamic flow noise, the boat is moved at higher
speeds above 12km/h and the engine is switched off. The boat keeps on moving at
speed of 5km/h and above for few minutes. The signal picked up by the hydrophone
is analyzed. It is observed that after switching off the engine within few seconds,
the noise level is dropped significantly almost to a level recorded in static condition.
This experiment was repeated three times. So, it is concluded that the hydrodynamic
flow noise was not significant to interfere with the dolphin clicks.
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4 Effect of Engine Power and Boat Material on Noise

It is evident from the above experiments that the only source of noise is the engine
and the coupling path is water. The source of noise is cavitation noise. When the
propeller rotates to obtain the required thrust, the blades cut the water. During this
process, a very low-pressure region is built around the blade edges. At low pressure,
the water starts boiling at low temperatures. This results in the formation of water
bubbles. As the bubbles pop, they make a lot of noise. The noise is broadband in
nature. So, a study is carried out to find the effect of different engines.

4.1 Effect of Outboard Engine

Noise acquired by the hydrophones are primarily due to cavitation. The noise level is
recorded with three different engines with 15, 20, and 40HP. The size of the propeller
is largest with 40HP engine. The two propellers attached with 15 and 20HP engine
are shown in Fig. 8. The noise level recorded with 40HP engine is significantly lower
compared to the other two engines. The acquired noise is observed to be dependent
on the engine horsepower. This further validates that the noise is mainly due to
cavitation.

(a) Propeller of 15 HP engine. (b) Propeller of 20 HP engine.

Fig. 8 Propellers
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Table 2 Noise recorded
using for metal and wooden
boats at different speeds

Speed in km/h Noise in mV (rms)
of metal Boat

Noise in mV (rms)
of wooden boat

5 30.4 30.7

8 34.3 65.6

9 42.3 67.2

12 51.2 68.8

4.2 Experiment to Study the Effect of Boat Material

An experiment is conducted to study the effect of material used for fabricating the
boat. A metal boat and a wooden boat are used for this experiment. The same 40HP
engine is used for both the trials. The noise is recorded on both the boats at different
speeds. The mean square value of noise is calculated for both the boats and sum-
marized in Table2. It is concluded from the Table2 that the metal boat is slightly
superior compared to the wooden boat in terms of lowering cavitation noise effect.

5 Design of Boat to Reduce Cavitation Noise

Themain source of noise acquired by the hydrophones duringmovement of the boat is
the cavitation noise. As the noise is highly correlatedwith the dolphin click, the cross-
correlation operation has not helped to overcome the effect of noise in recovering
the dolphin clicks. The dolphin click is very narrow in time and a broadband signal,
so any filtering operation will not going to help much. Therefore, one must restrict
the noise from entering the system rather than relaying on post-processing for noise
removal. We are required to design a proper combination of boat and engine in order
to reduce cavitation noise. There is a relation between the hull speed, horsepower,
and the length of a boat [6].

The speed of a displacement boat with maximum fuel efficiency is known as hull
speed [7]. At hull speed, two distinct waves are formed in the water by the movement
of the hull, first one in front at the bow, and second one at the stern, with a distinct
crests of two adjacent waves running along the hull without interference. To move
a boat faster, one needs higher hull speed and for that, a longer waterline of boat is
required. The hull speed HS occurs at the speed/length ratio of 1.34, where the speed
of boat is given in knots and the length is the square root of the Length Water Line
(LWL) in feet. The LWL of a boat is the length from the front to the back along the
waterline at rest on a calm water. The hull speed HS in knots is given as [6]:

HS = 1.34× sqrt (LWL) (1)
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A boat approaches maximum efficiency and minimum drag at 75% of hull speed.
To achieve the speed for dolphin counting at 10 Km/hr (5.39 knots) of boat with
minimum drag and consequently minimum cavitation, one needs the hull speed of
13.33km/hr or 7.19 knots. For this speed, the required LWL of the boat is around
28 feet as given by (1). The engine power required for the boat with LWL of 28 feet
is 20HP and above [6]. A boat with proper design and adequate power of the engine
will generate much less cavitation noise.

6 Conclusion

The study of the noise received by the hydrophones during the measurement of
dolphin clicks has been carried out. It is observed that the cavitation noise is the
major source of noise interfering with dolphin clicks. It has been demonstrated that
the cavitation noise can be reduced significantly by appropriately choosing the engine
power. The effect of boat material on noise is also studied. It has been demonstrated
that the boat with metal body is a better choice in terms of noise reduction. The
design of boat and selection of engine power to reduce cavitation noise at a specific
speed is also discussed.
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Optical Flow Estimation in Synthetic
Image Sequences Using Farneback
Algorithm

Shivangi Anthwal and Dinesh Ganotra

Abstract Perspective motion corresponding to the real world motion between
observer and scene can be characterized by a dense field corresponding to the inter-
frame displacement of each pixel, known as optical flow. The analysis of optical
flow has been an active research domain in the last couple of decades and tremen-
dous progress has been attained by diverse approaches for its estimation. This paper
demonstrates the implementation of Farneback method for optical flow determina-
tion. Various synthetic image sequences and their ground truth flow images from
benchmark datasets are examined. Resultant flow fields, depicted as color-coded
images, are compared with ground truth optical flow images by using Structural
Similarity Index Measure whereas the flow vectors are compared with ground truth
by estimating Angular Error and Endpoint Error.

Keywords Optical flow · Farneback method · Ground truth
Structural similarity index · Angular error · Endpoint error

1 Introduction

Optical flow, the apparent motion of image objects arising due to relative motion
between the observer and the scene, is quintessentially considered as a convenient
representation of image motion [1]. Computing and investigating flow for given
image sequencesmayprovidemeaningful and pertinent information about the objects
in the scene. Two consecutive frames ofHamburg Taxi Sequence are shown in Fig. 1a,
b and the optical flow due to motion between them are illustrated in Fig. 1c. At each
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Fig. 1 Optical flow illustration

pixel, the optical flow is depicted by a vector, where the vector points towards the
direction of the flow and its length represent the magnitude of the flow.

Optical flow finds application in realms of image stitching and panoramic imaging
[2, 3], motion segmentation [4, 5], obstacle detection and avoidance [6–8], fluid
velocimetry [9], medical imaging [10], shape tracking [11], image registration [12],
structure from motion [13, 14], etc.

2 Optical Flow Equation and Methods

This section briefly characterizes someof the traditionalmethods to determine optical
flow and the fundamental assumption used by them.
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Table 1 Quintessential taxonomy of optical flow computation methods

Intensity based methods Frequency based methods Region based methods

Compute flow using
spatiotemporal derivatives of
image intensity. Derivatives
can be of first order for
simplicity or higher order in
complex cases

Estimate flow using energy
output of velocity tuned
orientation sensitive filters in
the Fourier domain

Match features from two
frames by maximizing
similarity measure or
minimizing distance measure
to obtain the optical flow field

Lucas B.D. and Kanade T.
[16], Horn B.K.P. and
Schunck B.G. [17]

Heeger D.J. [18] Anandan P. [19], Singh A. [20]

2.1 Brightness Constancy

Most of the optical flow computation methods are based on the premise of brightness
constancy, i.e., the pixel intensity in the image remains unaltered over time [15]. If
f(x, y, t) is the intensity of pixels of a point at location (x, y) and time “t”, then
at time “t + dt” when the point translates to (x + dx, y + dy), the intensity remains
unchanged. Mathematically,

f(x, y, t) � f(x + dx, y + dy, t + dt) (1)

On expanding (1) and using Taylor series, the optical flow equation given below
is obtained.

fxu + fyv + ft � 0 (2)

where u and v are the horizontal and vertical components, respectively, of optical
flow. fx, fy, and ft are the first-order spatial and temporal derivatives of pixel intensity.

Different optical flow evaluation methods use various constraints to find the solu-
tion of (2).

2.2 Methods to Determine Optical Flow

An expansive compendium by Beauchemin et al. [15] gave an outline and taxon-
omy of multifarious classical flow determination methods and categorized them as
intensity-based, frequency-based, and region-based methods described in Table 1.
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2.3 Farneback Method

This novel technique for two-frame motion estimation based on polynomial expan-
sion in an image was proposed by Farneback G. [21]. As per this method, neighbor-
hood of each pixel can be approximated by a quadratic polynomial given as

f1(x) � xTA1x + bT1x + c1 (3)

where A1 is a symmetric matrix, b1 is a vector, and c1 is a scalar. This gives a
local signal model, expressed in a local coordinate system. The coefficients may
be estimated by applying the weighted least square approach by matching with the
neighborhood signal values. After a global displacement d, the new signal obtained
is given as

f2(x) � xTA1x + (b1 − 2A1d)TdTA1d − bT1d + c1 (4)

f2(x) can be written in a form compatible with (3) as

f2(x) � xTA2x + bT2 x + c2 (5)

To find the value of d, the coefficients of quadratic polynomials (4) and (5) shall
be equated

b2 � b1 − 2A1d (6)

2A1d � −(b2 − b1) (7)

d � −1

2
A−1

1 (b2 − b1) (8)

These are the basic equations for the Farneback method. Further refinements
might be applied by considering the displacement field to be spatially varying or
parameterizing it according to the motion model. Apart from that, an iterative and
multi-scale displacement estimation approach might be used.

3 Evaluation Methodology

Ever since theYosemite Sequencewas introduced for studying optical flow [1], image
sequences generated synthetically have been used time and again in place of natural
images primarily due to the associated ease in controlling the scene properties such
as illumination, blurring, occlusion, etc. Moreover, it can be intensely challenging
to measure ground truth optical flow in real scenes that contain natural motion.
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Fig. 2 Middlebury color
coding [22]

Three popular synthetic image datasets namely Middlebury dataset [22], MPI
Sintel dataset [23], and the UCL-Flow dataset [24] are explored in this work for
optical flow computation using Farneback Algorithm (Number of Pyramid Levels
used: 2).

The Middlebury dataset is a widely examined optical flow dataset and the first to
introduce ground truth for colored image sequences containing complex but small
nonrigid motions that were eventually used for testing the performance of multiple
optical flow algorithms. MPI Sintel dataset has presented image sequences with
large displacement between consecutive images and challenges such as occlusion,
blurring, specular reflections, etc. UCL-Flow dataset comprises of image pairs with
complex ambient lighting and rigid but strong object motion.

The most extensively used color coding of optical flow vectors introduced in [22]
is portrayed in Fig. 2 and is used for visual depiction of flow in this paper. Here, the
vector direction is coded by the color hue value and the vector magnitude by the color
saturation. A color-coded optical flow image apparently gives a finer, enhanced, and
convenient to analyze visual representation of the motion field.

For analyzing the resemblance between the resultant optical flow color-coded
image and the ground truth flow image, a unitless image comparisonmetric Structural
Similarity Index Measure (SSIM) introduced in [25] is used.

SSIM is a reference metric to analyze similarity between two images. The refer-
ence image is the color-coded ground truth image while the test image is color-coded
image corresponding to Farneback optical flow field. For identical images, the value
of SSIM is 1. The formula for SSIM for two images X and Y is given as

SSIM(X,Y) � (2μXμY + c1)(2σXY + c2)(
μ2
X + μ2

Y + c1
)(

σ2
X + σ2

Y + c2
) (9)

μX,μY are average intensity values of X and Y
σX, σY are the standard deviations of X and Y
σXY is the covariance of X and Y
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Fig. 3 (From left to right) 015_YosemiteSun sequence: (i) Frame 1 (ii) Frame 2 (iii) GT (iv) FB
flow

c1 � (k1L)2and c2 � (k2L)2 are variables with k1 �0.01 and k1 �0.03 and L is the
dynamic range of pixel values

For evaluating the error between ground truth and resultant Farneback flow field,
performance measures used in [22], namely Angular Error (AE) and Endpoint Error
(EE) are used. Barron et al. [1] were pioneers in accentuating the important perfor-
mancemeasures or precisionwithwhich flowwasmeasured. They computed angular
error for numerous real and synthetic image sequences and compared results obtained
by different methods. They remarked that AE was convenient as an error measure as
it could handle large as well as small velocities without the inherent amplification in
the relative measure of velocity vector differences.

AE between the flow vector (u, v) and the ground truth flow
(
uGT,vGT

)
is the angle

in 3D space between (u, v, 1.0) and
(
uGT,vGT , 1.0). A low AE would imply that the

resultant optical flow’s direction is well matched with the actual direction, i.e., the
direction of ground truth flow vector.

AE � cos−1

⎛

⎝ (1.0 + u × uGT + v × vGT)√
1.0 + u2 + v2

√
1.0 + u2GT + v2GT

⎞

⎠ (10)

EE gives a measure of the absolute difference between the magnitudes of ground
truth flow and resultant optical flow field. A low EE signifies that their magnitudes
are comparable.

EE �
√
(u − uGT)2 + (v − vGT)2 (11)

4 Results

The values of SSIM, AE, and EE obtained by implementing Farneback method for
various image sequences are given in Table 2.

Resultant color-coded flow fields for some of the sequences can be seen in Figs. 3,
4, 5, 6, 7. The first two images in the left half are two successive frames of the image
sequences that are analyzed. GT refers to the ground truth optical flow color image
and FB flow displays the image obtained after finding optical flow by employing
Farneback algorithm and then using Middlebury color coding.
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Table 2 SSIM, AE and EE values for the image sequences on using Farneback method

Dataset Image sequence SSIM (no units) AE (degrees) EE (pixels per
frame)

Middlebury Dimetrodon 0.862 5.158 0.242

Grove 2 0.887 5.238 0.343

Urban 2 0.944 9.642 4.056

Urban 3 0.972 18.695 2.174

Venus 0.898 13.720 0.938

Rubber Whale 0.831 9.758 0.298

Hydrangea 0.659 8.005 0.599

UCL-flow 015_YosemiteSun 0.959 4.916 0.232

019_Sponza2 0.876 7.060 1.431

051_blow1Txtr1 0.879 7.445 0.285

089_drop1Txtr1 0.887 13.459 0.794

107_roll1Txtr1 0.939 0.671 0.011

124_roll9Txtr2 0.936 2.834 0.071

MPI sintel alley_1 0.922 7.320 0.726

alley_2 0.977 5.369 0.240

bamboo_1 0.970 7.031 0.396

bamboo_2 0.958 6.588 0.270

sleeping_1 0.928 7.723 0.541

sleeping_2 0.976 3.763 0.167

bandage_2 0.937 12.893 1.034

Mean value 0.910 7.864 0.742

Fig. 4 (From left to right) Grove2 sequence: (i) Frame 1 (ii) Frame 2 (iii) GT (iv) FB flow

Fig. 5 (From left to right) Dimetrodon sequence: (i) Frame 1 (ii) Frame 2 (iii) GT (iv) FB flow
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Fig. 6 (From left to right) Urban 3 sequence: (i) Frame 1 (ii) Frame 2 (iii) GT (iv) FB flow

Fig. 7 (From left to right) 019_Sponza2 sequence: (i) Frame 1 (ii) Frame 2 (iii) GT (iv) FB flow

5 Conclusion

This paper discusses the implementation of Farneback method for optical flow deter-
mination by examining various synthetic image sequences from benchmark datasets.
The resultant color-coded optical flow fields are compared with the ground truth flow
fields using SSIM. With an average SSIM value of 0.910, it may be inferred that the
resultant optical flow color-coded image bears satisfactory similarity to the ground
truth image. For the image sequences considered, an average EE of 0.742 pixels
per frame and an average AE of 7.864 degrees imply that the resultant optical flow
vectors are comparable with the ground truth flow vectors in terms of magnitude
as well as direction. This, in turn, signifies a decent performance by the Farneback
algorithm.
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Development of Self-stabilizing Platform
Using MPU-6050 as IMU

Vinayak Tripathi, Aditya Bansal and Richa Gupta

Abstract In this paper,wepresent the development of self-stabilizingplatformusing
MPU-6050 as the Inertial Measurement Unit (IMU). Using this along with two high
torque servomotors and Atmega16 as themain controller, we are able tomaintain the
platform along the horizontal axis whenever the orientation of the structure changes.
IMU is a device which is used to measure positional and angular motion of a body.
Here we are using MPU-6050 as an IMU which has an inbuilt accelerometer and
gyroscope for providing six degrees of freedom. The logic behind the software part
is the conversion of digital data obtained from MPU-6050 to positional acceleration
and angular velocities, then filtering the data and computing the orientation of the
platform (in the form of angles) using some predetermined mathematical functions,
and then converting the orientation to angular rotation and then finally to PWM
signals for controlling the motion of the servo motors.

Keywords IMU · Accelerometer · Gyroscope · MPU-6050 · Atmega16
Servo motors

1 Introduction

At present, many single chip microcomputers and sensors exist, which are capable of
performing their tasks by utilizing minimum power. One of the technologies used in
these devices is MEMS.MEMS stands for Microelectromechanical System. Sensors
based on this technology have compliance with the requirement of low power con-
sumption and low cost. MPU-6050 is also based on this technology. It is an Inertial
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Measurement Unit (IMU) which tells about the angular and positional motion of the
body. This data is required for motion sensored games in cell phones and for stabi-
lization of any unmanned devices such as quadcopters, aeroplanes in autopilot mode,
etc. Motivation for developing self-stabilizing platform is to demonstrate the stabi-
lization of any object at a particular orientation using this sensor. Self-stabilizing
platforms find real uses in automotive industry, robotics, avionic, etc. This paper
describes the implementation of self-stabilizing platform using standard parts avail-
able. During implementation, some problems were faced, which were later solved.
This will be discussed in detail in later sections. The main components used along
with MPU-6050 are servo motors and voltage regulators. The controller part could
be an 8-bit AVR or 32-bit ARM. This project has been tested on Atmega16, an AVR
series controller.

2 Theoretical Analysis

Before the construction, the following theoretical analysis was done:

A. Selecting degrees of freedom for motion

The first aspect into consideration is the degrees of freedom for motion and sta-
bilization [1].

• 1 DOF—for motion and stability in x-direction, y-direction or z-direction.
• 2 DOF—for motion and stability in x and y directions.
• 3 DOF—for motion and stability in x, y, and z directions.

With more degrees of freedom in hand, we can stabilize the platform in the whole
space. Here we are considering two degrees of freedom for our stabilization purpose.

B. Sensor to be used

The sensor selected for solving the purpose is MEMS-based MPU-6050, an inte-
gration of accelerometer and gyroscope into one single chip. We can use accelerom-
eter or gyroscope individually, but individually both are not as capable for stabilizing
purpose as integration of both. Advantages are described in the upcoming parts.

C. Placement of sensor

Another aspect to be considered is the placement of the MPU-6050 sensor for
accurate measurement. There are twomain positions where the sensor can be placed.

1. On the top of the platform

Advantage: Measuring actual values of angular and positional motion of the plat-
form.

Disadvantage: Noise introduced in the data due to motion of platform.
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2. On the base of the motion mechanism

Advantage: Readings from the sensor have much less noise.
Disadvantage: The trace of motion is not so perfect.
After comparing the level of noise introduced in both of the cases, we decided to

place the sensor on the base of the mechanism.

D. Motion Mechanism

For selection of moving parts, the precision, reaction time, and load carrying
capacity were considered. After consideration, we selected 13 kg servo motors as
their torque is quite high and the reaction time is also fast.

E. Controller

The main aspect to be considered was to select the controller for manipulating
the readings coming from the sensors and controlling the motion of the motors.
We can have two choices—an 8-bit AVR or a 32-bit ARM. We chose AVR series
of controllers, Atmega16 in particular as they are simple to understand and cost-
effective.

3 About the Sensor

MPU-6050 is an integrated MotionTracking device which integrates a three-axis
accelerometer, a three-axis gyroscope, and a Digital Motion Processor (DMP) [1] in
a single chip package. It also has a dedicated bus for interfacing an external three-
axis magnetometer (compass) [2], providing a complete nine-axis motion output.
This sensor is also designed to interface with other multiple inertial sensors, such as
pressure sensor, through its auxiliary port. This device communicates through I2C
(Inter IC communication), a two-wire serial interface with a speed of 400 kHz [3].

The sensor has 16-bit analog to digital converters (ADCs) for digitalizing the
outputs coming from accelerometer and gyroscope. For tracking the fast and slow
motions precisely, the accelerometer is full-scale programmablewith full-scale range
of±2 g,±4 g,±8 g, and±16 g, and so is the gyroscope with full-scale range
of±250,±500,±1000, and±2000°/sec (degrees per second) [4]. The orientation
of axes of the sensor is shown in Fig. 1.

4 Block Diagram

The block diagram of the circuit is as shown in Fig. 2. The power supply consists of
the 12 V battery along with 7805 Vage regulator for regulating the supply for 5 volts
as most of the components work on 5 volt supply. LCD display is used for displaying
the orientation angles for verifying the working of the circuit. Communication with
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Fig. 1 Orientation of the sensor’s axes [1, 2]

Fig. 2 Block diagram

MPU-6050 is done through I2C at a speed of 400 kHz. The servo motors used
here have a capability of precise rotation up to 180°. They operate on Pulse Width
Modulation (PWM) signals. By varying the pulse width of the signal, the rotation of
the motor varies from 0 to 180°.

5 Flowchart and Working

The system flowchart is as shown in Fig. 3. For stabilization of any object with
two degrees of freedom, two orientation angles are taken into account, roll and
pitch. Roll angle tells about the orientation of the object along x-axis, whereas pitch
angle tells about the orientation along y-axis. For keeping any object horizontally
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stable, the roll and pitch angles have to be maintained close to zero degrees. For
measuring them we have to take the help of the data provided by accelerometer
and gyroscope which are inbuilt in MPU-6050. An accelerometer usually measures
inertial acceleration along a predefined axis in terms of G-forces (g). One G-force is
equivalent to an acceleration of 9.8 m/s2. On the other hand, a gyroscope measures
the angular velocity of a body in terms of degrees/s along a predefined axis. But
both the information alone are not reliable for accurate prediction of orientation of
an object. The readings of accelerometer change drastically with a change in the
acting forces on the object and are reliable only on long-term basis. Problem with
the gyroscope is that in the long term, it starts drifting. So, its data is reliable only
on short-term basis. Therefore, a blend of both of the sensor’s data has to be made
for predicting the accurate orientation of the object. Also, the data received from
them contain a considerable amount of noise due to continuous motion of the sensor.
So filtering is also required. Both of these problems were solved by using a control
algorithm named complementary filter which we will discuss in detail in the next
section. Inputs to the filter are the accelerometer and gyroscope data and it outputs
are the roll and pitch angles, i.e., orientation of the object which is accurate and
noise free. After getting the roll and pitch angles, the platform has to be adjusted
so as the roll and pitch angles reach close to zero degrees, i.e., object returns to its
horizontal position. For this, the servo motors are to be rotated accordingly. Servo
motors generally work on PWM pulses generated by the controller. The frequency
of the generated wave is required to be close to 50 Hz and by varying the width of
the pulse, we can rotate its shaft according to the required angle. The width of the
pulse varies from 0.5 ms (for 0° rotation) to 2.5 ms (for 180° rotation). Amount of
rotation for the motor for both the axes is calculated by the relation.

Servo Angle � 90◦−roll/pitch + offset (1)

This gives the rotational angle in the range 0–180°. The offset value is required
for compensation of some error in the orientation and varies from 0 to 2°. In case
of no motion, the servo motors maintain an angle of 90° for keeping the platform
horizontal. Now for PWMwave generation inAtmega16, Timers are to be initialized.
InAVR, there aremany timermodes, one of which is PWMmode. For driving servos,
we have used Timer1 of Atmega16 in 10-bit fast PWM mode. The frequency of the
wave to be generated is decided by the TOP value given to the ICR (Input Capture
Register) [5]. This value is calculated according to the requirement of the wave
frequency and the frequency of the crystal oscillator. Crystal oscillators are used to
provide clock to the controller for their operation. In our case, this value comes out to
be 4999. So ICR is initialized with 4999. Now for varying the pulse of the wave, the
value of Output Compare Register (OCR) [5] has to be varied. The relation between
the OCR value and the rotation angle is given by

OCR � 2.4888 ∗ (Servo Angle) + 140 (2)
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Fig. 3 Flowchart of system flow

So for 0°, OCR�140 and for 180°, OCR�588 (approx.). So, by controlling the
rotation of the motors through the manipulation done after calculating the roll and
pitch angles, the platform’s orientation is maintained in horizontal direction.

6 Complementary Filter

As discussed above, the readings coming from accelerometer or gyroscope alone
are not able to correctly predict the orientation angles due to their unreliability in
short term (accelerometer) and in long term (gyroscope). So both the information
have to be combined for making it useful. Some filtering is also required to remove
the unwanted noise. There are two solutions to solve these problems: one is using
Kalmanfilter [1] and the other is using complementaryfilter.Kalmanfilter givesmuch
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Fig. 4 Flowchart of complementary filter

better results than Complementary, but for an 8-bit processor architecture with a very
limited code space, its designing is not possible because many matrix computations
are to be made which would make the controller very slow. So the other option
left for solution to the problem is to use complementary filter. Complementary filter
[6] is basically a simple integration of a high-pass filter and a low-pass filter with
some extra mathematical manipulations for calculating the angles. Low-pass filter
is used for filtering the data coming from accelerometer and high-pass filter is used
for filtering the gyroscope data. The flowchart of our system is as shown in Fig. 4.
Inputs to this algorithm are the data coming from the accelerometer and gyroscope.
As clearly seen from Fig. 4, the final tilt angle is given as output by the filter.

Its working can be divided into three parts. First part is to calculate the angles from
data provided by accelerometer and gyroscope of MPU-6050. As told in previous
topics, accelerometer provides acceleration and gyroscope provides angular velocity.
So firstly the acceleration and angular velocities have to be converted to roll and pitch
angles. Roll and pitch angles [7] from acceleration can be calculated by using the
following mathematical equations:

Roll � tan−1
(
Ay/Az

)
(3)

Pitch � − tan−1(Ax/
√
A2
y + A2

z ) (4)

For calculating the angles from the angular velocities given from gyroscope, the
data is integrated by passing it through the integrator. After getting the angles from
accelerometer and gyroscope data, the second part of the working is to filter them
for removing them. This is done by applying low-pass filter on orientation data
calculated from accelerometer and applying high pass filter on the data calculated
by gyroscope. Low-pass filter on accelerometer is preferred because its reading is
more affected by short-term noise and is reliable for long term. Similarly, high-pass
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filtering on gyroscope data is used because it reading drifts after a long time. So after
filtering, the main part comes into play, which is combining both data to one. This is
done by weighted averaging. So final equation [6] for the filter looks like as shown –

θ � (1 − α) ∗ θ′
g + α ∗ θ′

a (5)

Here, θ’g is the angle calculated (after filtering) [1] from the gyroscope data and
θ’a is the angle calculated (after filtering) from accelerometer data. The value of the
constant α can vary from 0 to 1. After observing the working of the filter for different
values of α, we fix its value as 0.02 for roll and 0.05 for pitch angles.

θroll � 0.98 ∗ θ′
g roll + 0.02 ∗ θ′

a roll (6)

θpitch � 0.95 ∗ θ′
g pitch + 0.05 ∗ θ′

a pitch (7)

For integrating the angular velocity, we have to define the time step “dt”. The
value of time step depends upon the frequency with which the data coming from
MPU-6050 is read by the controller. Since we are reading the data after every 10 ms,
the value of time step defined by us is 0.01. We can also calculate the time step every
time by taking the time difference between the previous and the current time reading.
By doing this, we can increase its accuracy.

7 Results

After implementing all of the above discussed mechanisms and integrating them into
one single piece, we get the output in the form of a platform whose position remains
horizontal despite any movement or tilt made in the structure of it. The structure of
the platform prepared by us is showcased in Fig. 5a.

As can be seen in Fig. 5a, there are two servos placed in a stacked form. The servos
are attached with each other using L-shaped clamps. The one below compensates
the movement done in x-axis and the one on the top compensates in y-axis. The
controller, the sensor unit, and the power supply unit (consisting of battery and
regulator circuit) are kept in the box. The LCD is used for displaying the angles
calculated by the system, just to make sure that the system is working properly.

In Fig. 5b, the structure is tilted in +x- and +y-directions, but the platform remains
horizontal. A mobile phone is kept on the platform for demonstration purpose. The
stability can be clearly seen from the figure.

In Fig. 5c, the structure is tilted in –x-direction, but the x-direction servo com-
pensates it by moving in +x-direction, thus making the platform horizontally stable.
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Fig. 5 (a) Final structure of platform and (b) structure tilted in +x- and +y-direction (c). The
structure is tilted in –x-direction
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8 Conclusion

At this point of time, our structure implementation is able to stabilize the plat-
form in horizontal direction despite any tilt made in the structure in any of the
two-dimensional axes. The programming of the controller for this system is done in
Atmel Studio 6 and Proteus is used for simulation purpose. The controller and the
power supply’s circuit board were designed by us on Eagle 7.6.0 software. We are
able to stabilize the platform accurately. The objects which were kept for checking
the stability include a mobile handset, a half-filled plastic bottle, and a newly bought
perfume bottle, and the results were quite satisfactory.
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Real-Time Mental Workload Detector
for Estimating Human Performance
Under Workload

Rajesh Singla, Anand Agrawal, Vikas Kumar and Om Prakash Verma

Abstract Brain is often studied for behavioral reasons highlighting various impacts
of tasks that intersperse awareness, attention, problem solving, decision-making,
etc. It has been a topic of fascination for psychologists. In this work, participant
has been asked to perform some primary visual task that is based on cognition
process and simultaneously asked to follow some secondary auditory instructions
with some predefined relaxation spans in between. The neural response to these
stimuli is recorded in the form of EEG signals with the help of RMS EEG-32 Super
Spec machine. The EEG frequency bands are being studied for analysis of human
behavior. A classification model is designed with the help of support vector machine
to test the cognitive processes of human mind, while there are changes in resource
allotment in terms of primary and secondary workload. Such a model can further be
adopted to depict the type of cognition a participant undergoes. Also, the decrease
in efficiency due to involvement in secondary tasks can be alarmed. This alarm may
help in avoiding many disasters at places where attention toward a particular primary
task is very crucial.

Keywords EEG · Support vector machine · Human–machine interface
One-Against-All (OAA) strategy
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1 Introduction

Brain handles most of the human thoughts, decisions, behaviors, and emotions. For
convening the information from the brain activities, they are studied as electrical sig-
nals. The brain activities may be electrophysiological [1] or hemodynamic [2]. Few
neuroimaging techniques are electroencephalography (EEG),magnetoencephalogra-
phy (MEG), electrocorticography (ECoG), intracortical neuron recording, functional
magnetic resonance imaging (fMRI), near-infrared spectroscopy (NIRS), computed
tomography (CT) scan, positron emission tomography (PET) scan, and diffusion
tensor imaging (DTI). The EEG is preferred over others due to its noninvasivity,
portability, easy processing of signals, and economic handling. The placement of
electrodes over scalp is done based on the international 10–20 system standardized
by the American Encephalographic Society [3]. EEG signals can be fragmented into
different frequency bands based on frequency limits (Ahirwal 2012) as specified
in Table 1. BCI is an artificial intelligence system that identifies particular set of
patterns in the brain signals and provides an additional output channel for the appli-
cations like control of assistive technology (AT) devices for restoringmotor function,
communication program, etc. [4, 5]. BCI has also worked on healthy individuals for
testing their efficiency under workload conditions in real-time environment. Hamp-
shire et al. [6] had used a similar reasoning task for assessing executive function
and found that the patient with some verbal reasoning problem at the onset of every
trial. There were two possible answers for every stated problem. The patient was
supposed to indicate his response either by imagining a face or by imagining a house
depending on his response. It was observed that whenever corresponding to a par-
ticular problem, house was correct answer; there was prominently large activation
in the areas specified with spatial processing. Kirschner et al. [7] have developed a
brain-based battery that involved the participants in some predefined cognitive tasks.
On the basis of this study, it was hypothesized that with the help of this battery,
individual performance could be easily differentiated using the P300b component.
Johnstone et al. [8] and Corballis et al. [9] concluded that the relative delta band
power decreased during the stimulation processing with the visual cue. Bagyaraj
et al. (2014) proved that during cognitive tasks, cerebral activations were defined
by the following factors: (i) Relative band power values during task and relaxing
span and (ii) ratio of theta-band power/beta-band power during task and relaxing
span. Other than this, statistical paired t-test was done for examining the significant
difference between two states: neural excitation and relaxation. In many cases, the
operator’s primary task was maintained at a particular specified efficiency, while it
became difficult to detect the effectiveness of the secondary task that is suffering
[10]. During few instances of low workload, operators may feel passive and miss the
important signals that need to be responded. Such cases can be very well monitored
with the help of workload detector [11].
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Table 1 Different frequency bands of EEG signals

S. No Bands Frequency
range (Hz)

Features

1. Delta 0.5–4 Seen in babies and adults in deep sleep state

2. Theta 4–7 Seen in adults in drowsy, meditative, and cognitive state

3. Alpha 8–12 Establishes relation of memory processing with visual
processing

4. Beta 12–30 Observed during motor activities or imageries
desynchronization

5. Gamma 30–100 Seen in adults during motor functions or perceptions

Fig. 1 Sample of primary visual cue: Spot the difference (Source http://elmersunrealsite.com/)

2 Methods

Participants
The complete experimentalworkwas performed in theHuman–Machine Interface

Laboratory of ICEDepartment atNIT Jalandhar. Twenty-one subjects had voluntarily
participated in this study out ofwhich 9 participantswere females.All the participants
belonged to an age group of 18–28. All the participants had healthy or corrected
to healthy eyesight, and none of the participants had any neurological impairment
history.

Stimuli (Primary Visual Cue)
Description: Participants were presented with a not so difficult task: Spot the dif-
ference as a primary visual cue. They were asked to mentally spot ten differences in
the displayed similar looking images whose sample is being shown in Fig. 1. Three
similar trials of such a stimulus were undertaken after a fixed span of time.

Protocols: Every time the task was executed with different images for three trials on
a pattern as shown in Fig. 2. In between the trial duration, a ten-second lap of time
was given to the participant for relaxation. During the relaxation period, subject was
asked to relax with opened eyes and have a fixed gaze on some specific location of the

http://elmersunrealsite.com/
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Trial 1 Trial 2 Trial 3RelaxRelaxBaseline

5 sec 4 min 4 min 4 min10 sec10 sec

12 min 35 sec

Fig. 2 Organization of the experiment

Fig. 3 Sample of secondary auditory cue: auditory task

visual display. The acquisition of EEG signals was performed for all the three tasks
out of which trials 2 and 3 were a hybrid of primary visual and secondary auditory
cue.

Secondary Auditory Cue
Description: Trials 2 and 3 of the primary visual task were presented along with
auditory task in which a specific word (specified before beginning of experiment)
was to be counted mentally out of the series of some monosyllabic words. The
sequence of 49 words was played with a 5-s gap between every pair of words. Every
time the target word was heard, P300 event-related potential (ERP) was evoked,
while the nontarget words were simply ignored. The illustration of the sequence of
words is shown in Fig. 3.

Protocol: The primary and secondary cue sequences were followed in trials 2 and
3 in which every time the target word fetched the attention of participants from
primary to secondary cue. But the cognitive process of every participant varied every
time and also from each other. The 5-s gap in between the words was meant for
mind relaxation. At the end of the experiment, the count of target words was asked
for verification. EEG equipment RMS EEG-32 Super Sec System (Recorders and
Medicare Systems, India) was the hardware used for this experiment. Before the
experiment, the subjects explained the aimof experiment and also about the procedure
that was to be followed for achieving the results. Electrodes were placed at Fp1, Fp2,
Cz, C3, C4, Oz, O1, O2, T7, T8, T5, and T6 with the help of electrode paste as per
International 10–20 electrode placement system. The signals were recorded from
these locations with respect to reference potential acquired from reference point in
scalp. The skin-electrode impedance was kept below 5 k� for low noise. The analog
EEG data was filtered with cut-off frequency of 0.1 Hz for high-pass filter and
50 Hz for low-pass filter, and a 50 Hz for notch filter. To avoid artifacts interference,
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Fig. 4 Quarter-wise spectral analysis

participant was instructed not to undergo any physical movements and have a fixed
gaze to avoid blinks artifacts.

EEG Preprocessing
Data was preprocessing using MATLAB for which raw data was exported to excel
file from the RMS software. The digital filtering was performed within the band of
0.1–50 Hz. Blinks were removed before normalization of data for making the data
more accurate (Delorme 2010).

EEG Feature Extraction
Extraction of required features was the first implicit step for classification of neu-
rophysiologic signals. The EEG signals acquired from electrode placed at Oz-REF
were considered for the evaluation to draw out the change in attention with chang-
ing resource allocation under workload conditions. The EEG data was analyzed in
frequency domain so as to use it further for classification. The span of instance
of a particular stimulus was specified and quarter-wise analyzed. Spectral analysis
was done to extract specific frequency features [12]. FFT transform was applied on
the signal for extraction of different frequencies along powers with their respective.
Quarter-wise spectral analysis of one of the stimuli is shown in Fig. 4. The data
acquired from the electrode site was recorded in monopolar configuration. Theta-
and beta-band analyses were performed on the data extracted after FFT. Ratio of
theta-band power to beta-band power during various quarters describes the atten-
tion shifted from primary toward secondary task in terms of dip in the ratio. From
the theta- and beta-band power analysis, variation in the visual consciousness and
active thinking can be done. But for tracing out the shift in attention from visual
toward auditory, the ratio of theta-band power to beta-band power is needed. The
quarter-wise ratio results of all the stimuli represented as VA have been presented to
a particular subject in Fig. 5.

Feature Classification
The process of feature classification in terms of feature vectors helps in recognizing
theuser’s intentions regarding control signals ofBCI [13]. In this study, support vector
machine (SVM) is used as the classification tool which is a multiclass classifier with
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Fig. 5 Theta/Beta-band
power ratio analysis of a
participant

good accuracy and also has got the ability to find a hyperplane with widest margin
that divides the sample into various classes using kernel functions. The aim of the
SVM is to design and produce a model that can predict the target value of data
instances in the testing set where only attributes are being provided [14].

Amodel was developed for a multiclass classification with one-against-all (OAA)
strategy. The extracted feature vectors were used as the input vectors for the classi-
fication step. Each participant was presented with number of stimuli, the acquired
data on particularly that instance was processed, and extracted frequency features
of 18 subjects were used for training the classifier. Features of three subjects were
used for testing the model developed from the training sets. The model generated
was able to describe the cognition process of the subjects during change in resource
allotment. In this study, the ratios of quarters have been used as the predictors and
the stages of trend obtained on a stimulus as responses. The trends used as responses
were defined as stages numbering from I to VI.

Choice of Classifier
One-against-all (OAA) strategy was used in the experiment. The formulation of this
mode states that a data point gets classified under some class when that SVM class
accepts it while all other SVMclasses reject it. In this study,we have six SVMclasses,
all depicting different types of cognition processes in response to the stimuli. Table 2
is the depiction of accuracies with SVMs of different kernel functions with data in
non-standardized data and one-against-all (OAA) strategy.

A classifier model was generated after training, with the help of cubic SVM with
training accuracy of 96.3%. This model helped in the prediction of classes with test
datasets. Figure 6 gives the glimpse of all the scatter plots of support vectors with
each color depicting different classes.

Table 2 Comparison of SVMs and their corresponding accuracies

S. No. Classifier Accuracy (%)

1. Linear SVM 50.9

2. Quadratic SVM 87.5

3. Cubic SVM 96.3

4. Fine Gaussian SVM 51.5

5. Medium Gaussian SVM 58.1

6. Coarse Gaussian SVM 89.7
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Fig. 6 Scatter plots of support with different predictors as axis variables

3 Results

Themain aim of classifier testing is to checkwhether the relation established between
the input and output data with the help the model designed approximates the classi-
fication or generalizes as per the requirement. The extent to which classification has
been done accurately can be demonstrated in terms of metrics like confusion matrix,
receiver operating characteristics (ROC) curve, etc.

SVM Classifier Testing
A total of 136 signals from 18 subjects were used for training of OAA cubic SVM,
while a new set of 23 signals from 3 subjects was used for testing purpose. A total
of 14.46% of the data was used for testing purpose, while rest of the 85.54% data
was used in the training purpose. While classification training was done with 96.3%
accuracy after the fivefold cross-validation, the testing process was performed with
an accuracy of 86.96%. The results are being shown in various upcoming topics in
various forms.

Confusion Matrix
A confusion matrix (error matrix) is a tabular layout that describes the performance
of a “Classification Model” in case of a supervised learning. It visualizes the per-
formance of an algorithm on a set of test data for the known true values. Column of
matrix represents the predicted class instances, whereas row represented true class
instances.The classificationwas initially done into 14 classes, and then similar classes
were combined to form majorly six classes (Stage I–VI). The overall classification
error percentage was found as 3.7%, whereas the model developed could test the
data with an accuracy of 86.96% only. The various confusion matrices for SVM, as
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Fig. 7 Confusion matrices for SVM

Stage I Stage II Stage III

Stage IV Stage V Stage VI

Fig. 8 ROC curve of various stages

shown in Fig. 7, are confusion matrix for SVM depicted/true class, confusion matrix
for SVM for predicted class, and overall confusion matrix for SVM.

ROC Curve
The ROC curve is two-dimensional measure of classification performance over all
possible thresholds. It is basically a plot depicting the probability of correctly classi-
fying the true positive rate (y-axis) or positive examples against the false positive rate
(x-axis) or incorrectly classifying true negative examples as you vary the threshold
for assigning observations to a given class. The steepness on the ROC curve is an
important factor as it ideally maximizes the true positive rate/sensitivity/recall/hit
rate (TPR), whereas minimizing the false positive rate (FPR). Area under the curve
(AUC) is the extracted measure from ROC curve for describing the performance.
Unit value of AUC signifies that the classifier has got the perfect accuracy for that
class if an apt threshold is being chosen. Fig. 8 depicts the stage-wise ROC curve.



Real-Time Mental Workload Detector for Estimating … 391

Stage I Response Trend Stage II Response Trend Stage III Response Trend

Stage IV Response Trend Stage V Response Trend Stage VI Response Trend

Fig. 9 Respond time

Response Trends
While the resource allocation changed in terms of primary and secondary stimuli,
the ratio of theta-band to beta-band power quarter-wise variation of all the instances
of stimuli were classified into six stages with the help of cubic SVM: (i) Stage I:
It signifies a slow transition from high attention in primary visual task to secondary
auditory task and then back. (ii) Stage II: It signifies a very fast transition of attention
to secondary auditory task and then back to high attention in primary visual task.
(iii) Stage III: It signifies a very slow transition of attention to secondary auditory
task from the primary visual task. (iv) Stage IV: It signifies a fast transition of
attention to secondary auditory task and then back to high attention in primary visual
task. (v) Stage V: It signifies a fast transition of attention to secondary auditory
task and takes time to rekindle the attention back to primary visual task. (vi) Stage
VI: It signifies about the frequent changes in attention between primary visual and
secondary auditory tasks. This may be due to no previous attention in primary visual
task or when the secondary auditory task is missed (Fig. 9).

4 Conclusion

The data collected from participants under same primary visual and secondary audi-
tory workload was used to study the cognitive process when more than one workload
is present. The frequency responses were studied, and ratio of theta-band power to
beta-band power was taken as the parameter to know the shifting of attention from
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one to another. The trends of the responses were classified into six stages, and a
model was designed with the aid of cubic SVM under OAA strategy that was trained
with 96.3% accuracy. The test data from new subjects was classified in those six
stages with an accuracy of 86.96%.

Acknowledgements Authors’ would like to thank website http://elmersunrealsite.com/ for pro-
viding the open-source image for research purpose.
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De-seasoning-Based Time Series Data
Forecasting Method Using Recurrent
Neural Network (RNN) and Tensor Flow

Prashant Kaushik, Pankaj Yadav and Shamim Akhter

Abstract Time series data forecasting is studied by various method until today and
has many applications in various fields like stock prediction, contextual chat bots,
cognitive search engines, etc. Also till date, many stats models have been developed
likeARIMA,ARMA, etc.Anewapproach is designed for time series data forecasting
using RNN with Tensorflow framework, developed by Google for various types of
neural networks modelling. De-seasoning of data is also carried out to study and
obtains better results in this paper, a comparison chart for the same is presented,
helps in aligning the contextual information on chat bot programs, and also is better
for other data analysis like context search. This approach also helps us in reducing
the training losses to increase in the accuracy of forecasting.

Keywords Recurrent neural networks · De-seasoned data
Time series forecasting · Tensor flow

1 Introduction

Time series forecasting has born again due to the rise of artificial intelligence based
framework and applications and the training data for training the neural networks has
problems of having the diverse information in them so that the weights of the neural
network [1] align themselves well [1]. Google has provided its own framework [1]
or designing neural network which requires training them with numerical data and if
the numerical data is not available then it is to be generate from various mathematical
transformations [2]. Seasoning data is the data which repeats itself after some time
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duration usually with fixed time duration. Seasoned data has a tendency to add
weights to the forecasted data as all the applications which had been designed have
many seasons of data be it chat bot of the stock prediction data. Now, neural network
are the A neural network is a computational model that is loosely based on the
Neural cell structure of the biological nervous system. Given a training set of data,
the neural network can learn the data with a learning algorithm; in this research,
the most common algorithm, backpropagation, is used. Through backpropagation,
the neural network forms a mapping between inputs and desired outputs from the
training set by altering weighted connections within the network.

More complex network types, alternative training algorithms involving network
growth and pruning, and an increasing number of application areas characterise the
state of the art in neural networks. But no advancement beyond feed-forward neural
networks trained with backpropagation has revolutionised the field. Therefore, back-
propagation based neural network and nowadays is called RNN, A recurrent neural
network (RNN) is a class of artificial neural network where connections between
units form a directed cycle. This allows it to exhibit dynamic temporal behaviour.
Unlike feed-forward neural network, RNNs can use their internal memory to process
arbitrary sequences of inputs [3].

Now the datasets are used for training and testing. Stocks data for 5 years which
contains many season data the seasoning on stocks values is used. Experimental
setups are known to use 80–90% of the data for training and rest of the data for fore-
casting or testing. Large data is also taken for textural information and have been used
the word2vec [4] approach for converting the data from test to numerical value [4].

2 Designing of RNN and Backpropagation Through Time
for Time Series Forecasting with De-seasoned Data

The whole project is divided into three parts and worked on them separately so that
each module is independent and can be used with another newly developed modules.
This also improves the modular approach in the project.

The data set for stocks dataset for 5 years has been taken and hasmanually detected
the seasons in the data which will be de-seasoned using the first module.

2.1 De-seasoning Module

In this module, a mathematical relationship has been developed between seasoned
data and de-seasoned data and this mathematical model is programmed in python
using Sci-kit [5] library provided in Python. It takes the marked data from all the
dataset and converts this into new values and writes them back to csv file. The csv
file has three columns and the marking on seasoned data is done as binary 1 and if the
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data is not seasoned, it is marked as zero. The output of the de-seasoned module is
different for each seasoned signal (s1, s2, ………. sn) and de-seasoned signal (ds1,
ds2, ………., dsn), where each ds and s variable is also a vector of time values.
Pseudo code for converting the seasoned data to de-seasoned data is mentioned here
below.

Pseudo code

1. Read the csv file and store the signals into a data frame.
2. Loop through the column three till end of dataframe.
3. IF(val(colmn(3)=1)) then Ec=1/2 SUM(Dc - Oc)(Dc - Oc) where Dc is the

current signal value which needs to be de-seasoned and Oc is the last signal
value of the de-season and Ec is the new value of the de-season which will be
written back to the csv.

4. write back the Ec on Dc in data frame.
5. write back the data frame to csv file.

The time taken to do this module is of the order of n (O(n)) as the no. of values
which needs to be de-seasoned are there in the data frame already read from the disk
and the will be written to disk all together no one by one.

2.2 Setup of TensorFlow with 2 Hidden Layer and Training
with Seasoned Data

Initially, four-layer neural network with two hidden layers, one input, and one output
layer has been taken. The neural network type is chosen as a recurrent neural network
as it uses backpropagation to adjust itsweights between the perceptrons. refer to Fig. 1
for the layer structure of the layers of the neural network. The learning rates were
kept 0.01 and then lowered down to 0.005 and the no. of epochs was 20,000. The
total training time with seasoned data on 64 Gb server was 10 h and the results are
to be seen in the result section.

Weight and biases of the neural network are getting changed on every batch of
data and in this module, the batch size is taken as 20. Softmax function is used as
a firing function as shown in Fig. 1. These figures are generated using the tensor
board an inbuilt tool of Tensorflow which allows us to take most of the metrics of
the Model out. But after the training, the accuracy is less and only 45% the Fig. 2
has jumped values at the last.

2.3 Setup of TensorFlow with Two Hidden Layers
and Execution with De-seasoned Data

Now, the de-seasoned data is used for the same model and the model in the is trained
in the exact same way. Now, it took almost 9 h but the results were very promising
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Fig. 1 Four-layer RNN for our model using tensor flow

and the accuracy was 88%. This whole process could be further enhanced in training
time if we use the GPU-based training which is currently not available to us so we
used CPU-based training only.
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Fig. 2 Forecasting using original data (seasons in data)

3 Experimental Results and Analysis

It is clearly seen that the seasoned data gave the high output but the de-seasoned data
follows the tested values with an accuracy of 88% whereas the seasoned data is very
inaccurate (Figs. 3, 4 and Table 1).

The ARIMA and ARMA models are classical models and their implementation
has been attempted in many areas.

Fig. 3 Results plot with de-seasoned data
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Fig. 4 Tensor board metrics on accuracy and training losses

Table 1 Comparison of results and training time

S. no Dataset
(Signal
values)

Model Training time Accuracy (%) Data rows

1 Seasoned 4 layer RNN 10 h 45 1700

2 De-seasoned 4 layer RNN 9 h 88 1700

3 Seasoned ARIMA 20 min 34 1700

4 Seasoned ARMA 23 min 35 1700

Table 2 Comparison of results with latest systems

S. no Model name Accuracy (%) Data set size (n*m)

1 RNN with de-seasoned data 88 65*1700

2 RNN 67 65*1700

3 RNN 70 Text data with live features

Below is the table of accuracy comparison with the latest system in the domain
[6] and forecasting models [7] (Table 2).

4 Conclusion

After experimenting and getting final results from training, forecasting, andmatching
them with test results, the following conclusion can be drawn.
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a. Recurrent neural network is better than ARIMA model which has been used
widely before the invention of neural network frameworks.

b. De-seasoning of data allows better diversity in data which results in better fore-
casting.

c. Training time and training losses are also reduced a bit by de-seasoning of time
series data.

5 Future Works

After getting initial results for single class and one lakh rows, a new plan to carry on
our research in diversifying the data in such a way that it contains least season data
which helps our neural network to learn and align its weight better. Also, automatic
identification of season set in data in big datasets is a limitation as of now and will
be a matter of research of ours in near future. Neural network training took 10 h of
time for data of 1,00,000 rows with a single class and later for big data training sets
the training time will grow, which will be another area of our attention along with
more number of classes. Hidden layer increase does not have much effect on the
forecasted data but this new direction can also be an area of future work.

Acknowledgements We would like to thank Mr. Vimal Kumar for helping us out in developing
the code for neural network in python and supervising the server while the training was in progress.
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R-Peaks Detection Using Shannon
Energy for HRV Analysis
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Abstract In this paper, a system for R-peak detection in ECG signal is presented
that applicable in different heart rate variability (HRV) applications based on S-
transform and Shannon energy. The presented technique and system are efficient in
R-peak detection as per results illustrated up to 99.80% of sensitivity and positive
predictivity. Here, Shannon energy envelope computes sharp peaks that help in the
allocation of peak position in ECG signal. The presented technique is evaluated
on 27 records of MIT-BIH arrhythmia database of ECG signals. A tool named as
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1 Introduction

Cardiovascular decease (CVD) is the major cause of mortality in the world presently
and near future as per World Organization and Unites Nations report [1]. Here, heart
rate variability (HRV) plays a vital role in the primary screening of cardiac health
conditions [2]. It represents the physiological state of an autonomic nervous system
(ANS) that is responsible for cardiac rhythm and activity [2, 3]. In this analysis,QRS
wave complex especially R-peak is very important key in electrocardiogram (ECG)
signal and its interpretation. Over the years, several researches have been developed
in form of algorithms and different systems for screening of HRV based on the R-
peak analysis [3, 4]. In this context, different techniques have been proposed for
R-peak detection based on different filtering and morphological operations, deriva-
tives methods, transform techniques, template matching, and many more techniques
as reported in literature [5–12]. The basic aim of these techniques is to improve the
detection rate/sensitivity of algorithm for R-peak detection. Although, these tech-
niques are not up to 100% sensitivity due to different morphology and nonstationary
nature of signal that is a challenging and open research problem for the researchers
and scientist.

As growing trend of digital monitoring and diagnosis system in healthcare appli-
cations is in a growing trend, a wide range of techniques have been proposed in
different health screening area. In particular, R-peak or QRS detection algorithms
a diverse range of techniques are developed in the last decades [2]. In 1985, Pan
Tompkin (PT) has proposed a QRS detection technique that is very popular in the
literature based on different filtering and peak finding process [13]. A detailed study
of the different algorithm is summarized by Kolher et al. [14]. These techniques have
different sensitivity rate in peak detection. Similar to another area of signal process-
ing research [15], wavelet transform based technique gives higher sensitivity and
accuracy in peak detection, but it requires the selection of suitable mother wavelet
transform. Here, Hilbert transform based R-peak detection technique also popular
for higher accuracy but limited cases [16].

In ECG signal, the QRS wave has contained specific band of frequency [13] that
can be localized. Several previous works utilized the absolute energy envelope of
local spectra for finding the peaks. Here, S-transform and Shannon energy-based
R-peak detection technique are presented. Where S-transform offers the frequency-
dependent localization; while retaining a direct relationship with the Fourier spec-
trum. This advantage of S-transform is exploited to isolate the QRS complex in
time–frequency domain instead of different filtering operations. Therefore, Shannon
energy envelope of QRS spectra in time–frequency domain is exploited for peak
localization.

The presented method is evaluated with selected dataset of the MIT-BIH arrhyth-
mia database. The rest of paper is organized as followswith the introduction in Sect. 1,
brief details of the methodology are presented in Sect. 2, result and discussion are
included in Sects. 3 and 4 followed by a conclusion.
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2 R-Peak Detection

In this paper, Shannon energy and s-transform based R-peak detection algorithm
has been presented as shown in Fig. 1. The basic processes of peak detection are as
follows: preprocessing, peak localization, and postprocessing. The performance of
R-peak detection depends on the efficiency of these processes; although, the dataset
is also important for evaluation that helps in performance comparison to other works.

2.1 Materials and Methods

The presented method of R-peak detection is based on S-transform and Shannon
energy. Where dataset play a big role to evaluate the robustness of algorithms with
respect to other techniques performance. These are summarized in subsections as
follows.

A. ECG Dataset

TheMIT-BIH arrhythmia database is utilized for evaluating the presenting technique
of R-peak detection [17]. The database has conations 48 records of male and female
patients. These records having 30-min length of signal from two different channels
(modified limb lead II and one of the modified leads V1, V2, V4, or V5) that are
recorded with sampling frequency 360 Hz and 11 bits of resolution. In most of the
records, lead II is used as a default channel for prominent QTS complexes.

B. Performance Evaluation Parameters

The statically parameters are used for evaluating the performance ofR-peak detection
technique. These are defining as follows:

Pre-processing
S -Transform Shannon Energy 

ECG 
Signal 

Peak Finding 
Process 

Identification of real R-
peaks

ECG Signal with R-peaks/
R-R Intervals

Fig. 1 Block diagram of R-peak detection process based on S-transform and Shannon Energy
Envelope
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•Sensitivity (Se) � TP

TP + FN
, •Positive Predictivity (P+) � TP

TP + FP
, •Error (Er) � FN + FP

TB

where TP, FP, FN , and TB represent the correctly detected beat (True Positive),
falsely detected beats (False Positive), the undetected beats (False Positive), and
total detected beats, respectively [12].

C. S-Transform

In 1996, Stockwell was proposed a time–frequency analysis tool known as S-
transform. It is providing the access to various frequency selections without any
filtering process. The S-transform also efficient in time–frequency resolution with
maintaining a direct relationship with local Fourier spectra [18]. It is derived from
short-time Fourier transform (STFT) and wavelet transform (WT) and is defined as
for a time-varying signal x(t),

S(τ, f ) �
+∞∫

−∞
x(t)w(t − τ )e−i2π ftdt (1)

wherew(t) is a timewindow that is centred at t =0 and is defined asGaussianwindow
[]. The discrete S-transform is defined as

S(j, n) �
N−1∑
m�0

X (m + n)W (m, n)e(i2πmj)/N ; n �� 0 (2)

The response of S-transform is called ST -matrix of N×M, where rows are rep-
resenting the time and columns are frequencies.

D. Shannon Energy

The Shannon energy is defined as

SE(j) � −[S(j, n)]2 log[S(j, n)]2 (3)

where [S(j, n)]2 is the absolute energy of signal or transform coefficients. In absolute
energy process, low and high amplitude of R-peak segment makes difficulty for peak
or threshold selection. Therefore, Shannon energy-based approach has been exploited
to obtain normalized peaks. It has several benefits over absolute energy approach such
as small deviated successive peaks, reduction of low amplitude noise coefficients,
produce sharp and smooth local maxima of energy envelop. These advantages help
in detection of peak time/sample index in ECG signal using peak finding logic and
Shannon energy envelope (SEE) [19].
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2.2 R-Peak Detection Methodology

The R-peak detection algorithm is based on S-Transform and SSE has been summa-
rized as follows in different stages as discussed earlier and shown in Fig. 1.

Stage I: Preprocessing

(a) ECG signal is decomposed with ST using Eq. (2), S(j,n)�ST[x(t)]
(b) Compute the Shannon energy envelope SE(j) of ST coefficients using

Eq. (3)

Stage II: R-Peak Localization

(a) Find the maxima (peak) of SSE using
SE(j)>SE(j-1) and SE(j)>SE(j+1)

(b) Find the minima (valley) of SSE using
SE(j)<SE(j-1) and SE(j)<SE(j+1)

Stage III: Identification of Real R-peak

(a) Set threshold value: (maxima-minima)/4
(b) Search again in [–25–25] range of maxima with threshold level.
(c) Store the current maxima and its index value.

Stage IV: ECG signal with R-peaks.

Therefore, detected R-peak helps to identify the heart rate variability, R-R inter-
vals, andmaximum amplitude of ECG signals. This analysis helps in preexamination
of cardiac health, arrhythmia analysis. Recently, R-peak based temporalmodelling of
beats has been processed for compression of ECG signals due to its quasi-periodic
of nature [15]. The accuracy of detection technique is very important because it
causes error during the compression application. It is also important due to clinical
accuracy that helps to identify the physiological condition of ANS. In this technique,
SEE gives sharp and smooth peaks of selected QRS spectra based on ST that helps
in accurate peak detection.

3 Results and Discussion

In this paper, a system is presented for HRV analysis based on the Shannon energy
and S-transform. Here, the presented technique is evaluated with 27 different signals
from MIT-BIH Arrhythmia records; the system framework gives details of HR as
well as average beat duration in term of R-R duration.

The performance of presented technique is illustrated in Table 1 in terms of total
beat (TB), true positive (TP), false positive (FP), false negative (FN), sensitivity
(SE), predictivity (P), and error rate (ER). The analysis presents that R-peak detec-
tion technique has 99.8% of sensitivity and predictivity with 27 different subjects
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Table 1 Performance analysis for different signals

Signal TB TP FP FN SE (%) P (%) ER (%)

101 1866 1866 2 0 100 99.89 0.107

102 2187 2187 0 0 100 100 0

103 2084 2084 0 0 100 100 0

104 2255 2255 4 0 100 99.82 0.177

105 2586 2581 5 5 99.8 99.8 0.387

106 2003 2000 5 3 99.85 99.75 0.4

107 2137 2136 0 1 99.95 100 0.046

108 1767 1762 8 5 99.71 99.54 0.737

109 2532 2532 3 0 100 99.88 0.11

112 2539 25339 1 0 100 99.96 0.039

115 1954 1964 6 0 100 99.69 0.307

121 1866 1866 4 0 100 99.78 0.214

122 2476 2476 0 0 100 100 0

123 1520 1520 5 0 100 99.67 0.32

201 1975 1963 2 12 99.3 99.8 0.71

202 2136 2136 8 0 100 99.6 0.37

203 3012 2982 2 30 98.9 96.9 1.07

205 2657 2656 1 1 99.9 99.9 0.05

210 2651 2647 4 4 99.8 99.8 0.15

221 2431 2427 0 4 99.8 100 0.16

222 2504 2484 0 20 99.2 100 0.81

223 2605 2605 0 0 100 100 0

228 2053 2053 4 0 100 99.75 0.24

230 2256 2256 2 0 100 99.91 0.088

231 1571 1571 0 0 100 100 0

232 1780 1780 4 0 100 99.77 0.224

233 3078 3070 2 8 99.74 99.93 0.32

All 64385 64292 72 93 99.80 99.80 0.25

of signals. These illustrations have shown the acceptable quality of sensitivity for
R-peak detection that helps in HRV analysis. In this context, Fig. 2 represents the
variation of sensitivity and positive predictivity of presented technique for different
signal. Here, minimum and maximum sensitivity obtained 98.6 and 100%, respec-
tively. Similarly, minimum and maximum positive predictivity is 96.9 and 100%
respectively.
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Fig. 2 Sensitivity and positive predictivity of presented technique for different signals

Table 2 Performance comparison with other existing techniques

Techniques Signal/Database SE (%) P (%)

Presented MIT-BIH-A 99.80 99.80

Zidelmal et al. [9] MIT-BIH-A 99.64 99.82

N. Arzeno [5] MIT-BIH-A 99.68 99.63

V. Afonso [6] MIT-BIH-A 99.56 99.56

B. Abibullaev [8] MIT-BIH-A 97.20 98.52

Table 2 demonstrates the performance comparison of presented technique with other
existing techniques, which clearly indicates the presented technique is suitable for R-
peak detection with better efficiency of sensitivity and predictivity as per compared
techniques.

4 Conclusion

In this paper, an R-peak detection technique and HRV tool (SpandanV.1) has been
presented based onS-transform andShannon energy envelop (SEE).Here, sharp peak
of SSE obtains from transform coefficients that help in the allocation of R-peak posi-
tion in ECG signal. Obtained results have clearly illustrated the presented technique
which is suitable for different subjects of signal to investigate HRV components like
HR, R-R duration. In this context, demonstrated tool SpandanV.1 gives details and
information of discussed HRV component. Overall, the analysis is concluded with
the efficiency of the presented technique is efficient for healthcare systems (Fig. 3).
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Fig. 3 System framework (SpandanV.1) for HRV analysis based on R-peak: a HR with beat dura-
tion details for Rec. 119, b R-peaks and SEE for Rec. 117, c R-peak and SEE for Rec. 201
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Abstract The purpose of this chapter is to make an application which can search the
particular piece of information easily within less time. Moreover, it will also show
the comparison of two methods that are Table Scan and Index Seek for searching
in a database. Table Scan is linear searching method as it traverses each and every
row present in the database making the time complexity very large. The objective
of this paper is to reduce the problem of the time complexity and it makes indexes
to resolve the time complexity issues that are being faced. A seek is the opposite
of scan, where a seek uses the indexes to pinpoint the records, which is required to
search. Indexing process eliminates the need of unnecessary disk accesses. An UI
(User Interface) is made to show user, which searching method is to be used, the
time taken in searching, the pages read in total and the complete information of the
person who has been searched. This will provide to user, the information of superior
method along with whole analysis of time and pages read.
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1 Introduction

The paper is about the comparison of two searching methods in the database. The
twomethods popularly used for searching in database are Table Scan and Index Seek
both have their own way to traverse through database. Table Scan searches row by
row, which works when data is small but for the huge amount of data the process
is very slow. In Index Seek the data is arranged in sorted form, within BTree so the
server knows which path will take it to the result. BTree has the ability to go in a
certain direction. In SQL data is stored in Relational Database Management system
(RDBMS) the data is stored in tabular form. The disk space allocated to a data file
is logically divided into pages which is the fundamental unit of data storage in SQL
server. A database page is an 8 kB chunk of data. When user inserts any data into
a SQL server database, it saves the data to a series of 8 kB pages inside the data
file. If multiple data files exist within a file group, SQL server allocates pages to all
data files based on a round robin mechanism [1]. So if data is inserted into a table
SQL server allocates pages first to data file 1, then allocates to data file 2 and so on,
then back to data file 1 again. SQL -server achieves this by an algorithm known as
proportional fill. So when it is connected to the Table Scan and Index Seek, in Table
Scan the operation will start from the page 1 and will go through each page and
each row in it, it will traverse like this till the match of what user asked for is found
whereas in Index Seek the time complexity is drastically reduced as the structure
of BTree provides well defined path so that the program finds the key and then row
within no time [2].

2 Methods of Searching in Database

In SQL, data is stored in tabular form in RDBMS which is different from DBMS
(Database management system). The data is divided into pages which is unit of data
storage in SQL server.

2.1 Methods Used in Searching

There are 3 methods that can be used for searching and those are:

(1) Table Scan (Linear Searching) – In this process the program searches each and
every row in the page and goes through every page until the record is found.
A scan works opposite to seek, seek directly points the data that is required to
be searched and follow very selective path. The reason for bad performance of
scan is it takes more I/O and is long process [3].

(2) Binary Searching – This method is used for sorted arrays it keeps on dividing
the array into two parts until the data is found or interval is empty. Initially,
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begins with two pointers covering the entire array. If the value of the query is
less than the value of data in the middle of the interval, it reduces the interval
to the lower half. Otherwise reduce it to the upper half. Binary search is helpful
when the input data is small but as the data increases the speed and efficiency
decreases [4].

(3) Index Seek – BTree is a self-balancing search tree. It is assumed that everything
is inmainmemory. In order to put light onBTree, it is assumed that large amount
of data is stored inmainmemory.When the number of keys is high or data is very
large, the data is read from disk in the form of blocks. Disk access time is very
high compared to main memory access time. The purpose of using BTree’s to
reduce the number of disk accesses. Most of the tree operations (search, insert,
delete, max, min, etc.) require O(h) disk accesses where ‘h’ is height of the tree
[5].

2.2 Problems by Using Table Scan

When it comes to the disk access the Table Scan involve the huge amount of access
of disk as it is known that disk access time is much more than the main memory
access time. The problem with the Table Scan is its time complexity as it doesn’t
take the extra space for the data allocation but the time complexity is large in Table
Scan. The operation will start from the page 1 and will go to the each page and each
row in it, it will traverse like this till the match of what user asked for is found. For
example if user take millions of data than disk access time will be proportional to
it which will take huge amount of time to give the desired output. Hence making it
impossible and very long to attain result using Table Scan whereas it works fast for
the small amount of data. Binary searching has the same problem of time because
it works fast for the small amount of data but when the data is in millions the time
complexity is on very higher side also in binary searching the data should be sorted
now it comes to load the data onto the memory, it will take lots of uploading process
in packets and then applying the merge sorts of rows which is cumbersome process
[6].

2.3 Solution Using Index Seek

The problem discussed above are handled by the Index Seek method. Since the Index
Seek uses the data structure BTree and it is fat tree [7]. The height for BTree is kept
low so as to reduce the disk access time, the height corresponds to the disc accesses,
for e.g. for the 8 Millions of data records the height of the BTree will be 3, hence
the disc access is also 3, which results in great improvement of the performance.
Index Seek uses the seeking mechanism the code starts from the root of the tree and
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goes till the leaf where the actual data is contained, by just two comparisons within
a single level the code knows where to go further and what to return above [8].

3 Application Development

Java Swing is used to make UI (User interface) for this paper and the layout used in
it is group layout.

3.1 Swing (Java)

When it comes to the graphical user interface (GUI) the Java Swing plays a vital role.
It is a toolkit which is first used by the Oracle’s Java Foundation for java programs.
It was developed to provide a more sophisticated set of interface as compared to the
earlier version of toolkit that is Abstract Window Toolkit (AWT). Swing provides a
native look and feel to the programmer by creating a interface having components
such as buttons, check boxes, labels and scroll bars which work for the specific
operating system. It also provides several advanced components such as tabbed panel,
scroll panes, trees, tables, and lists.

3.2 Layout Description

The role of layout manager is to position all the components that are used in the
interface within the container. It is possible to layout the controls manually however
it becomes difficult to do so because of the following reasons:

(1) Border Layout – It arranges the components present in the interface to fit in the
five regions such as north, east, south, west and center. The programmer will
decide in which region the components should be arranged according to the java
program.

(2) Card Layout – This layout treats each component in the container in the form
of a card. At a time only one card is visible to the programmer respectively.

(3) Flow Layout – It is also known as default layout. It’s main purpose is to layout
the components present in the interface in directional flow.

(4) Grid Layout – This layout helps to manage the components in the form of a
rectangular grid. The programmer can decide whether to opt for this layout or
not.

(5) Grid Bag Layout – The key feature of this layout is that it provides great flexibil-
ity to the programmer. This layout aligns the component vertically, horizontally
or along their baseline without requiring the components of the same size.
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(6) Group Layout – In this chapter group layout has been used. It’s main feature
is that it hierarchically groups the components in order to position them in a
container.

(7) Spring Layout – This layout helps to position the children of its associated
container according to a set of constraints [9].

3.3 Group Layout

Group Layout is used to position the group components in a container. Group Layout
is the best layout to use and can be used by the builders to make the layout, two types
of layouts are supported by Group Layout. One of them is sequential group which
positions the components sequentially, it places the components horizontally. In four
ways the parallel group can align the components. There can be any number of
elements in Group Layout. A gap is a component with minimum or maximum size.
Group Layout can support a gap which can be defined by the user and then elements
can be arranged. Every element in this layout can be defined with a preferred gap
which is given by the user by using Layout Style. It can have different axis for all
components. There is a group which can be aligned by horizontal axis and a group
which can be aligned by vertical axis. The horizontal group is used to define the
preferred gap and size along the horizontal axis as well as setting the width of the
components. The vertical group is used to define the preferred gap and size along the
vertical axis as well as it also sets the height of the component. If components don’t
exist in both horizontal and vertical group then an IllegalStateException is thrown
during layout, or when the preferred size is not given [9].

4 Verification and Simulation Results

An application is built using Java Swing and the layout used is group layout, various
actions are implemented on the components present inside the UI using the action
listener. The UI basically contains a window with the 4 tabbed panels which are as
Home Panel, Data Panel, Indices Panel, and Query Panel.

4.1 Home Panel

Figure 1 shows the Home Panel which is showing the objective of the analysis.
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Fig. 1 Home Panel

Fig. 2 Data Panel

4.2 Data Panel

When the “Create Test Data” button will be clicked, program will start making data
into a source folder which will be assigned to that. To show the progress for the
number of rows that have been created there is an area that will show the percentage
for that.

Figure 2 shows the Data Panel.
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Fig. 3 Sublime Text containing data

Figure 3 shows the database that was created, a software is used “Sublime Text”
which will open the folder containing the data. It has metadata folder that consist
of the number of rows created and the pages consists of the data and its further
information separated by a pipeline.

4.3 Indices Panel

Figure 4 shows the Indices Panel which will make indexes in the data according
to column for which user want to make indexes for (Name, Username, Password).
Clicking the button “Create Index” will start making indexes and an area will be
showing percentage of index created.

Indices created for the database are shown in Fig. 5 using Sublime Text. The
folder indices consist of metadata, root and files. The metadata gives the information
about the root data and guides to the actual location of the data. The metadata has
the indices which points to its lower and higher value indices by the information on
either side of pipeline respectively. The files contains the leaves which has the extent
number, page number and offset value.
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Fig. 4 Indices Panel

Fig. 5 Indices shown in Sublime Text

4.4 Query Panel

Figure 6 showsQuery Panel in which user will enter the query like name, roll number
and password and searched result will be shown. (Displaying the details using Index
Seek Method).
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Fig. 6 Result of search using Index Seek

Fig. 7 Result of search using Table Scan

It is Query Panel in which user will enter the query like name, roll number and
password and searched result will be shown (Displaying the details using Table Scan
Method). Figure 7 is displaying the results after searching.
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5 Conclusion and Future Scope

In this chapter, a BTree is used, which will do searching and then creating the indexes
and for getting the data, an user interface is made which will do all these things as
well as to show the details of searched data. The main motive of this chapter is to
reduce the time consumption and in case of huge amount of data, searching can be
done faster than the resolute methods. This software will just work as of real database
in which a bunch of data will be stored and for certain data details user can search
in the database and get what he wants. Real life application of this chapter is that it
can be used as the managing software of students in a college, for e.g. A database
on student id, username, password and roll number can be made so a database of
students using this chapter and this can also be used in offices for maintaining the
database of workers just by changing the field names. This application can also be
useful in logging into some websites like web kiosk where server can retrieve the
data using this software [10].
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and Om Prakash Verma

Abstract Most of the chemical industries required to control the liquid or fluid level
in many of the processes unit of process industries. Often it becomes more difficult
to control when the tanks are cascaded in coupled as the level of one tank influences
the level of other one. The present work attempts to investigate and compare the
control behavior of level control of two noninteracting coupled-type systems using
conventional PID and modified-MPID control action. Usually, PID controller is used
for this purpose with certain limitation such as higher overshoot, response time, set-
tling time, etc. In this work, certain modifications in the conventional PID controllers
with PID-PD, PI-PD, and I-PD controllers to overcome these limitations have been
presented and compared. The modified-MPID controller simulation results yield the
better results when it is applied to control the level of noninteracting coupled-tank
system.
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1 Introduction

Level measurement and its control are critically important in any of the chemical
process industries and for the safety of equipment they use. Low level may cause
damage to the equipment, whereas high liquid levels might cause overflow and yield
safety and environmental problems [1]. Using level controller, level measurements
and its control have been ensured accurately and also optimize the performance of
the plant and its processes.

A PID controller is widely used usually to control the level in industrial control
systems as it is simple and easy to implement [2], while PID controllers do not
provide optimal control in general. Therefore, a number of literatures proposed the
modifications in the classical PID controller in the recent years [3–5]. Sung and Su
Whanhavemodified thePIDcontroller using a time-variant bias term to achieve high-
quality control performance for both tracking of set point change and disturbance
rejection in the processes [3]. Alarçin et al. have proposed I-PD controller as a
modified version of PID controller and simulate to control the nonlinear roll motion
usingmodified-MPIDfin stabilizer system [4].Kayahas proposedPI-PDcontroller to
overcome the difficulties encountered in PID control for integrating unstable transfer
functions [6]. Radaideh and Hayajneh have designed PIIβσD by modifying the PID
controller to improve its performance by changing the length of integration interval
and then compared this with conventional PID and PIσD [7]. Haasan has designed
I-PD, PD-PI, and PI-PD controllers for second-order systems and tuned them for
robust performance [8].

Apart from the various modifications done in the conventional PID controller,
many of the literatures studied the different methods of PID tuning parameters for
coupled-tank system. Roy and Roy [9] have proposed fractional-order PI controllers
with a feedforward control which performs better than the PI/PID/2DOF-PI/3DOF-
PI controllers coupled with two-tank MIMO system. The main advantage of the
proposed system is its simple design and implementations with better setpoint track-
ing and disturbance rejection. Hannema and Lina have designed control system
based on internal model control (IMC) method for a coupled-tank single-input-
single-output (SISO) process which proved to be robust and stable as compared
to PID and fuzzy logic controllers (FLC) [10]. It was observed that IMC rejects
the disturbance with faster settling time than others. Usually, the conventional indus-
trial controllers, namely, proportional–derivative (PD), proportional–integral (PI) and
proportional–integral–derivative (PID), show the linear nature. However, hybrid of
industrial controllers with FLC controllers such as PD (FLC-PD), PI (FLC-PI), and
PID (FLC-PID) operate on nonlinearity [11]. Duan et al. proposed an effective tuning
method for fuzzy PID controllers based on IMC technique which proved to be more
robust and achieve better control performance than the conventional PID controllers
[12]. Boonsrimuang et al. and Cartes and Wu have used model reference adaptive
control (MRAC) technique for a coupled-tank and three-tank system, respectively,
and observed that MRAC can adjust the control parameters in response to changes in
plant and disturbance [13, 14]. MRAC is an example as its name suggests to adaptive
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servo system in which the desired performance is specified in terms of a reference
model, which yields the desired response to a command input signal. The parameters
are varying with the error, e�Yp − Ym based on feedback signal, where Yp is the
plant output and Ym is themodel output. The adjustments of the parameters ofMRAC
may be obtained using a gradient method mechanism [15]. Chi Chung et al. have
developed a web-based laboratory experiment on a coupled-tank apparatus which
can be used as virtual laboratory for remotely tuning the important parameters in
research [16].

Changing the tuning algorithm can help in better performance of classical PID
controllers. Nagaraj et al. [17] have used different heuristics tuning algorithm for
PID controller to enhance its performance compared to classical tuning methods like
Ziegler–Nichols (Z–N method) method and Cohen–Coon method [18–20] which
was laborious and time-consuming. Genetic algorithm was introduced for the first
time by Holland in 1970 [21] and has been widely used to evaluate the optimum
solution of nonlinear mathematical optimization problem [22, 23] and in control
problem, it is used to tune PID parameters [24]. Verma et al. (2016) showed the
utility of GA for solving the set of nonlinear algebraic equations and climates the
initial point guess dependencies [23]. Another type of heuristic algorithm is particle
swarm optimization (PSO) which is more reasonable and effective as compared
to GA. Fathi et al. Gaing Zwe-Lee, and Abido have used PSO for tuning of PID
parameters using different processes [24–26]. Sivagurunathan and Saravanan have
designed a PI controller based on PSO for a nonlinear spherical tank system and
compared its performance with that of FLC [27].

On the basis of the pertinent literatures, the present paper has proposed to investi-
gate the modified-MPID controllers such as PID-PD, and tuned the controller param-
eters using Z-N method and simulated for the noninteracting coupled-tank system.

2 PID-PD Controller

A model-based PID-PD controller design has been proposed in the present work,
where the PD controller has been utilized in feedback so that it may shift the location
of poles of the plant transfer function to more desirable locations [28, 29]. Hence, the
response of the PID-PD controller has been compared with several existing methods
to control integrating processes. Finally, it is found that the proposed method is
superior to existing ones.

The computed transfer function of the PID-PD closed loop is represented by Eq. 1:

Y (s)

R(s)
� GpKp1 (1 +

1
τi s

+ τd1s)

1 + [Kp1 (1 +
1

τi s
+ τd1s) + Kp2(1 + τd2s)]Gp

(1)
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3 Modeling of Noninteracting Coupled-Tank Systems

When two or more than two tanks are joined together in such a manner that the
outflow from the first tank enters the second tank with the contact of air, then it
is called noninteracting system and is illustrated in Fig. 1. Consider two tanks of
cross-sectional areas, A1 and A2. The outlet flow from tank-1 discharges directly into
the atmosphere prior to spilling into tank-2, and the flow through R1 depends only
on h1. The variation in h2 in tank-2 does not affect the transient response occurring
in tank-1. Also, R1 and R2 are the flow resistance valves, whereas qi, q1, and q2 are
volumetric flow rate to the two tanks. The transfer function of this system is Eq. (2):

H2(s)

Q(s)
� R2

(1 + sτ1)(1 + sτ2)
(2)

In the present investigation, various experiments have been performed and
acquired the geometrical data to compute the mathematical model of the system
and further, transfer function of the model has been evaluated and used to simulate
the system. The experimental setup of coupled-tank system with and without inter-
action of tanks have been carried over in the process control lab, Indian Institute of
Technology Roorkee that has been illustrated in Fig. 2a, b. The parameters of the
tanks and collected sampled data are represented in Tables 1, 2 for given system.

The calculated transfer function of the noninteracting tank system is given by
Eq. (3):

H2(s)

Q(s)
� 0.472

687.553s2 + 53.2839s + 1
(3)

Fig. 1 Noninteracting tank system
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Fig. 2 Illustration of experimental setup of interacting and noninteracting coupled-tank system

Table 1 Parameters of tanks

S. no Parameter (S) Value (s)

1 Diameter of tanks 9.2 cm

2 Initial flow rate (LPM) 0

3 Initial steady-state level of tank-1 (cm) 35.007

4 Final flow rate (LPM) 2 or (33.34 cm3/s)

5 Final steady-state level of tank-2 (cm) 50.76015

4 Simulation Result

The tuning of the implemented controllers is done using Z-N method which is an
inbuilt software function in MATLAB. The Simulink model for the noninteracting
system has been shown in Fig. 3. However, the step response of all the different types
of controllers used here is shown in a combined form in Fig. 4. The compensator
formula of a PID-type controller is given in MATLAB as

P + I
1

s
+ D

N

1 + N 1
s

It is observed that PID-PD controller improves the transient response control
parameters, namely, rise time, overshoot, and settling time for noninteracting system
when compared to others. Rise time defined as the time required by the response
to reach from 0 to 100% value of final value has also been captured for two cases.
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Table 2 Observation of level of tanks

S. no Time H1 H2 H1 (observed) H2 (observed)

1 0 24 35.0071 0 0

2 15 24.3 36.01 0.3 1.0029

3 30 25.09 36.92 1.09 1.9129

4 45 25.2 37.15 1.2 2.1429

5 60 28.07 37.49 4.07 2.4829

6 75 29.4 40.07 5.4 5.0629

7 90 30.1 42.21 6.1 7.2029

8 105 31.03 44.52 7.03 9.5129

9 120 33.54 45.13 9.54 10.1129

10 135 33.98 49.008 9.98 14.0009

11 150 34.9 50.1 10.9 15.0929

12 165 35.007 50.74 11.007 15.7329

13 180 35.007 50.76015 11.007 15.75305

Fig. 3 Simulink model for noninteracting tank system

It is found that PID-PD controller improves the rise time (800%, 337%, and 81%
using PID, PI-PD, and I-PD controller, respectively) and settling time (654%, 266%,
and 19% using PID, PI-PD, and I-PD controller, respectively). However, in case of
overshoot, PID-PD controller shows the improvement marginally with 4.43% when
compared to conventional controller PID, whereas I-PD and PI-PD show the reverse.
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Fig. 4 Step response of PID and modified-MPID controllers for noninteracting tank

5 Conclusion

The modified-MPID controllers like PI-PD, PID-PD, and I-PD designed in this
research work offer several advantages. All these control schemes lead to a more
general two degrees of freedom control scheme. When compared to the classical
PID controller, these new control schemes proved to give better results in terms of
settling time, overshoot, and rise time. Also, among the three different modified-
MPID controllers, PID-PD is showing the better results.
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Abstract In this research paper, a new circuit configuration which can work like
a grounded impedance simulator/grounded impedance scaling circuit has been pro-
posed. The proposed circuit can simulate electronically controllable grounded resis-
tance/capacitance/inductance/FDNC and can also work like a grounded impedance
multiplier circuit, which can scale the value of arbitrary grounded impedance with
an electronically tunable multiplication factor. The presented circuit employs two
voltage difference current conveyors along with four grounded passive elements.
The employment of grounded passive elements makes this realization eligible for
monolithic integration. The proposed circuit does not require any matched passive
elements. Behavior of the proposed configuration under nonideal environment is
found un-deviated. The mathematical analysis of the proposed configuration has
been verified by simulating under PSPICE TSMC 0.18 μm simulation environment.
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1 Introduction

In the research domain, active realization of floating/grounded passive ele-
ments/impedances is very popular for analog circuit designing. Many grounded
impedance/passive element simulation circuits using several active devices such
as operational amplifiers, differential difference current conveyor, fully differen-
tial current conveyor, dual-X current conveyor, current feedback operational ampli-
fiers, four terminal floating nullors, current follower transconductance amplifier,
current differencing transconductance amplifiers, voltage differencing differential
input buffered amplifiers, operational transconductance amplifiers, operational tran-
sresistance amplifiers, voltage differencing transconductance amplifiers, and voltage
differencing buffered amplifiers have been proposed by several researchers [1–27].
The circuit configuration proposed in [1–27] suffers with one or more of the fol-
lowing major drawbacks: (1) Employment of floating passive element(s) which is
undesirable from the point of view of monolithic integration of circuit [1–25, 27]; (2)
unavailability of facility of electronic tunability [1–6, 8–25]; and (3) requirement(s)
of active/passive element matching [1–3, 8, 10–12, 18, 21, 24, 25].

Furthermore, no configuration is able to act like an electronically controllable
grounded impedance multiplier. Therefore, the important aim of this circuit config-
uration is to describe a new electronically tunable grounded impedance simulator
circuit which can also work as a grounded impedance scaling circuit with electron-
ically tunable scaling factor. The proposed circuit is developed using two voltage
differencing current conveyers along with three grounded passive elements. The pre-
sented configuration does not need any passive component matching and exhibits
excellent behavior under nonideal conditions.

2 VDCC Concept

VDCC a very useful and versatile active building block (ABB) and many VDCC-
based analog signal processing/signal generation circuits have been proposed by
researchers in recent past. The symbolic representation of VDCC is shown in Fig. 1.

Fig. 1 VDCC ABB
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Fig. 2 CMOS transistor-based implementation of VDTA

The voltage–current relationship between the ports of VDCC is given by Eq. 1:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

IN
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IZ
VX

IWP

IWN

⎤
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⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
gm −gm 0 0

0 0 1 0
0 0 0 1
0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
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VN

VZ

IX

⎤
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where gm1 is the transconductance gains of input stage and output stage of VDCC.
A popular implementation of VDCC employing CMOS transistor has been shown
in Fig. 2 [28].

In recent past, several VDCC-based analog signal generation/signal processing
circuits and active impedance simulators [29–34] have been proposed by circuit
scientists and researchers.

3 Proposed Configuration

The proposed grounded impedance simulator/impedance scaling circuit employing
VDCCs and grounded passive elements have been depicted in Fig. 3.

By mathematical analysis of circuit shown in Fig. 3, the input impedance of the
circuit is found as

Zin � Vin

Iin
� Z3

gm1gm2Z1Z2
(2)

where gm1 and gm2 are the transconductances of VDCC-1 and VDCC-2.
If, Z1 �R1, Z2 �R2, and Z3 �R3
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Fig. 3 Proposed configuration

Zin � Vin

Iin
� R3

gm1gm2R1R2
(3)

Here, the proposed circuit is simulating an electronically tunable grounded resistor
of resistance value Req where

Req � R3

gm1gm2R1R2
(4)

The electronic tuning of Req is found by transconductances gm1 and/or gm2.

If Z1 �R1, Z2 �R2, and Z3 �1/sC3

Zin � Vin

Iin
� 1

gm1gm2R1R2sC3
(5)

In this case, the proposed circuit is simulating an electronically controllable
grounded capacitor of capacitance value Ceq where

Ceq � gm1gm2R1R2C3 (6)

The electronic control of Req is obtained by transconductances gm1 and/or gm2.
If Z1 �1/sC1, Z2 �R2, and Z3 �R3

Zin � Vin

Iin
� sC1R3

gm1gm2R2
(7)

Here, the proposed circuit is simulating an electronically controllable grounded
inductor of inductance value Leq where

Leq � C1R3

gm1gm2R2
(8)
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The electronic tuning of Leq is obtained by transconductances gm1 and/or gm2.
If Z1 �R1, Z2 �1/sC2 and Z3 �1/sC3

Zin � Vin

Iin
� s2C1C2R3

gm1gm2
(9)

In this case, the proposed circuit is simulating an electronically tunable grounded
frequency-dependent negative resistance (FDNC) with FDNC value Deq where

Deq � C1C2R3

gm1gm2
(10)

The electronic tuning of Deq is obtained by transconductances gm1 and/or gm2.
The expression given in Eq. 2 can also be written as

Zin � Vin

Iin
�

(
1

gm1gm2Z1Z2

)
Z3 � K1Z3 (11)

K1 � 1

gm1gm2Z1Z2
(12)

It is obvious from Eqs. 11 and 12 that proposed configuration is able to scale up
or scale down the grounded impedance Z3 with scaling factor K1, where values of
K1 can be controlled electronically through transconductances of VDCCs. Hence,
the proposed circuit scale up or scale down the value of impedance Z3.

4 Nonideal Analysis

The current–voltage relationship between VDCC ports, assuming nonideal cur-
rent/transconductance gains, can be defined by the following equations:

IZ � αgm1(VP − VN ), VZ � βVx , Iwp � γwp Ix , Iwn � γwn Ix (13)

where α β, γwp, and γwn are the tracking errors due to nonideal conditions.
The proposed configuration is revisited using Eq. 14–16 to study the behavior

of proposed configuration under nonideal environment. The input impedance of the
proposed configuration under nonideal environment can be evaluated as

Zin � Vin

Iin
� Z3β2

gm1gm2α1α2γωn2Z1Z2
(14)

Hence, from Eq. 17, it can be concluded that in nonideal environment the behav-
ior of the proposed circuit is same as the behavior in ideal environment. Hence, the
presented circuit offers excellent behavior under nonideal conditions. The sensitiv-
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ities of input impedance of the proposed circuit with respect to active and passive
parameters can be found as

SZin
β2 � SZin

Z3
� 1, SZin

gm1
� SZin

gm2 � SZin
α1 � SZin

α2 � SZin
γ n2 � SZin

Z1
� SZin

Z2
� −1 (15)

So, all the sensitivities are low and not more than unity in magnitude.

5 Application Example

The workability of proposed configuration has been verified by designing some filter
functions.

1. The ordinary passive RC high-pass filter has been shown in Fig. 4, and the
active realization of this RC filter using the proposed configuration as a grounded
resistance has been shown in Fig. 5.

Fig. 4 Passive RC high-pass filter

Fig. 5 Active realization of filter shown in Fig. 4



A VDCC-Based Grounded Passive Element Simulator/Scaling … 435

Fig. 6 Passive RC low-pass filter

Fig. 7 Active realization of filter shown in Fig. 6

2. The ordinary passive RC low-pass filter has been given in Fig. 6, and the active
realization of this RCfilter using the proposed configuration as a grounded capac-
itance has been shown in Fig. 7.

6 Simulation Results

The verification of the mathematical analysis of the proposed configuration has been
carried out by performing PSPICE simulations using CMOS VDCCwith all the bias
currents of all the VDCCs being equal to 150 μA. To show the behavior of proposed
circuit as grounded resistance simulator, simulation has been performedwith two sets
of component values Z1 �Z2 �Z3 �R1 �R2 �R3 �1 k� and Z1 �Z2 �R1 �R2

�1 k�, Z3 �R3 �2 k�. The magnitude response is shown in Fig. 8, which clearly
shows that proposed configuration works like an ideal lossless grounded resistance
up to 3.94 MHz. Similarly, to verify the working of circuit as a grounded capacitor,
the component values for simulation are selected as Z1 �Z2 �R1 �R2 �1 k� Z3

�1/sC3 where C3 �0.1 nF and Z1 �Z2 �R1 �R2 �1 k� Z3 �1/sC3 where C3

�0.2 nF. The simulated magnitude response is shown in Fig. 9. The functioning of
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Fig. 8 Magnitude responses of input impedance of the proposed circuit shown in Fig. 3 with
component values Z1 �Z2 �Z3 �R1 �R2 �R3 �1 k� and Z1 �Z2 �R1 �R2 �1 k�, Z3 �R3
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Fig. 9 Magnitude responses of input impedance of the proposed circuit with component values Z1
�Z2 �R1 �R2 �1 k� Z3 �1/sC3, C3 �0.1 nF and Z1 �Z2 �R1 �R2 �1 k� Z3 �1/sC3, C3
�0.2 nF

the proposed simulator as a grounded inductor is shown in Fig. 10 which is found
by performing simulation taking component values as Z1 �1/sC1 where C1 �0.5
nF, Z2 �Z3 �R2 �R3 �1 k�. The proposed configuration is also able to simulate
a grounded FDNC. The component values for this simulation are selected as Z1 �
1/sC1 �Z2 �1/sC2 where C1 �C2 �0.1 nF and as Z1 �1/sC1 �Z2 �1/sC2 where
C1 �C2 �0.2 nF. The magnitude response of input impedance of FDNC simulator
is shown in Fig. 11.

To verify the electronic scaling of input impedance of realized configuration,
simulations for different sets of bias currents (Ib1 and Ib2) of VDCCs have been
performed. Figures 12, 13, and 14 show the electronic scaling in simulated grounded
resistance, grounded capacitance, and grounded inductance.

The designed high-pass filter example shown in Fig. 5 is simulated for compo-
nent values R1 �R2 �R3 �R4 �1 k� and C4 �0.1 nF. The simulated high-pass
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Fig. 10 Magnitude response of input impedance of the proposed circuit with component values Z1
�1/sC1, C1 �0.5 nF, Z2 �Z3 �R2 �R3 �1 k�
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Fig. 11 Magnitude responses of input impedance of the proposed circuit with component values
Z1 �1/sC1 �Z2 �1/sC2 where C1 �C2 �0.1 nF and as Z1 �1/sC1 �Z2 �1/sC2 where C1 �C2
�0.2 nF
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Fig. 12 Magnitude responses with component values Z1 �R1 �Z2 �R2 �Z3 �R3 �1 k� and
different sets of bias currents (electronic scaling of grounded impedance Z3 �R3)



438 P. Gupta et al.

104 105 1060

1

2

3

4 x 105

Frequency (Hz)

M
ag

ni
tu

de
 (o

hm
)

Ib1=100uA ; Ib2=100uA

Ib1=50uA ; Ib2=100uA

Fig. 13 Magnitude responses with component values Z1 �R1 �Z2 �R2 �1 k�, Z3 �1/Sc3, C3
�0.1 nF and different sets of bias currents (electronic scaling of grounded impedance Z3 �1/Sc3)
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Fig. 14 Magnitude responses with component values Z1 �R1 �Z2 �R2 �1 k�, Z3 �L3 �1
mH and different sets of bias currents (electronic scaling of grounded impedance Z3 �L3)

frequency response is shown in Fig. 15. The low-pass filter design example shown
in Fig. 7 is simulated for component values R1 �R2 �R5 �1 k�, R4 �40 k� and
C3 �0.1 nF. The simulated low-pass frequency response is shown in Fig. 16.

7 Conclusion

A new electronically tunable grounded impedance simulator/grounded impedance
scaling circuit has been proposed. The proposed circuit employs two VDCCs along
with three grounded passive elements. By proper choice of impedances, the proposed
configuration can simulate electronically controllable grounded resistance, electroni-
cally controllable grounded capacitance, electronically tunable grounded inductance,
and electronically tunable grounded FDNC. The circuit is also able to scale up or
scale down the value of any arbitrary grounded impedance. The scaling factor can be
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Fig. 15 Frequency response of active high-pass filter shown in Fig. 5 with component values R1
�R2 �R3 �R4 �1 k� and C4 �0.1 nF
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Fig. 16 Frequency response of active low-pass filter shown in Fig. 7 with component values R1 �
R2 �R5 �1 k�, R4 �40 k� and C3 �0.1 nF

changed electronically through bias currents of VDCCs. The performance of con-
figuration has been verified under nonideal conditions and found un-deviated. To
verify the behavior of proposed configuration, some active filter design examples
have been demonstrated. PSPICE simulations have been performed to validate all
the mathematical analysis.
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Current Tunable Voltage-Mode
Universal Biquad Filter Using CCTAs

Sajai Vir Singh and Ravindra Singh Tomar

Abstract A current tunable voltage-mode biquad filter (VMBF) structure employ-
ing two current conveyor transconductance amplifiers (CCTAs) as active elements
and three passive elements is described in the paper which has the ability to real-
izes all the generic responses like low-pass (LP), high-pass (HP), band-pass (BP),
band-reject (BR), and all-pass (AP) filters. Thus, the proposed filter is universal. The
filter structure is operated at supply rails of±1 V. Moreover, the filter’s parameters
can be controlled electronically and enjoy with reasonable total harmonic distortion
and lower passive and active sensitivities. Using CMOS implemented CCTAs, the
performance of the proposed circuit has been verified through P-SPICE in 0.18 μm
CMOS technology from TSMC.

Keywords Voltage mode · Current tunable · Biquad · Universal · CCTA · Filter

1 Introduction

Filters are key blocks utilized in different signal processing (SP) applications, such
as data acquisition systems, speech processing, telephone main switching centers
(MSCs), high-frequency transient suppression, phase shifting [1, 2], etc. Behav-
iorally, analog filters are either current-mode (CM) or voltage-mode (VM) type, and
each is categorized into single-input multi-output (SIMO) and multi-input single-
output (MISO) filter-type topologies. The filter structures which can realize several
filtering functions are multifunction filters. Nowadays, different tunable active build-
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ing elements (ABEs) are being used to synthesize VM MISO multifunction active
filters [3, 4]. In contrast to traditional VM elements, currently the current-mode
(CM) elements are highly preferred to synthesize VM filters, and as a corollary sev-
eral three-input single-output (TISO) VM filter structures were reported in [5–22].
From these circuits, all generic filters can be derived for different combinations
of inputs. These structures use nontunable active elements [5–15] and suffer from
any one of the following drawbacks such as structures employ floating elements
[5–14], some structures [5, 7, 10, 12–14] desire additional external circuitry for
inverted/scaled inputs to realize some responses, and some of the structures [5–13,
15] are not offering orthogonal control on pole frequency and quality factor. Some of
the filter structures using tunable elements have been reported in the literature, viz.,
CCCII, CFTA, VDTA, CCTA, etc. These biquadratic VMfilters [16–22] employ two
CCCIIs [16–18], one CFTA [19], two VDTA [21], and one CCTA [22] along with
two capacitors [16–22] and two resistors [19, 22]. However, filter circuit in [20] can
realize only LP and BP responses, whereas structures in [17, 18, 22] use four inputs
to realize all the generic filter functions at single-output voltage terminal. Although
filter structures in [16–19, 21, 22] can realize five filter functions. However, the cir-
cuits in refs. [16, 18, 19, 21] need inverted voltage input signal for the realization
of some filter function(s). Similarly, VM filter in [22] also lacks with the feature of
orthogonal current tunability of ωo and Qo. In this paper, a three-input single-output
(TISO) VMmultifunction filter structure employing two CCTAs, two capacitors and
one grounded resistor, is proposed. For different combinations of digitally selected
inputs, the filter circuit can realize LP, BP, HP, BR, and AP filter functions one at
a time. The filter enjoys attractive features, such as low-sensitivity performance,
and filter parameters ωo and Qo can be controlled orthogonally without distressing.
The workability of the proposed filter is verified through simulations using 0.18 μm
CMOS technology from TSMC in P-SPICE.

2 CCTA Descriptions

The CCTA is relatively a recent current-mode active element [15]. An ideal CCTA
model can be characterized with the assist of the following set of equations:

IY � 0, VX � VY , IZ � IX, I+O � gm VZ , I−O � −gm VZ (1)

where terminal Y is a high impedance terminal and ideally draws zero current, while
terminal X offers low impedance and draws current IX. An auxiliary Z terminal
is a high impedance terminal mostly loaded with impedance and ideally receives a
replica of current IX. The voltage at Z terminal is fed to the transconductance stage of
CCTA, and finally, high impedance output terminal of the transconductance amplifier
generates IO current. Depending on the polarity of transconductance (gm), the IO may
flow in the inward or outward direction. In CCTA, the transconductance (gm) can
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Fig. 1 CMOS implementation of CCTA

be varied through external biasing current IS. For CMOS implemented CCTA given
away in Fig. 1, the transconductance (gm) can be expressed in terms of IS as follows:

gm � √
βn IS (2)

where βn � μn COX
(
W
L

)
and μn , COX , and

(
W
L

)
are correspondingly the elec-

tron mobility, capacitance of oxide layer per unit area, and aspect ratio of n-MOS
transistors forming a differential pair (DP) in the architecture CCTA.

3 Circuit Descriptions and Analysis

A three-input single-output (TISO) VMBF employing two CCTAs as active element,
and two grounded capacitors, one grounded resistor as passive element, are presented
as shown in Fig. 2. Here, V1, V2, and V3 are the voltage input signals and Vout is the
voltage output signal. On analyzing the VMBF in Fig. 2, the following expression
at the voltage output node Vout can be derived:

Vout � C1C2s2V1 − gm1C1sV2 + (gm1/R)V3

C1C2s2 + gm2C1s + gm1gm2
(3)

From Eq. (3), it is apparent that with the appropriate selection of input signals,
different generic filtering functions can be received across output voltage node (Vout)
as depicted in Table 1.

FromTable 1, it is clear that the proposedVMBF is capable of realizing all five dif-
ferent filtering responses without requiring inverted or/and scaled version of inputs.
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Fig. 2 Proposed TISO VM biquad filter

Table 1 Functionality of the proposed filter

V1 V2 V3 Vout Filter type

Vin 0 0 HP Non-inverted

0 Vin 0 BP Inverted

0 0 Vin LP Non-inverted

Vin 0 Vin BR (gm2 �1/R) Non-inverted

Vin Vin Vin AP (gm1 �gm2 �1/R) Non-inverted

However, two of the filtering responses named BR and AP need simple and easily
attainable component setting. Furthermore, the filter performance consideration like
ωo, Qo, and BW for each of the responses can be expressed as

ωo �
√
gm1gm2

C1C2
(4)

Qo �
√
C2gm1

C1gm2
(5)

BW � gm2

C2
(6)

On substituting the expression of transconductance parameter (gm) given in
Eq. (2), the expressions derived in Eqs. (4)–(6) are modified to

ωo �
√

βn(IS1 IS2)1/2

C1C2
(7)
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Qo �
√
C2

C1

(
IS1
IS2

)1/2

(8)

BW �
√

βn IS2
C2

(9)

From Eq. (7), it is apparent that ωo can be tuned electronically independent to
variation in Qo simply by keeping the ratio of biasing currents IS1 and IS2 to be fixed
and their product is allowed to vary. Similarly, from Eq. (8) it is also clear that Qo

can be changed by keeping the IS1* IS2 to be fixed while changing their ratios.

4 Nonideal Influence and Sensitivity Analysis

To visualize the influence of nonidealities on the performance of the proposed circuit
in Fig. 2, nonideal gains of the CCTA are taken into consideration. The port depiction
of nonideal CCTA can be modeled through the following set of equations:

IY � 0, VX � β VY , IZ � α IX, I+O � γ1 gm VZ , I−O � −γ2 gm VZ (9)

where α, β, and γ are the current and/or voltage transfer errors between CCTA
ports. With new port descriptions of CCTA in Eq. (9), the proposed circuit has been
reanalyzed and the output voltage involving nonideal factors is obtained as

Vout � α1C1C2s2V1 − γ1gm1C1sV2 + (α1βγ1gm1/R)V3

α1C1C2s2 + α1α2γ2gm2C1s + α1γ1γ2gm1gm2
(10)

With involved nonideal factors, the ωo, Qo, and BW are altered to

ωo �
√

γ1γ2gm1gm2

C1C2
(11)

Qo � 1

α2

√
γ1C2gm1

γ2C1gm2
(12)

BW � α2γ2gm2

C2
(13)

From Eqs. (11)–(13), it is clear that ωo, Qo, and BW of the proposed filter will
be obviously deviated from their nominal values due to the appearance of nonideal
factors. However, these deviations are very small and can beminimized and neglected
because at the working frequencies current and/or voltage transfer errors α, β, and
γ can be approached to unity. The passive and active sensitivities of the proposed
circuit are low, and their absolute values are not larger than unity as depicted in
Table 2. This ensures a low-sensitivity performance of the circuit.



448 S. V. Singh and R. S. Tomar

Table 2 Passive and active sensitivities of ωo and Qo for the filter in Fig. 3

Sensitivity of ωo Sensitivity of Qo

Sωo
γ1,γ2,gm1,gm2 � 1

2 , Sωo
C1,C2

� − 1
2 SQo

γ1,gm1,C2
� 1

2 , SQo
γ2,gm2,C1

� − 1
2 , SQo

α2 � −1

Table 3 Dimension of MOS transistors

N-MOS W(μm)/L(μm)

M1, M2 8.75/0.54

M3, M4, M5 8.75/0.18

M6–M10 8.75/0.8

M11, M12 17.5/0.8

P-MOS W(μm)/L(μm)

M13–M16 17.5/0.18

M17–M23 12/0.8

5 Simulation Results and Discussions

The proposed filter of Fig. 2 has been verified through P-SPICE simulations using
CMOS implementation of CCTA as shown in Fig. 1 and 0.18 μm MOS model
parameters from TSMC [23]. The dimensions of MOS transistors are obtained as
specified in Table 3. For the simulation of synthesized circuit in Fig. 2, the design
specifications were used as IS1 � IS2 �45μA, C1 � C2 � 8 pF, R�3.4 K� and
VDD � –VSS �1 V, VBB � –0.45 V to obtain the fo of 6.8 MHz. Figure 3 shows
the simulated gain and phase responses for each of the filtering functions obtained
from the filter circuit in Fig. 2. The simulated fo is found to be 6.77 MHz which
is approaching almost to the calculated value of 6.8 MHz. Further to demonstrate
the electronic tuning aspects of the synthesized circuit in Fig. 2, it was simulated to
obtain various BP responses at different values of biasing currents IS1 and IS2, such
as IS1 � IS2 �20, 45, and 120 μA which resulted into the fo variation as 3.32, 6.77,
and 13.80 MHz, respectively, at Qo �1.

The simulated results in Fig. 4 show the conception of fo tuning feature indepen-
dent to Qo variation. Similarly, the results in Fig. 5 also illustrate the tuning feature
of Qo independent to fo variation for the synthesized filter circuit. Here, different Qo

values were obtained as Qo �1, Qo �1.75, and Qo �3, by maintaining the prod-
uct of IS1 and IS2 to be fixed as (IS1 �45 μA, IS2 �45 μA), (IS1 �90 μA, IS2 �
22.5μA), and (IS1 �180μA, IS2 �11.25μA), respectively. To test the time-domain
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Fig. 3 Simulated gain and phase responses of a LP, b BP, c HP, d BR, e AP filters of the proposed
circuit in Fig. 3
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Fig. 3 (continued)

Fig. 4 fo tunability of BP response of the filter in Fig. 2

behavior of the proposed filter, the simulation of HP response was carried out by
applying a sinusoidal input signal of peak-to-peak amplitude 200 mV at 50MHz and
corresponding time-domain HP output result without significant distortion is shown
in Fig. 6. Next, in view of the effects such as component mismatching and/or param-
eter variation on the filter performance, Monte Carlo analysis has been performed.
Figure 7 shows the statistical results for 200 simulations for the BP response of the
proposed filter with 5%Gaussian deviation in the capacitors value (C1 �C2 �8 pF).
The simulated mean, median, and standard deviation are obtained 7.463, 7.46 MHz,
and 151.8 kHz, respectively. These results indicate that the proposed circuit exhibited
reasonably good passive sensitivity performance.
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Fig. 5 Qo tuning for the BP response

Fig. 6 Time-domain analysis for HP response of the filter in Fig. 2

6 Conclusions

In this study, the realization of a newVMbiquadratic filter is presented. The proposed
circuit is synthesized with two CCTAs, two capacitors, and one grounded resistor
and can realize all the generic filtering functions, i.e., LP, BP, HP, RN, and AP in the
voltage form through selection of the input voltages. The VM transfer functions for
each filter type have been derived and different performance characteristics of the
circuit such as ωo, Qo, and BW have been analyzed with ideal aspects and also with
nonideal influences. Moreover, the proposed circuit enjoys attractive features, such
as (i) lower component sensitivity, (ii) current tunability of characteristic parameters,
and (iii) no requirement of inverted and/or scaled inputs for any realized response.
Using P-SPICE and 0.18 μm technology, the simulation results have been found to
be in good agreement with the theory.
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Fig. 7 Monte Carlo 200 runs simulation results for the BP response
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Maximum Power Point Tracking
Techniques for Photovoltaic System:
A Review

Shikha Gupta, Omveer Singh and M. A. Ansari

Abstract As the demand of the electric energy is increasing day by day but con-
ventional energy sources (CESs) like coal, gases, etc., are in the limited amount on
the earth. Additionally, they have expanded the pollutions. So that the gap between
energy generation by CESs and its fuel can be filled by renewable energy sources
(RESs). RESs are abundant and pollution-free sources on the earth. That is why all
the research/innovations/implementations are moving toward RESs-based solutions.
Solar energy is the prime source among the RESs. Solar energy-based electricity
generation is largely reprocessed as it can squarely change solar energy into electri-
cal form with a photovoltaic (PV) cell. Energy generated by PV cell is changing with
partially shading conditions, temperature, and environmental condition. In order to
select suitable PV cells for a particular area, operators are needed to sensed basic
mechanisms and topologies of diverse solar PV with maximum power point tracking
(MPPT) methodologies these are checked to a great extent. In this proposed article,
researchers reviewed and analyzed a succeeding surge in the solar PV cell probe from
one decade to other, and interpreted about their future patterns and characteristics.
This article also attempts to emphasize the many experiments and techniques to con-
tribute the perks of solar energy. This article would turn into a convenient reference
for future performance for PV-based power creation.
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1 Introduction

With the speed up elevating in electric consumers without pollution and the forever
developing composure of current way of life, the extensive energy supply has been
dominated by an overpowering strain [1, 2]. Moreover, the distribution of climate
change and the requirement of factories, and nations to devote in alternate energy
sources, exceptionally the RES, just as the demand of oil is ascending incessantly, the
beneficial economic effect of RESs are gradually being identified. The decline of the
fossil power and uranium supply make RESs progressively substantial. These ener-
gies propose a pleasant contingency to lower the global warming effect. Throughout
the world, importance and management of solar energy had to pursue preference
amid alternate energy resources owed to its ecological nature and noticeable features
[2–17]. Diminish CESs, environmental conditions, amended semiconductors mate-
rial and long-term benefit are few of the intention inclined to the custom of limitless
solar energy, electrical energy acquire is liberating from pollution so the system does
not include several machines [18]. With a specific end goal to maintain a strategic
distance from this disadvantages, most extreme yield control from sunlight based
cell ought to be removed utilizing MPPT Techniques in order to expand the general
proficiency of the board [19–32].

Certain approaches and designs have been illustrated forMPPT. The affairsMPPT
techniques have been firmly researched by few investigators and in the indicated
authors planned to pay attention at on the resolution, these investigators have ana-
lyzed.

2 Literature Survey

A lot of MPPT techniques composed of their employment are stated in the literature
[4–42]. Investigators consistently felt puzzled while choosing an MPPT technique
for a specific function [32]. Unfortunately, only lean techniques were attainable to
the range containing, perturb and observe (P&O), incremental conductance (InC),
fractional short-circuit current, and fractional open-circuit current. But a lot newly
MPPT techniques such as an artificial neural network (ANN), genetic algorithm
(GA), modified P&O (M P&O), etc., have been characterized. A review contrasting
of the MPPT techniques on the action of benefit, drawback, and control variables
elaborate, the category of circuitry, a complication of an algorithm, aggravation level
on hardware employment is interpreted.MPPThas been a test for investigators.Many
investigators have consigned miscellaneous techniques to MPPT and circulated this
work. The reviews of the minute of them are granted below.
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2.1 Solar Cell with Different Junction

H. Bellia et al. [12] drawn a detailed model of PVmodule using MATLAB/Simulink
in which irradiance and temperature are taken as input variables and current (I),
voltage (V), power (P), or opposed as output variables. Regardless, take after the
properties I(V) or P(V) need of three segments i.e. current, voltage and power. The
authors selected type was the single diode model alongside the pair of series and
parallel resistor for leading certainty. It was simulated gradually overdue to own
continual use and their potency, and P. P. Mahajan et al. [16] inclined major char-
acteristics and specification that includes being deliberated modeled a PV module.
A 50 W PV module was acquired at constant irradiance and temperature to get the
characteristics of I-V and P-V. The investigators also argued for the effect of irreso-
lute environmental status. The outlined model was arranged with user-friendly icons.
Then, A. B. Hussain et al. [8] discussed the single and triple-junction solar cells with
I-V and P-V curves; described the highest limit of P, I, and V. The researchers also
examined the technique of using an object under distinct environment requisite that
influences the solar cells for instance temperature and irradiance. The accomplish-
ment of both the cells to the avenue by examining the fill factor, and T. M. Razykov
et al. [4] presented like it is beside the forthcoming forecast of the solar PV electricity
which criticizes the high-tech advancement past in the preceding certain lifespan in
the compass of mono and polycrystalline thin-film PVs.

G. Khajuria et al. [6] reported multi-junction PV Cells and simulation in MAT-
LAB/Simulink platform. The resemblance is made amidst conventional single-
junction and multi-junction PV cells to obtain own maximum power point and open
circuit voltage. They also reported triple-junction PV cells which concluded InGaP,
InGaAs, and Ge sub-cells. For the contour of multi-junction PV cells, diversified
judge was used for picking the material. Subsequently, M. S. S. Ashab et al. [5]
bespeak involved with the utility of the PV system and intention at becoming eco-
nomically the theory and catalog of a two distinct system that ventures PV solar
systems, and sundry supporting source of energy to furnish heating and air con-
ditioning. A model that produces an air conditioning unit was well built and apt
measurements were composed through a data logging logistics as well as plotted
that too.

2.2 Different MPPT Techniques

2.2.1 Perturbation and Observation

J. Ahmed et al. [27] proposed an enhanced P&O planted MPPT techniques for PV
system. The techniques boost the steady state act of the conventional P&O and the
techniques also shrinkage the chance of beating the tracking course, and V. R. Kota
et al. [28] conferred a survey on common MPPT algorithms. Common algorithms



458 S. Gupta et al.

endure from reduced efficiency, fluctuation in steady state power and unfortunate
dynamic performance an MPPT arrangement proving linear tangents located P&O
was proposed. Moreover, M. S. Sivagamasundari et al. [39] written vitality, the
particularly elective wellspring of vitality is crucial for the advancement of a nation.
In this exploration, the framework execution was upgraded by irritating and watched
technique utilizing buck help converter. The execution has been considered by the
MATLAB/Simulink andS. Sholapur et al. [40] involved usage of a boost converter for
control of PV power utilizing MPPT control component is displayed. To begin with,
the PVmodule prospect exercised inMATLABprogramming, and T. Selmi et al. [35]
introduced amathematical analysis of a PV cell for the single diode and double diode
cell arrangements. The model of the double diode portrayal was executed utilizing
a restrictive calculation. The P&O calculation technique was executed to track the
purpose of the maximum power point.

2.2.2 Artificial Neural Network

A.K.Rai et al. [26] developed a refined Simulinkmodel of anANNoccupyingMPPT
governor. The controller resides of an ANN tracker and the superior control unit. The
ANN tracker assessment the currents and voltages associatedwith amaximumpower
impact by solar PV array for unstable cell temperature and radiation. The tracker
was included to employ a set of 124 arrangements employing the backpropagation
algorithm. The ability of the ANN tracker has been approved by engaging distinct
test data fixed. Affecting mastery unit’s application the appraisal of the ANN tracker
to adapt the duty cycle of the chopper to best value wanted for maximum power
relocation to the particularized load.

2.2.3 Fuzzy Logic Algorithms

M. Nabipour et al. [25] clarified MPPT arrangement adjust using the arranged novel
fix routine thought about along customary direct and indirect fuzzy planted MPPT
course of action, show preferred standpoint of the proposed MPPT routine above
regular arrangements. In addition with, C. S. Chin et al. [36] introduced fuzzy based
P&O maximum power point following in sun-based board. P&O based MPPT and
fuzzy based advanced P&O MPPT developed, and the exhibitions of the two con-
trollers were analyzed at variable sun-based irradiances and at various temperatures.
C. Larbes et al. [31] implemented a canny control technique for the MPPT of a
PV framework under factor temperature and irradiance conditions. A fuzzy logic
control (FLC)-based MPPT was then investigated which registered has better adver-
tised contrasted upon the P&O MPPT stationed entrance. The proposition FLC has
been too demoted to bestow hereditary reckoning for enrichment. The optimized FL
MPPT controller is then reproduced and assessed, which has appeared. Moreover,
F. Bouchafaa et al. [37] clarified maximum power point augment the power yield,
and along these lines, augment the array proficiency. A near report medially peculiar
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controls systems was brought about, concretely, P&O and InC with computerized
control by FL were exhibited, and Y. Soufi et al. [38] developed an FL based Mam-
dani to authority the greatest power point a PV framework. The schemed strategy
utilized the FL control to determine the reach of incremental current in the present
summon of MPPT.

2.2.4 Incremental Conductance (InC)

K. Vishweswara [3] outlined incremental conductance which is based upon MPPT
for a PV system to have the benefits of low-frequency exchange. This article sug-
gested MPPT techniques with an understandable algorithm for PV power system
and set down on the application of an InC of the PV to round off a best functioning
current for the uppermost output power. After that, R. I. Putri et al. [11] demonstrated
MPPT for PV using InC technique with the main plan to seek the accomplishment
of a MPPT scheme which doped out InC technique to command the duty cycle of
buck–boost converter and to soothe theMPPT realization at its unreserved efficiency
and after that, it was correlated to universally used algorithm, i.e., P&O by which
it overcomes that InC techniques display a more excellent accomplishment with
inferior oscillation.

2.2.5 Modified Perturbation and Observation

V. K. Devi et al. [2] conferred to grab steady state and speedily changeable climatic
circumstances. The authors distinguished two techniques in which modified P&O
method was projected and P&O method was picked for determination because this
method requires to diminish utilization cost with more excellent accomplishment
output. The recommended method was judged for accomplishment across the “Hill
Climbing” P&O method by examining irradiance, temperature, daily profile, sunny
day tests, etc.

2.2.6 Constant Voltage

M. Lasheen et al. [23] designed MPPT for the entire PV applications. The authors
intended to retool the potential of the constant voltage approach to exploit propor-
tional integral (PI) controller along gains persistent over the GA. The experimented
approaches have been calculated by numerical simulation adopting software covered
by the distinct atmospheric condition. For calculation and comparison study, the con-
stant voltage located MPPT techniques with PI gains consumed by the trial and error
has been conferred. The efficiency evaluation cover-up time curve and MPPT adept-
ness. The conclusion displayed efficiency bettering by speedy time response and
extreme with gains driven by trial and error.
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2.2.7 Open-Circuit Voltage

J. S. Kumari et al. [41] discussed on the design of open-circuit voltage (OCV)-planted
MPPT for PV system upon open-circuit voltage algorithm to have the preferences
multilevel inverter of underneath frequency switching and retrench integral harmonic
distortion. A MPPT control to separate maximum power from the PV arrays at con-
tinuous winds up crucial in PV age framework. As of late, countless have been
proposed for the following maximum power point. MPPT is utilized as a part of
PV frameworks to augment the PV array yield control, independent of the temper-
ature and radiation conditions and of the load electrical attributes, the PV exhibit
yield control is utilized to straightforwardly control the DC/DC converter, in this
manner decreasing the multifaceted nature of the framework. The ensuing system
has high-profitability; cut down cost this paper proposed a MPPT methodology with
an immediate calculation for PV control age structures. The technique depends on
utilization of an OCV of the PV to decide an ideal working voltage for the greatest
yield control.

2.2.8 Genetic Algorithm

M. Lashen et al. [42] implemented constant voltage-planted MPPT methods were
regarded as definite in the most usually pre-owned technique in PV systems. The
constant voltage (CV)-planted MPPT approach was deliberated single of the better
frequently worn capacity in PV systems. The authors intended for reconstructing
the potential of the constant voltage approach by applying PI controller along gains
persistent by the genetic algorithm. The projected approaches have been calculated
by numerical simulation adopting MATLAB covered by the distinct atmospheric
condition.

2.3 Comparisons of Different MPPT Techniques

H. Rezk et al. [9] aimed to study the exhaustive similes of distinct MPPT techniques
to adjust to PV systems. InC, high climbing, FLC, and P&O were persevering.
PSIM and Simulink software were used. To rigid up FLC-MPPT techniques; co-
simulation was done in between PSIM and Simulink software package, and K. K.
Kumar et al. [14] inclined the simulation of the InC MPPT algorithm worn in solar
array power systems along with direct control techniques due to it achieve accurate
control beneath speedily changeable atmospheric circumstances.

W. Christopher et al. [15] presented contingent simulation analysis of the two
meaningful MPPT algorithms as these algorithms are substantial in PV system that
it diminishes the PV array price by lowering the quantity of PV panels requisite
to accomplish the want output power while these algorithms were universally pre-
owned by reason of its reduced cost and calmness of recognition. Then, S. Neupane
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et al. [17] considered a model of solar PV array which is simulated on the equa-
tions of single-diode PV cells in MATLAB/Simulink in the form to correlate MPPT
techniques. The presenters also discussed the results which were shown that InC was
superior to that of the P&O algorithm, andH. Bounechba et al. [33] gave an insightful
control technique for theMPPTof a PV framework underwhich variable temperature
and isolation conditions were examined. The MPPT controller for support converter
in light of FLC was produced and contrasted with the ordinary calculation by P&O.

2.4 Classification of Different MPPT Techniques

N. Karami et al. [13] pondered the view of intensity following for PV systems, a
review of 40 since quite a while ago settled MPPT methodologies. They give a
provisional table at the end to clarify the contribution of the distinct way, and Priety
et al. [18] presented a literature on various types of techniques which were used
in MPPT for PV system. The authors basically talked about the PV system where
there is a change of the maximum power point with the temperature and irradiance
likewise nonlinear characteristics of I-V and P-V curve which involve the tracking
of maximum power point. Z. Salam et al. [20] reviewed on soft computing technique
which was positioned PV System MPPT. The researchers also explained distinct
effort on MPPT utilizing soft computing techniques from which they prefer nearly
45 published works that were precisely connected to MPPT. The advice on these
approaches was spread. This work collected the modern hi-tech and dignity of soft
computing MPPT as noted in the miscellaneous literature that also determines an
assessment on the efficiency of distinct soft computing approach placed on manifold
criteria, especially PV array need, merging time, strength to manage partial shading
conditions, the complication of the algorithm, and its application. Subsequently,
M. Seyedmahmoudin et al. [19] deliberated a survey in view of MPPT strategies
in which maximum power output of PV system exhaustive research into oversight
approach for MPPT procedures has been formed. The presented reviews of artificial
intelligence-based methods demonstrated an adequate and beneficial to discharge
and very typical in literature for MPPT, along with their restraint. Illuminate to
control analyzer inaction of the abstracted approach this learning was not clear in
criticizing the achievement of the late acknowledged procedure. Slightly debate the
scenery assumption operation to MPPT system and generous references disclosing
to all method.

2.5 Hybrid MPPT Techniques

O. Celik et al. [21] analyzed direct advancement in functioning I-V of PV panel over
directly to the radiation and temperature instability comprise a noticeable difference
in the output energy. To assess the straight of the anticipatedmethod, a differentiating
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was drifting out by adopting the typical P&O, InC andANNarrangedMPPTmethods
secured by both speedily changing radiation and partially shaded circumstances by
utilizing PSCAD scheme. After that, M. H. Moradi et al. [30] reflected that sun-
oriented boards display non-straight I-V attributes producing maximum power at
just a single specific working point. The strategy is reenacted in MATLAB/Simulink
condition and tentatively confirmed utilizing a research facility model, and A. Mellit
et al. [29] discussed the displaying conjointly, a reenactment of a PVPS framework
utilizing an adaptive neuro-fuzzy inference scheme (ANFIS) and the suggestion of
another master setup PVPS framework. The test was demonstrating that the ANFIS
performed superior to the ANN method.

2.6 Real-Time Simulation

H. Bounechba et al. [24] explained real-time simulation of MPPT for PV energy
system. In sequence to raise the power drawn out separating the solar panel, it is
essential to activate the PV system at the maximum power point. The investigator’s
projected a method of MPPT founded on current perturbation algorithm (CPA) by
means of a changeable perturbation step and fractional short-circuit current algorithm
to figure out the most favorable conditions of operating current. The investigators
likewise introduced a trial inexact examination of these techniques by utilizing D-
space. The capacity of forth put algorithms in limitation of dynamic action and
enhanced equilibrium was verified by accurate simulation and preliminary studies.

2.7 Varying Different Parameters

S. Li et al. [22] examined to earn the maximum power point of PV system as fast
as attainable and boost the MPPT elasticity to the variable weather circumstances.
The presenters projected a MPPT control approach with variable weathers param-
eter (VWP). The uninterrupted relationship between VWP and control signal were
constructed out by the current fitting method which was the essential effort to the
appliance this scheduled strategies. Few simulation test demonstration control strat-
egy was achievable and accessible to the track the maximum power point and has
superior MPPT work than normal P&O method beneath distinct weather conditions
and then FLC method beneath speedy changeful weather conditions.

The above sections are reflecting operating and characteristics behavior of the
various MPPT techniques for the solar system. These are also represented in Fig. 1.
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Fig. 1 Bar chart of reviewed techniques in the proposed article

3 Conclusion

The increasing industrialization of democracy andunpredictable green circumstances
has influenced us to raise our passion for RESs just as solar energy. The research
field of PV framework is still exceptionally dynamic. PV power formation from
solar energy is approved by the way of MPPT for adequate tracking. The study
article prompts an underlying course of plentiful MPPT systems is laid out. In every
class, the different techniques proposed and used by different researchers’ cutting
edge have been recognized. With this utilization cost, tracking efficiency, PV array
need sensors etc. Each MPPT technique is the difference in its owned approach and
has earned its owned benefit and drawbacks.

Accordingly, determining the finest of them is a puzzling working so an indi-
vidual has to select carefully while completing them. From the analysis, the authors
achieved that there is a broad opportunity of bettering in the hybridMPPT algorithms
applying miscellaneous other soft computing techniques and developmental calcu-
lations which may give better productivity than the present frameworks. Hence, this
analysis would absolutely be a very valuable for not exclusively for MPPT consumer
but also the engineer and wholesale manufacturer of PV system.
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Abstract Punjabi is tonal as well as under resource language among all the Indo
Aryan languages of the Indo-European family. A vast number of variations in lan-
guage lead to challenges while designing an Automatic Speech Recognition (ASR)
system. Therefore, it turned out to be a matter of extreme concern to study the essen-
tial features such as tone of the language for designing an effective ASR. This paper
lays its focus upon the variation of tonal characteristics of Punjabi dialect. The speech
corpus has been collected from native speakers of Punjab (including all the various
dialects) and also covering the areas under the Himachali belt of Punjab. The result
analysis shows that tonal words and dialectal word information caste a major impact
on the information conveyed by the speaker. The analyzed data shows pitch variations
in tonal words that vary from region to region. The experiments are performed by
using Praat toolkit for calculating F0 value; then depending upon the pitch and fre-
quency variations, we have studied that tonal words show dialectal variations when
the similar sentence is spoken by speakers of different regions.
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1 Introduction

In a land full of diversities, such as India, the various states and provinces follow
their respective spoken languages. According to Indian grammarians, there are three
grades of recognized accents: “Udatta”whichmeans a raise or elevator that indicates
the highest pitch. Second, the term “Anudatta” stands for unelevated or non-accent
pertaining it to a low-pitched syllable. “Svarita” the third accent is a mixture of both
low and high pitches within a syllable. When this Vedic nomenclature of accents is
compared to the tones of Punjabi language in thework done byGrierson, it was found
out that, only “Udatta” could be compared to the high tone of Punjabi language,
whereas as compared to “Svarita”, the low tone of Punjabi language falls for the
first syllable but rises for the rest [1]. The cause for this mismatch became the basic
motivation for this study because there are various aspects of Punjabi languagewhich
remain uncovered because of it being an under resource language. The variation in
these tones is a resultant of the position of the five tonemes ( ) of Punjabi
language [2]. Other than these tonemes, one of the phonemes also exhibits tonal
characteristics, when placed at the final position, and shows a leveled tone whenever
it occurs at the initial position. The differences in the pitch values gathered more
interest when it was noticed that the dialectal differences when analyzed exhibit
different tonal characteristics. The later part of the paper covers the analyses of pitch
variation among most of the dialectal words that have been caused because of the
regional variations across the same state. The importance of this study lies in the
fact that the correct identification of the lexical is a crucial task while designing any
speech processing system.

2 Literature Review

According to ethnologies 2005 estimate, there are 88 million native speakers of
Punjabi language which make it 10th most widely spoken language in the world and
according to 2001Census of India, there are 29,102,477 Punjabi speakers in India [3].
But yet the area of research has not been progressive for this language though. The
research work/the features of the speech signal in accordance with Tones have been
majorly studied for mandarin languages. A tone detection methodology for Mizo
language was designed in 2015 that used quantitative analysis of acoustic features
of Mizo language [4]. Here, the tone was detected by relying on slope and height
due to the availability of a large database. The z- score normalization of the signal
is used for eliminating the effects of gender and then the pitch variance results were
comparatively analyzed to distinguish whether the tone can be marked as high, low,
falling or rising tone. Singh Panday andAggarwal’s (2015) study of Punjabi Tonemes
[3] covered the five Tonemes of Punjabi language and their high, low, and mid-tones,
and the paper also throws light on the IPA of these high and low tones words. A
representation of an experimental study of the tonal characteristics of the laryngeal
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phoneme of Punjabi language included the study on words containing phonemes
of Malawi dialects carrying tonal effects, as recorded from native Punjabi speakers
and then experiments were performed using Praat and Matlab [2]. Tonal analysis
of the /h/ phoneme is studied using the (f0) fundamental frequency contour. This
study showed that at a syllable level /h/ can reflect tonal occurrences whereas no
such thing is observed when /h/ is considered at its initial positions [2]. Analysis
of vowel phonemes in Punjabi has been performed but still there persists a twofold
interface on acoustic features of vowels in two different languages [1]. The paper
throws a lot of light on the fact that the effect of the other non-native languages and
changing scenarios has a significant impact on the original Punjabi language, and
it is one of the essential features to be kept in mind by designing any ASR system.
Furthermore, the detection of Mizo Tones [4] included a lot of technical study over
the tonal lexicon in Mizo language. Another paper on the Lexical stress in Punjabi
language and its representations in PLS included a lot of linked information with
PLS design and a new study about the relation between suprasegmental phonemes
such as tone, nasalization, and stress at syllable level [5]. The study made it evident
that the nontonal disyllabic words can also carry stress on the second syllable, which
can be illustrated through the IPA, which contains the encoded PLS data.

3 Speech Corpus Structure

The regions of undivided Punjabi included the Malwa, Doaba, Majhi, and Puadh
regions of Punjab along with the Himachali belt (Rullui, Mandiali, Kangri, and
Chambiali). The designed corpus consists of dialectal varieties of undivided Punjab.
Thus, the speech corpus was enriched by including the dialectal linguistic differ-
ences/varieties from the regions of Undivided Punjab. The sample speech sentences
employed in the corpus are shown in Fig. 1.

Fig. 1 Speech corpus including different dialects of Punjabi language
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Table 1 Lexicon variations across the regions of undivided Punjab

The input signal is recorded at 44 kHz using the Sound Forge Software in studio
environment. The accuracy and efficiency estimation of pitch of the analyzed dataset
is performed on the basis of Tonal and Dialectal variations, through Praat software.
The speech corpus includes certain words whose pitch and lexicon vary from region
to region; some of the words are depicted in Table 1.

The idea /motive behind this design of the dataset/corpora were to include all the
possible dialectal variations of Punjabi language considering its dialect dependent
tonal variations. Section 4 shows speech signal would be modeled to conclude the
necessity for study of tones while designing a speech system, especially for an under
resource language like Punjabi.

4 Speech Signal Modeling

An input signal is studied for the tonal variations caused because of dialectal dif-
ferences and of position of its vowel. While modeling a speech signal the recorded
signal was studied on the base of tonal variations on three grounds (low, high, mid).
Figure 2 shows the canonical pitch contour for Punjabi language. The high tone is a
rising–falling tone ( ), low tone is a falling tone ( ),
and mid-tone has an intermediate pitch between high and low tones [6].

Further analysis of the signal is done as per the block diagram shown in Fig. 3.
The input signal is based on dialectal variations of Punjabi language. The signal

is then Z-score normalized over a fundamental frequency (F0) to immune it to the
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Fig. 2 Canonical pitch contours of Punjabi

Fig. 3 Block diagram of speech modeling

gender effects. The tonal word is identified as per the annotations provided in the
Praat software the pitch and intensity contours are analyzed from the given input
signal.

Z-Score Normalization
Aspitch variation due to gender difference is a factor to be overcomewhile processing
the speech signal, thus the Z-score of the pitch contour is taken to normalize the data
to certain frequency that makes it gender independent. The Z-score takes a sample
within a set of data and determines the number of standard deviations above or below
it. The Z-score of a sample can be calculated using the equation given as [4],

pz(x) � p(x) − μ

σ

where μ is mean and σ is standard deviation.
Figure 4 represents the effect of Z-score normalization on the recorded input

sound signal by a male and female speaker of the same dialectal region, respectively.
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Fig. 4 a, b Represent recorded voice of the male and female of the same region and c, d respective
Z-score normalized waveform

Role of F0 frequency
There is a substantial amount of data on the frequency of the voice fundamental
(F0) in the speech of speakers who differ in age and sex [3]. The voice fundamental
frequency plays a very important role while differentiating the male and female
speakers. Published data on the frequency of the voice fundamental (F0) in speech
shows its range of variation, often expressed in terms of two standard deviations (SD)
of the f0-distribution, to be approximately the same for men and women if expressed
in semitones [7]. Themale speakers have a lowF0 and the female speakers have a high
F0; therefore, only F0 values cannot be used for the representation of underlying tonal
features of a language. Table 2 states the different values of fundamental frequencies
(F0) for the various dialects.

Comparative Lexicon Tonal Analysis (Pitch Contours)
As stated before, the dialectal differences as well as the position of the Toneme
determine the variation in the pitch and the intensity contour of the dialectal and
tonal words.

The effect of tonemes position on the tone of the signal has already been analyzed
in Fig. 2.

The effect of tonemes position on the tone of the signal has already been analyzed
in Fig. 2 above. The results of this comparative analysis among the dialectal variations
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Table 2 F0 values of the
recorded signals

Regions Fundamental frequencies (F0)

Majhi 853.10

Doabi 976.21

Puadhi 961.64

Malwai 976.60

Kullui 937.61

Chambiali 770.73

Kangri 860.01

Mandiali 727.20

Fig. 5 a, b Pitch contour variations for dialectal words

are shown through the given Fig. 5. The following graphs are some of the few
examples of the pitch contours for the dialectal words in the recorded dataset.

5 Results and Experimental Analysis

The pitch boundaries based on the fundamental frequency of the signal show the
dialectal and the tonal variations of the word in different regions. The values of the
fundamental frequency (F0) have already been determined and illustrated in Table 2.
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Table 3 Pitch and intensity variations across different regions of undivided Punjab

Dialect
name

Value of the pitch Intensity

Mean Min Max Mean Min Max

Majhi 250.62 116.21 370.23 64.56 71.23 26.68

Doabi 130.16 86.51 162.23 66.10 71.43 22.14

Malwai 150.61 112.83 194.190 66.81 75.28 20.17

Kullui 124.75 78.31 65.76 58.34 65.76 15.53

Chambiali 238.7 112.60 336.93 64.49 73.41 -9.65

Kangri 199.30 139.27 261.52 58.84 68.32 24.52

Mandiali 248.01 86.39 332.93 59.95 66.64 26.21

Table 3 represents the change in the values of the pitch and corresponding Intensity
variation of the dialectal varieties of the input signal. From this experiment, it was
analyzed that the values of mean pitch for the Punjabi dialects of the present regions
of Punjab range from130.16 to 250.62 and for theHimachali belt of undividedPunjab
it ranges from 124.75 to 248.01. Though the ranges are quite similar to one another,
we could easily judge from the table given above that the difference in Pitch variation
is minimum in the Punjabi dialect Majhi and Punjabi dialect across Himachali belts
(Chambiali and Mandiali). These regions offer higher values of pitch indicating the
occurrence of more high tone signals. The regions of Kullui, Malwai, and Doabi
offer a similarity with the lower values of mean pitch indicating more of low tones.
The intensity though remains as an almost constant value which shows a negligible
amount of change when observed for the various Punjabi dialects of the regions
of Undivided Punjab. Nevertheless, the Chambiali region reflects the intensity and
mean pitch very close to the Modern Punjabi dialectal regions as compared to the
others.

6 Conclusions

The paper describes the dialectal variations reflected in the tone of the signal. The
pitch, intensity, and fundamental frequency variations of the signal are studied. The
pitch boundaries based on the fundamental frequency of the signal show the dialectal
and the tonal variations of the word in different regions. The determined values are
important because inclusion of tonal information of the words while designing the
ASR can show a considerable increase in the efficiency of the designed system.
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Optical Functions of Methanol
and Ethanol in Wide Spectral Range

Michal Lesňák, Kamil Postava, František Staněk and Jaromír Pištora

Abstract The motivation of this paper is to determinate the precise complex refrac-
tive indices dispersion of ethanol, methanol, and their solutions in the wide spec-
tral range from 8 to 40 000 cm−1 (wavelength range from 250 nm to 1.25 mm) in
coupling to biosensors applications (body liquids analyses, tissue ethanol solutions
testing, etc.) because a specification of the complex optical functions consistent with
Kramers–Kronig dispersion relations in the whole mentioned spectral range was
still missing. A general method combining UV/visible/near-infrared spectroscopy
and Mueller matrix ellipsometry, Fourier transform infrared spectroscopy (FTIR),
infrared attenuated total reflection (ATR) spectroscopy, and terahertz time-domain
spectroscopy (THz-TDS) is proposed. The experimental data are modeled using a
dielectric function parametrization based on the Brendel–Bormann oscillators.

Keywords Refractive indices of liquids · Terahertz spectroscopy · ATR
Infrared spectroscopy · Ethanol · Methanol
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e-mail: f.stanek@vsb.cz
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1 Introduction

Recent progress in terahertz (THz) imaging and spectroscopy has led to intense
research and development in biomedical applications, for example, protein–antipro-
tein interactions, tumor sensitivity, DNA encoding, etc. [1–3]. THz spectral range
offers several advantages for biomedical sensing, for example, nonionizing proper-
ties, a high sensitivity to vibration–rotation fingerprints of large molecules, a possi-
bility for in vitro testing, or surface plasmon resonance (SPR) sensing [4–6]. Another
direction of extensive research is spectroscopy of nanoparticles embedded in liquids
[7]. For all the above applications, precise knowledge of optical functions of trans-
porting liquids (water, ethanol, and methanol) in a wide spectral range is essential.
The wide spectral range provides the possibility to combine biosensor’s advantages
in particular spectral regions. Moreover, high absorption and consequent low pene-
tration depth of water in the THz spectral range leads to seeking of appropriate liquid
carrier medium. Promising candidates for advanced biomedical sensor applications
are ethanol and methanol, the liquids in the focus of this paper.

The most explored liquid material is distilled water. Complex refractive index
spectra in the wide spectral range from 50 to 50 000 cm−1 were presented in the
review paper of Hale and Querry [8]. The paper reported data from various mea-
surements such as the spectral reflectivity and transmission from water surface, and
from attenuated total reflection (ATR) spectroscopy. However, a determination of
the complex optical functions consistent with Kramers–Kronig dispersion relations
in the whole spectral range is still missing.

Moreover, the complex refractive indices ofmethanol and ethanol have been deter-
mined only in a limited visible spectral range [9, 10]. In the infrared, the absorbance
spectra and qualitative absorption-peaks spectral positions have been studied and
presented in [11], and in the terahertz spectral range in [11–13]. Therefore, there is
a need for a systematic study of the complex optical functions in the wide spectral
area from the ultraviolet to the terahertz ranges.

This paper focuses on the determination of precise complex refractive indices
dispersion of ethanol, methanol, water and their solutions in the wide spectral range
from 8 to 40 000 cm−1 (i.e., the wavelength range from 250 nm to 1.25 mm).

2 Experimental

2.1 Studied Samples

We describe a general method for a determination of complex refractive indices
dispersion of liquids in the case of pure ethanol (C2H5OH) and methanol (CH3OH).
The purity of the liquids is 99.9%. The complex refractive indices dispersion (optical
functions) of both liquids is of a great practical interest due to their applications in
the measurement of biomedical samples.
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We compare the optical functions of the liquids with measurements of pure dem-
ineralized water. In the following, the solutions of the two liquids, ethanol and
methanol, are studied by using the same procedure. Solutions are defined by the
mass fractions and measured with a precision of 0.1%. The corresponding volume
fraction of solutions can be calculated using the liquid densities.

2.2 Spectroscopic Methods

Optical functions of liquids in the wide spectral range are obtained by combining
measurements using three measurement setups: Mueller matrix spectroscopic ellip-
sometry, Fourier transform infrared spectroscopy (FTIR), and time-domain terahertz
spectroscopy (THz-TDS). The Mueller matrix spectroscopic ellipsometer RC2 from
Woollam with two rotating compensators was applied in the spectral wavelength
range from 193 nm to 1.7 μm (the corresponding photon energy range is from 0.7
to 6.5 eV). The ellipsometer is equipped with a liquid cell with fused silica windows
and a crystalline silicon wafer with a 25 nm thick oxide layer to enable reflection
from the liquid/silicon–wafer interface at an angle of incidence of 70°.

The infrared spectral range was measured using an FTIR spectrometer Vertex
70v from Bruker. An evacuated cavity space of the spectrometer suppresses the
influence of water vapor and CO2 absorptions. The DLaTGS detectors with KBr and
polyethylene windows combined with the KBr and multilayer Mylar beam splitters
were used to cover the mid- and far-infrared spectral ranges, respectively. For the
mid-infrared spectral rangewhere strong absorption features dominate, the attenuated
total reflection (ATR) unit with a diamond prismwas applied at an angle of incidence
of 45°. The reflection from the prism/vacuum interface was used as a reference. In the
far-infrared spectral range, the transmission through 250 μm, 500 μm, and 1.06 mm
thick cavities was employed at the normal angle of incidence. The 1 mm thick Topas
(cyclic olefin copolymer)windowwas applied.Combining bothFTIRmeasurements,
the optical functions in the spectral range from 100 to 5000 cm−1 (the wavelength
range from 2 to 100 μm) were obtained.

Optical properties in the terahertz spectral range were obtained using the terahertz
time-domain spectroscopy (THz-TDS) TPS Spectra 3000 from TeraView. We have
combined both ATR and transmission measurements. The spectral range from 8 to
100 cm−1 was studied. The ATR spectra were obtained using a high resistivity silicon
prism (35°). The measurement was completed via transmission through 1 mm thick
liquid in a cavity defined by z-cut quartz windows. The measurement was performed
at the normal incidence.



482 M. Lesňák et al.

3 Optical Functions of Methanol and Ethanol

3.1 Model Dielectric Functions Based on Voight Oscillators

The experimental dataweremodeled by a convolution of aGaussian functionwith the
dielectric function of the Lorentz damped harmonic oscillator model. The dielectric
function fulfilling Kramers–Kronig relations and yielding a variable Gaussian-to-
Lorentzian shape of the imaginary part of the dielectric function is chosen in the
form [13]

Xk(υ̃) � 1√
2πσk

∫ +∞

−∞
exp

(
− (x − υ̃0k)

2

2σ 2
k

)
× υ̃2

pk

x2 − υ̃2 + i υ̃τk υ̃
dx, (1)

where υ̃ is the wave number, υ̃0k is the resonance wave number, υ̃pk describes the
amplitude of the kth oscillator, σk is the standard deviation of Gaussian broadening,
and υ̃τk is the damping constant related to the Lorentz vibrational mode k. The model
describes homogeneously and inhomogeneously broaden oscillations. Depending
on the value of υ̃τk/σk, the imaginary part (1) will vary in shape from Gaussian-to-
Lorentzian shape. The above parameterization is also called the Voight line profile.

For permittivity consisting of several oscillators, we can write

ε(υ̃) � ε∞ +
∑

k
Xk(υ̃) +

�εDB

1 + iωτ
, (2)

where Xk(υ̃) is the contribution of each vibrationalmodek and ε∞ is the constant term
describing the high-frequency contribution. The last Debye term �εDB describes
dipolar absorptions in polar liquids, τ is the characteristic relaxation time. With help
of permittivity dispersion, we can express the frequency dependence of index of
refraction N (υ̃)

ε(υ̃) � [
N(υ̃)

]2
. (3)

3.2 Refractive Indices Spectra of Studied Liquids

Figure 1 shows obtained spectra of ellipsometric angles ψ and� in visible and near-
infrared spectral range for the ethanol/silicon–wafer interface. The measurement
with liquid cell enables to obtain refractive index dispersion in the range in which
the liquid is transparent. Similar dependencies were obtained for water andmethanol.

Figure 2 shows mid-infrared ATR spectra of measured liquids. Clear difference
in vibration peaks between ATR absorptions of ethanol and methanol in the ranges
800–1600 cm-1 and 3000–3300 cm-1 was observed. This difference can be used to
distinguish both liquids and determines their concentrations in solutions.
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Fig. 1 Spectroscopic ellipsometry data of the ethanol/silicon–wafer interface

Fig. 2 ATR spectroscopic measurements—clear water, ethanol, and methanol

Figure 3 shows terahertz ATR spectra from the silicon prism/liquid interfaces.
In this range, the dipolar Debye absorptions cause reduction of ATR signal. The
strongest absorption is obtained in the case of water. Methanol absorbs more than
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Fig. 3 ATR spectroscopic measurement in the THz region

ethanol particularly for low frequencies. The dependence was also confirmed by
transmission measurement in cavity with z-cut quartz windows. The resulting com-
plex refractive indices dispersion from10 cm-1 to 4000 cm-1 formethanol and ethanol
are depicted in Fig. 4.

All the above-discussed experimental data were fitted simultaneously to a sin-
gle model. Complex refractive indices dependences on wavelength for ethanol and
methanol havebeen foundedusingEqs. (1)–(3). Parameters for eachvibrationalmode
(resonant frequency, oscillator strength, damping, and distribution width) have been
computed by Theiss software [14] and they are specified in Table 1 (ethanol) and
Table 2 (methanol). The high-frequency permittivity contributions ε∞ for methanol
ε∞m �1.7790 and ethanol ε∞e �1.8736 have been obtained from critical angle
measurement at 589.5 nm (Na arc line). The Debye terms εDB (2) for methanol and
ethanol have been determined as 0.16 and 0.35, respectively. As regards characteris-
tic relaxation time (τ), the following values have been specified: 1/τM �0.754 cm−1

(methanol), 1/τE �13.812 cm−1 (ethanol).
In the visible area, the refractive indices of ethanol and methanol are real num-

bers, andwe can easily compare our achieved results with published data for selective
wavelengths. For pure methanol (wavelength 589 nm, temperature 20 °C) our deter-
mined value of refractive index is 1.3254 (see Fig. 4). In Refs. [15–17] are described
the refractive index dispersion measurements for different temperatures (wavelength
and concentration are the same). For 22 °C, the authors declare the methanol index
of refraction nm �1.3281 [15], for 25 °C published result nm �1.3314 [16], and for
27 °C nm �1.3270 [17], which is in good agreement with results published in this
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Table 1 Parameters describingmodel dielectric function of ethanol using Brendel–Bormann oscil-
lators

k υ̃0k (cm−1) υ̃pk (cm−1) υ̃τk (cm−1) σk (cm−1)

1 55.9 25.0 0.000 24.936

2 97.7 14.8 0.000 6.988

3 110.7 45.3 32.334 9.342

4 138.9 29.8 1.978 23.956

5 201.8 63.3 4.887 42.030

6 285.9 31.3 20.703 21.264

7 322.5 42.2 100.712 2.591

8 421.6 62.5 86.559 20.014

9 433.8 33.3 2.534 9.998

10 575.7 167.2 0.011 107.920

11 590.3 73.2 0.744 33.020

12 712.9 56.5 57.951 30.374

13 793.2 71.9 124.928 0.582

14 804.5 14.9 0.019 6.067

15 881.2 58.3 7.320 3.051

16 890.0 16.4 1.875 11.373

17 1048.8 126.7 13.908 0.616

18 1088.8 93.5 11.816 5.842

19 1134.0 54.6 0.000 77.086

20 1274.3 52.0 39.132 1.879

21 1324.4 50.7 0.103 19.853

22 1379.9 31.3 0.284 6.924

23 1420.1 119.4 30.751 43.547

24 1455.2 23.0 10.997 2.115

25 1653.3 36.6 0.005 31.075

26 2534.1 27.3 0.043 46.298

27 2728.8 65.0 104.828 1.854

28 2887.8 77.1 9.475 16.124

29 2889.1 125.6 0.088 63.871

30 2930.1 66.9 32.428 0.022

31 2974.8 104.7 14.305 3.955

32 3078.3 85.3 158.750 1.477

33 3339.6 362.2 0.001 118.637

34 3371.6 62.0 0.000 50.937
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Fig. 4 Dependence of complex refractive index on wavelength for ethanol and methanol in the
whole measurable range

paper. As regards pure ethanol, we determined the ethanol refractive index (wave-
length 589 nm, temperature 20 °C) ne �1.3589 (see Fig. 4). In Ref. [20], the authors
declare ethanol refractive index value ne �1.3608, in [18] is specified value of ne
�1.3614, and referred to [19] ne �1.3612. For the discussed spectral area, the dif-
ferences of our resulting refractive indices and published data are less than 0.5%.
In visible region, the refractive index dispersion of the solution can be described
by relatively easy polynomial functions [15–17]. The quality of model approach is
demonstrated in Fig. 5. The relative ATR experimental signal and modeled ATR
output dependence on wavelength for ethanol–methanol mixture (50:50) is practi-
cally coincident. It is evident the possibility to study the influence of intermolecular
interactions [20] by the described model.

The interesting frequency band for methanol and ethanol refractive indices dis-
persion is about 1000 cm−1 [19]. For ethanol the vibrational modes k�19 and k�20
(see Table 1) at 1048.8 and 1088.8 cm−1 are dominant. The real part and imaginary
one of ethanol refractive index dispersion show characteristic peaks (Fig. 4). The
damping constants υ̃τk related to the vibrational modes k�19 and k�20 are prac-
tically coincident (13.820 cm−1, respectively, 11.431 cm−1). For methanol, we can
observe in the area about 1000 cm−1 only one expressive peak located at 1028.8 cm−1

vibrational mode number k�11 (Fig. 4, Table 2). The damping constant υ̃τk for this
mode number is 8.692 cm−1. This damping constant value is near to the damping
constants of ethanol for extreme peaks in discussed wavelength area.
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Table 2 Parameters describing model dielectric function of methanol using Brendel–Bormann
oscillators

k υ̃0k (cm−1) υ̃pk (cm−1) υ̃τk (cm−1) σk (cm−1)

1 35.1 49.9 121.881 0.000

2 67.0 51.2 94.143 0.065

3 79.0 12.0 21.184 0.000

3 123.5 36.1 0.000 19.292

4 163.3 56.7 103.754 0.000

5 216.9 46.5 108.287 0.011

6 292.3 32.3 8.452 29.550

7 413.5 50.4 102.970 0.157

8 616.0 162.4 0.000 91.532

9 744.1 134.2 213.615 1.622

10 1028.8 168.2 8.561 5.220

11 1025.1 115.3 20.490 8.921

12 1080.6 33.2 39.903 0.943

13 1115.8 55.9 9.182 14.134

14 1180.7 42.7 87.124 12.917

15 1410.0 91.4 50.118 15.161

16 1376.5 118.0 205.146 82.970

17 1460.2 97.1 63.821 0.425

18 1455.6 24.5 8.071 15.947

19 2045.9 19.8 13.475 6.441

20 2538.7 62.6 13.044 60.120

21 2831.8 113.7 26.204 0.345

22 2913.3 191.6 137.991 0.006

23 2937.5 52.9 0.008 15.558

24 2954.7 150.2 15.439 35.465

25 3340.3 457.2 0.006 109.746

26 2794.5 58.0 0.000 28.400

27 3087.4 110.9 97.826 32.986

Moreover, the method was tested on ethanol–methanol mixtures. The solution
with mass fractions 50% : 50% has been prepared and characterized. On the base of
achieved experimental data, the refractive index dispersion from 500 to 4000 cm−1

has been specified. With help of this modeled refractive index distribution, the rele-
vant ATR response has been determined. The comparison of measured and modeled
ATR response is shown in Fig. 5.
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Fig. 5 Comparison of the measured and modeled data for the same amount of mixture of ethanol
and methanol

4 Conclusion

In this paper, the optical functions and their parameterization for ethanol and
methanol in wide spectral range were presented including terahertz region. Origin of
the infrared and terahertz absorptions was discussed. Precise knowledge of the opti-
cal functions is essential for modeling and optimization of biomedical sensors in the
discussed spectral range. It is also evident that ATR spectroscopic measurement can
be used for the specification of concentration dependence of the refractive indices
in ethanol–methanol mixtures. This is important for the identification of methanol
presence in spirituous liquors.
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A Novel Method to Detect Program
Malfunctioning on Embedded Devices
Using Run-Time Trace

Garima Singhal and Sahadev Roy

Abstract Security is an essential part of development in embedded systems.
Execution of unknown or malicious program through an unauthorized means of
communication on an embedded system can cause unwanted system behavior. To
safeguard the sensitive data and devices, presently, sophisticated hardware and soft-
ware systems based on cryptographic techniques are required which in turn increases
the system’s cost. In this paper, we proposed a method of securing such embedded
devices which cannot afford to have capabilities comparable to conventional com-
puters. This method generates a run-time trace on embedded devices during program
execution, using already available hardware circuitry on the board. It observes and
analyzes the obtained data using data analysis techniques and detects whether any
change is occurred in the program compared to previously obtained data.

Keywords Cycle per instruction [CPI] · Control flow graph [CFG]
Program counter [PC] · Self-organizing map [SOM]

1 Introduction

With emerging new technologies and advancements in a field of embedded systems,
the threat of cyberattacks also increases. The embedded devices used in hard real-time
systems, e.g., in measurement and instrumentation, defense and navy applications,
flight control and automation, medical and healthcare systems, etc., are required to
prevent malicious attacks and system failure errors. These applications often possess
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sensitive data and perform critical operations on various groups of data on daily
basis. Security of these embedded systems fromcyberattacks andmalicious programs
becomes more challenging due to limited system resources and cost constraints. Few
potentials attacks and need for using separate methods for embedded systems instead
of using conventions anti-virus and other methods that are used with computers
are described in detail in [1]. Today’s advanced security systems use cryptographic
encryptions and algorithms [2] which require resources comparable to a computer.
But embedded devices have limited amount of memory, computational circuitry,
and power constraints which make general-purpose security methods difficult to
implement.

Thismethod of analyzing embedded systems through their run-time trace emerges
as a new research field in securing the embedded devices. It relies on the feature
extraction in programs during run-time and configuring the collected data using a
self-learning cluster-based approach. Tracing the internal parameters to detect any
variations makes these systems, a very noble and reliable method to detect any
abnormal program behavior being it malicious, or system failure. It uses very limited
memory space and hardware circuitry and proves to be reliable and robust over the
conventional methods used in securing systems. It uses program counter values and
cycles per instructions as an input variable to extract on-board features of the circuitry
during run-time execution. Then the extracted values are classified and represented
into meaningful clumps using a clustering-based analyzer and then finally utilize its
behavioralmodelwith a validationmodule to detect anymaliciousmodification in the
program. Safeguarding the data and devices during execution time is a new solution
without using external hardware circuitry or expensive cryptographic techniques,
thus the overall cost of securing the device decreases.

2 Related Work

Information digitization for providing quick access increases the risk of losing per-
sonal data; few relevant risks are described in [3]. A tremendous amount of work has
been done to present the potential security threat faced by embedded systems and
people have proposed different approaches to solve the problem of limited resources.
A method to detect abnormalities in embedded devices using on-chip debug infor-
mation is demonstrated in [4]. Software watermarks [5], provides a unique method
to detect software piracy and protecting software intellectual property rights.

Digital Audio Forgeries is addressed by Yang [6], enlightens an approach to
detect modifications in MP3 audio by monitoring its frame offsets. Panagakis and
Kotropoulos [7] presented an intrinsic fingerprintingmethod for device identification
using spectral features. Swaminathan [8] proposes the use of information hiding to
improve computer system performance without modifying system set architecture.
All these papers show that people are working on a single challenge, i.e., to enhance
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security systems but all has unique approaches to solve the problem. This is because
of the threat to security is itself a growing field with advancements in technology;
smarter the devices is, smartest the treats will be. A similar concept of as described
in this paper is discussed in [9] using unsupervised SOM, a well-known clustering
method to monitor and identify program abnormalities.

Another detection method solely based on systems calls and PC values presented
in [10,11] has some limitations and are pointed out in [12]. They claim that these
limitations aremore severe from embedded system’s security point of view.Although
some work has been done with similar concepts yet each is unique in a way of its
implements part.

3 Threat Model

Attacks that aimed at harming software integrity by trying to modify or inject some
malicious code [13] come in a category of code injection attacks. Buffer attack is the
most common type of security threat that occurred in absence of proper upper limit
check, i.e., when some loopholes are left untreated in programming or designing
part. Two common conditions found in Buffer that should be checked are if input
length exceeds the certain limit and if any internal variable used in a loop repeatedly
checks the overflow condition. The buffer could be exploited easily by an attacker if
its stack’s address location and return addresses are modified and new return address
has been pointed to the malicious code [14]. Sometimes, the return addresses are
modified to point it to an existing library function; such attacks are called Return-
to-lib attacks. These [15] attacks present a threat to sensitive data by blocking the
screen and processing its own task in the background. The saved data in the memory
is prone to severe threat since it blocks the screen and can steal the information by
running codes in the background.

Since any unexpected code encountered by the embedded device will cause some
deviation from original flow of program [16]. Some work is done to utilize charac-
teristic behavior of CPI but none of these utilize it as to enhance the security of the
device. The system traces using CPI monitor, execute programs continuously and
can trace any behavioral difference uniquely at any instant of time. This algorithm
is very promising for monitoring real-time systems which have a high risk of threat
and data loss. Another important advantage that system trace provides is, it nei-
ther stores user data for unexpected behavior detection, nor does it require support
from operating system [17]. Hence, it is capable of providing security benefits to
any resource-constrained embedded device, irrespective of the application scenario
it supports.
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4 Algorithm for Detecting Abnormal Behavior

The implementation of this complete work relies on basic hardware circuitry and
architecture of the device. Embedded devices have some specific architectural design
based on which its processing speed and complexity are specified. For instance,
from a software point of view, the way processors execute the programs can be
classified on the basis of function call relationships which occur within the programs.
From a hardware point of view, PC register value indicates program location in its
code sequence and represents a control flow graph (CFG). By combining both the
information; one from software analysis and other from hardware analysis, one can
deduce complete architectural and programmable skeleton of the device. An overall
featured data can be prepared with function call locations, PC values, and CFG.

Now, this extracted featured data can be utilized tomonitor future iterations to val-
idate if the device is compromised or not. Since this method relies only on the device
in use and enables verification through both software and hardware trace, hence it
provides two-way security to the device. It is highly probable that a device would
be exploited either through software side or through hardware side, i.e., exactly by
one means. All the new data is continuously monitored and compared with previous
iterations to detect if any miss-match has occurred. And if so, it is treated as an
attack. Thus, verifying the data in both profiles guarantees that all types of intruder
attacks will be detected at an early stage. Hence, the proposed method is proved to
be reliable and robust for any malfunctioning detection in the program or device. A
common parameter CPI [18] is used to represent system’s performance which is an
average cycles-per-instruction (CPI) profile, defined as follows.

4.1 CPI Analysis

The average CPI of the processor can be calculated as the ratio of C\I, i.e., No. of
cycles C, used for executing total instructions divided by total No. of instructions I,
to be executed, in which No. of cycles depends upon time elapsed and processor’s
maximum clock frequency. CPI values are sensitive to jump and call instructions and
shows significant increments with new function calls. If CPI profile shows abrupt
changes, it shows the low performance of a processor or the embedded device. Also,
No. of executed instructions within each function call defines the resolution of aver-
age CPI profile for that event. For instance, the value of I varies from 1 to n with
n being a total length of a program so for larger values of I, fewer details of CPI
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Fig. 1 CPI profile with local peaks

profile are obtained and minute variations are not clearly visible while for smaller
values of I, detailed information of CPI profile is obtained and even minute varia-
tions are visible. This profile has high resolution to detect any unexpected behavior
with small No. of instructions but will increase the computational complexity of the
circuit. Hence, there is a trade-off between resolution and complexity and designer
has to optimize this system according to the applications requirement.

4.2 Phase and Peak Detector Module

It is identified in two steps. The first is local critical point localizer and the second is
global point localizer. The former is used to obtain each and every peak, and later is
used to mark only significant peaks that are utilized to observe abnormal behavior
in the program.

Local Critical Point Localizer For Peak Detection: First absolute difference d(n)
between adjacent elements of CPI profile is calculated as

d(n) � |fmean(n + 1) − fmean(n) |. (1)

where fmean denotes average CPI profile. Now with obtained values of array d(n), the
absolute differences between adjacent CPIs; a new array is defined as diff(n) which
contains all instantaneous d(n) values. Second, the maximum amplitude of d(n) is
observed in diff(n) array. In this way, peak points are obtained for each CPI profile
(Fig. 1). This method does not require any fixed threshold to measure the variation
and hence is independent of variations scenarios in the program.

Global Critical Point Localizer For Phase Detection: From the array of absolute
differences, elements whose value is greater than the mean value of diff[n], i.e.,
(max(d)+min(d))/2 are sorted out. These points represent phase changes at adjacent
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Fig. 2 CPI profile with
global peaks

boundaries of average CPI profile and are stored in a phase array p. Then, using a
similar method as used above absolute differences between phases is calculated and
observed for maximum difference or maximum phase length (Fig. 2). These phase
changes show major variations in phase at the boundaries along the complete CPI
profile. The same global points are used to generate its corresponding PC values.
The PC profile obtained is then used to train the similarity analyzer for testing and
detecting of compromised programs.

4.3 Clustered Based Analyzer

In this block, a clustering algorithm is developed to partition data and grouped it
according to its characteristics. The algorithm is chosen according to the application
program. The following two domains are well verified and suitable to be used to
cluster CPI data:

An Artificial Neural Network Technique: It includes algorithms like SOM, k-
means, LVQ, and winner-take-all [19], etc., are suitable for large data sets, and they
grow their clusters in an iterative manner from small size to larger one, use squared
error criteria to reduce uncertainty but suffers from complexity of selecting seed for
initial iteration. They are relatively less reliable and have stability issues but overall
have an optimized performance with very short execution time.

A Fuzzy Logic-Based Fuzzy C-Means Algorithm: This algorithm perfectly
removes above disadvantages and is very reliable and flexible to cluster data. It
takes care of overlapping and ambiguity in input data by not forming strict bound-
aries and works well with any type of data. A detailed analysis of fuzzy logic is
presented in [20]. It is suitable for applications where the input is highly unstable or
uncertain like capturing environmental data through sensors. But it is also equally
sensitive to the initial seed. Overall, it outperforms then all other algorithms and is
very suitable to cluster CPI profile and detect abnormalities.
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A well-known algorithm which is used to find minimum distance is described in
[21]. The two arrays obtained above, d(n) and diff(n) are utilized in this block to
obtain distance vectors. The points from the input data are grouped into a cluster
based on a minimum distance criterion; a point is included in a cluster if it satisfies
minimum distance or is associated with other clusters otherwise. The formula to
calculate minimum distance Dmin and maximum distance Dmax are as follows:

Dmin � μ − (1 + α) ∗
√

1

N − 1

∑n

i�1
(Di − μ)2. (2)

Dmax � μ + (1 + α) ∗
√

1

N − 1

∑n

i�1
(Di − μ)2. (3)

Where D denotes an array of distances, i.e., absolute differences of distance mea-
sure between the test point and a cluster, α denotes a squared errors term to minimize
any error that occurs due to nonlinearity of data, and u is average distance vector. The
above equations result in distinct clusters based on their similarity, the most similar
points are grouped together and least similar points are placed at a farther distance
according to distance criteria defined above. This block is responsible to select an
optimize clustering algorithm based on input data sets, and to cluster the data with
well defined boundaries. Also, data sets obtained by first time running the program
are used as a training set for further iterations in the clustering-based analyzer.

4.4 Validation Module

This stage is developed to validate the results of clustered data obtained from the
analyzer. Since programs trace can never be exactly the same with original trace, the
results are verified at the end also to improve the overall accuracy and precision. It
considers each change which occurs in the output data of analyzer and validates it
with original trace to check whether the program or device is compromised or not.
The following is an algorithm given for validation of results.
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Calculating the similarity between program’s traces:  
Input: Ak and Ak’ are matrix arrays where k and k’ are 
original and testing phases respectively and A is an 
array.  
Output: To find similarity between phases k and k’.  
Ak is sorted in descending order to reduce number of 
comparisons in an array. 
/* Lookup table for original vectors Ak */ 
For all elements in Ak do  
If jth element’s occupancy rate > 5% then  
diff (i) = j; /* save the jth value in array d */  
i ++;  
End  
End  
/* Lookup table for original vectors Ak’*/  
For all elements in Ak’ do  
If jth element’s occupancy rate > 5% then  
diff’ (i)=j; /* save the jth value in array d’ */  
i ++;  
End  
End  
/*generating validation output*/  
If length (Ak)/length (Ak’) > 85% then  
Both phases are similar, validation = 1 
Else  
Phases are different, validation = 0  
end 

5 Experimental Setup and Observations

In this work, for verification and validation of the work, we simulate it on MAT-
LAB. For the hardware setup, AMDK-ARM-basedmicrocontroller kit is usedwhich
comprises Keil MCBSTM32F200 evaluation board and μVision IDE debugger. It is
basically an ARM 32-bit Cortex-M3 series microcontroller. To download and debug,
a Keil ULINKPro or ULINK2 USB-JTAG Adapter is used. It incorporates both a
JTAG interface and a [Cortex Debug+ETM] interface. With the ULINKPro adapter,
the Cortex Debug/ETM interface allows flash programming and instruction trace
debugging. The Keil and JTAG adapter itself has sufficient features to provide com-
plete hardware support for implementing the above project work. It is a full duplex,
serial port to send data in/out from the microcontroller. It has 3 types of external
memory, each with different capacity: 2 MB external SRAM, 8 MB external NOR
Flash, and 512 MB external NAND Flash.

In the board, there is STM32F207IG chip placed near the peripheral ports. It acts
as CPU for the microcontroller and can perform all the controlling and logical opera-
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tions. It also provides communication between two or more microcontrollers without
the host PC. It enables hardware–software synchronization and advanced embedded
applications. The use of an on-board camera, microphone, digital modulation ampli-
fier, antenna, etc., features can be used for networking and communication appli-
cations. This chip supports routing, sensors based communication and monitoring
applications, IoT-based applications, and low power automation and detection. The
board provides the facility of generating the trace. This tracing feature of the board is
utilized in such a way as to generate specific trace data of the program. The proposed
work is a novel method in a sense that the available resources in embedded devices
are utilized to obtain a trace data. Then this obtained data is analyzed and processed
in such a way as to detect program ambiguities and functions failure errors.

6 Conclusion

Providing the above architecture with external classifier/analyzer to cluster trace
data, this system can work independently without requiring any operating system or
high-cost external architecture. Since the device is self-sufficient for tracing system
behavior and fulfills the criteria of the resource-constrained device, it can be consid-
ered a novelmethod to provide run-time security againstmalicious program injection,
or other program abnormality. It is also useful in detecting any error, process/part of
function failure or even system failure. This proposed work can be implemented in
industries on FPGA boards and is highly scalable according to requirements and cost
constraints. Fewmore functionality for wireless or routing applications can easily be
added and for cost-effective implementation, it can be designed with minimum com-
plexity without compromising with accuracy, precision, and reliability of the system.
This method is self-sufficient, reliable, and robust and has much-added advantages
over conventional cryptographic techniques.
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Performance Analysis of Comparator
for IoT Applications

Mansi Jhamb, Tejaswini Dhall and Tamish Verma

Abstract Wearable devices are a boon for uninterrupted real-time monitoring of
personal health. Cost, power consumption, and limited device dimensions are the
critical issues which need to be handled carefully while designing these battery-
powered devices. These devices involve high-end processors dedicated for complex
signal processing. The arithmetic units like comparators constitute the core of data
path and an addressing unit for these processors. This work exhaustively compares
the latest version of comparators pertaining to the application of low-power, high-
speed wearables. The analysis is performed using HSPICE environment at 90 nm
process technology. The critical path delay of the dynamic version turns out to be
17.63% less than static. The power consumption of static comparator is 66.66% less
as compared to dynamic counterpart.

Keywords Asynchronous · Comparators · Power · Delay · Layout area · Process
voltage temperature (PVT) · Complementary metal oxide semiconductor (CMOS)
Differential cascode voltage switch logic (DCVSL) · Integrated circuit (IC)

1 Introduction

The wireless body area network (WBAN) is a wireless sensor network support-
ing a wide range of latest wearable devices for healthcare and biomedical appli-
cations. These WBAN’s [IEEE 802.15.6] comprise sensors, batteries, transceivers,
and embedded DSP processor. The core of every digital signal processing is its data
path. Hence, designing an area–delay–power efficient system guarantees a high-end
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performance for wearable [1–5]. The comparator is the most commonly used appli-
cation in wearable technology [6]. A large conglomeration of algorithms that have
been implemented for comparison purposes [7–9]. The rapidly emerging IoT indus-
try strives for low-power, high-speed devices. Comparator acts as an indispensable
unit in the analog-to-digital conversion employed in wearables. These comparators
are primarily responsible for delay incurred and power consumption of ADC. A
high-speed, low-power comparator is highly desired to satisfy the power and delay
constraints of future wearables. This work exhaustively compares the latest version
of comparators [10, 11]. Asynchronous circuit design are inherently low power due
to the absence of a global synchronizing signal [12]. They offer high throughput and
are highly immune to PVT variations due to the absence of clock synchronization
[13]. Section 2 explains state-of-the-art comparator design. Section 3 explains and
compares the simulation and performance analysis of the static and dynamic adders.

2 Conventional Comparators

A comparator compares a given set of input entities, for example, X (X1, X2, X3…
Xn, etc.) is a given set that is to be compared with an unknown value such as Y (Y1,
Y2, Y3 …. Yn, etc.) and yields an output according to the result of comparison.

2.1 State-of-the-Art Comparators

For comparing a given pair of bits, Exclusive-NOR gates are employed for imple-
mentation of comparators. While comparing variables against or binary or BCD
values, the “magnitude” of the values, a logic “0” and logic “1” are shown.

A magnitude comparator with (X and Y) inputs of 1-bit will generate three com-
paring outputs as shown in Fig. 1 [14, 15].

Fig. 1 Basic comparator
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2.2 1-Bit Comparator

This combinational circuit comparing two input voltages; it is used inmostmicropro-
cessors and microcontrollers in the ALU (Arithmetic Logic Unit). It is also used in
oscillators, detectors and analog-to-digital converters (ADC). Thiswork exhaustively
compares the two latest versions of comparators, i.e., static and dynamic compara-
tors. It is the application which decides which of them will be employed. Figures 2
and 3 show a schematic of static and dynamic comparators [16, 17].

Using 1-bit comparator, we can also implement 3-bit comparator model. The
Fig. 4 shows the same.

3-bit comparator circuit works according to Eqs. (1)–(3)

GREATER � (
(A2 x or B2) + A′

1 + B1
)′
+

(
A′

2 + B2
)′

+
((
A′

2 x or B2
)
+ (A1 x or B1) + A′

0 + B2
)′

(1)

EQUAL � (A2 xnor B2) × (A1 xnor B1) × (A0 xnor B0) (2)

Fig. 2 Bit static comparator
circuit implemented using
DCVSL
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Fig. 3 1-bit dynamic comparator circuit implemented using domino logic

LESSER � (
(A2 xor B2) + A1 + B′

1

)′
+

(
A2 + B′

2

)′

+
(
(A2 xor B2) + (A1 xor B1) + A0 + B′

0

)′
. (3)

3 Performance Analysis of the Comparators

The asynchronous designs have inherently an advantage over synchronous coun-
terparts. The asynchronous devices consume less power and are quite faster. The
clockless system works according to the actual delays of the elements of the system.
In asynchronous implementation of the system, we have Tplh and Tphl which indicate
the time for processing the input when the output goes low to high and high to low.

The complete processing time for one cycle is given in Eq. 4.

Tpa � Tplh + Tphl (4)

where Tpa �processing time of the asynchronous device
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Fig. 4 3-bit comparator model

For synchronous devices, processing time taken for the cycle is given in Eq. 5.

Tps � Tplh + Tplh � 2Tplh (5)

where Tps �processing time of the synchronous device
The cycle time for asynchronous is less as compared to synchronous.

Tpa < Tps

Static power dissipation basically means the power dissipated during the steady-
state condition, whereas dynamic power dissipation means power dissipated during
transient state conditions. In static case, a transistor is either on or off as they are
not switching from one state to another hence power dissipated is less as compared
to dynamic circuits but practically there is a leakage current in static circuits even if
the transistor is off.

Whereas if we see dynamic circuit they are faster than static, this also improves
the transistor sizing. Since the dynamic circuit is implemented using domino logic
parasitic capacitances which are smaller and which further gives high operating
speed.

The spice level simulations were carried out on HSPICE using 90 nm TSMC
CMOS. All the designs were simulated with extracted wire and layout parasitic. In
order to satisfy the delay constraints, theMOSFETswithminimumsize are employed
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Table 1 Performance analysis of comparators

Implementation
style

Power (µw) Delay (ns) PDP (watt-s) Transistor count Layout area
(µm2)

Static 417.38 288.96 1204.632 25 174.138

Dynamic 848.32 199.63 1693.50 37 324.439
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Fig. 5 Power and delay comparison of static and dynamic circuits

in the design. Though increasing the transistor size improves our speed but it also
contributes to the increased power dissipation as the load capacitances increases.
Thus, we have used the minimum size of TSMC 90 nm CMOS process (W/L�
180/90 nm). Our results show that there exists a trade-off between delay and power
consumption. With the results, we may determine the maximum delay is observed
at minimum power consumption.

The performance analysis of static and dynamic comparators are shown in Table 1.
The power and delay of static and dynamic circuits are shown in Fig. 5.
The layout of static comparator is presented in Fig. 6.
The dynamic comparator’s layout is presented in Fig. 7.
After the physical layout designing, post-layout simulations are performed with

the extractions of parasitic. Layout design is a schematic of the integrated circuit(IC)
which depicts the accurate position of the PMOS and NMOS for fabrication. Layout
designs also tell about the area consumption of a circuit. Area of static circuit is
46.32% less as compared to dynamic circuit which shows that static comparators are
more superior in terms of area when compared to dynamic comparators.
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Fig. 6 Layout of static comparator

Fig. 7 Layout of dynamic comparator



508 M. Jhamb et al.

4 Conclusion

IoT, i.e., Internet of things is an amalgamation of software, communication network
and embedded devices. In IoT-based applications, the sensors are used to collect
and forward data to system through microcontroller for processing. These micro-
controllers use comparators for various computations. Dynamic comparator which
offers lesser delay are used in those systems where the time constant of sensor is
susceptible to changes in various physical parameters and the performance of the
control system depends on the feedback signal measured from the sensors. Also, IoT
applications require wireless, remote, or mobile solutions where lower power man-
agement is a major challenge. In such applications, static comparators can be used
in designing the system as they offer less power consumption. As IoT devices work
with timing and power constraints. It is the application which determines which of
the comparator needs to be employed in the design. The constraints of cost, power
consumption, and limited device dimensions are the critical issues which must be
handled carefully while designing these battery-powered devices. For low-power
applications, the static comparator is the preferred choice as it provides power sav-
ings up to 66.66%. For high-speed applications, the dynamic comparator is the most
suitable candidate as it provides speed gain by 17.63%.

5 Future Scope

We plan to further investigate the possibilities of comparators in low-power high-
speed wearable devices. By analyzing the relative performance metrics of static and
dynamic comparators, the results were obtained in this paper. We can draw some
indicative relations for the performance of low-power low-voltage comparators. The
existing topologies can be investigated with the topologies mentioned in the paper
for future work.
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Adiabatic Logic Based Full Adder Design
with Leakage Reduction Mechanisms

Dinesh Kumar and Manoj Kumar

Abstract In this paper, two-phase clocked adiabatic static CMOS logic (2PASCL),
stack effect, and body bias techniques have been used for the optimization of a full
adder. Based on the above techniques four designs of a full adder, A1 with adiabatic
logic, A2 with stack transistor, A3 with body bias, and A4 with stacking+body bias
have been implemented. The performance of optimized and existing designs has been
evaluated in 0.18 µm CMOS technology. The optimized designs show a significant
improvement in power delay product (PDP) in the range of (25.33 − 84.49)×10−24 J
for A1, (50.21 − 167.32) × 10−24 J for A2, (52.65 − 109.16) × 10−24 J for A3 and,
(36.00 − 81.56) × 10−24 J for A4 as compared to (76.14 − 254.03) × 10−24 J of
existing 1-bit hybrid full adder with a varying voltage range (1.2–2.8V), respectively.
Simulation results of optimized designs have been compared with the best reported
existing designs in literature and optimized designs outperform in terms of PDP with
temperature and voltage variations.

Keywords Adiabatic logic body bias · CMOS · Low power full adder
Power delay product · Stack effect

1 Introduction

Ultralarge-scale integrated circuits become the backbone of the modern electron-
ics industry. Portable electronic devices such as personal digital assistants (PDAs),
biomedical implantable devices, memories, and high-speed data processors demand
prolonged battery life. The demand for battery life for the aforementioned circuit
applications can be fulfilled by decreasing the power dissipation. As the feature size
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is decreasing day by day with scaling, the power performance of the system attracts
researches attention in both static and dynamic mode of operation. Power dissipa-
tion during an idle condition of the circuit is a major concern for researchers due to
increased leakages with improved scaling [1, 2]. Full adder has a great importance in
arithmetic and logic circuits which are the fundamental building blocks of modern
electronic systems. Therefore, the power–delay characteristic of full adder attracts
the researcher’s attention over the years [3]. Different types of full adderswith several
logic styles have been implemented in [4–8]. Each logic style has their importance
with some bottlenecks such as complementary pass transistor logic (CPL) shows
good voltage swing [5, 6]. However, the high transistor count (32) with a low power
delay product (PDP) makes it less impressive. Static complementary metal oxide
semiconductor (CMOS) based adder is robust against voltage scaling at the cost of
high input capacitance [9]. With these conventional designs transmission gate (TG)
based full adder [7, 8] is used to design logic circuits. For ultralow power applica-
tions, subthreshold adiabatic logic has been reported in [10]. Some adder designs
have been implemented with two or more logic style to increase power delay per-
formance and termed as hybrid logic style. Hybrid pass logic with static CMOS
output drive (HPSC) is used to design full adder [11]. In this paper, the problem of
increasing leakages with improved scaling has been addressed with the stacking of
transistors and body biasing techniques. A two-phase clocked adiabatic static CMOS
logic (2PASCL) [12] based X-NOR gate has been proposed. Use of adiabatic logic
promises the reduction in power without scaling. A 2PASCL X-NOR-based hybrid
1-bit full adder has been presented in this paper. The proposed designs have been
compared with existing hybrid 1-bit full adder design [13].

1.1 Fundamental Elements of Adder and Operation

A full adder fundamentally adds three input bits with two output bits as sum and
carry. Conventionally, a full adder comprised of three modules as shown in Fig. 1.
Two modules consist of X-OR/X-NOR gate and responsible for SUM output. In the
third module, generally, multiplexer is used for carry calculation. For a full adder let,
the three input bits are A, B, and, C. The logical expressions for output bits sum and
carry are given as follows.

1.2 Adiabatic Logic, Stack Effect, and Body Bias

The term adiabatic is associated with classical thermodynamics in which the state
transfer of a system takes place without loss or gain of heat. Conventionally in a
CMOS inverter, the total CV2

dd energy is required during the transition from the
supply. Half of this energy (1/2CV2

dd) is consumed by PMOS due to its ON state
resistance for charging the node capacitance up to the same level of energy (1/2CV2

dd ).
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Fig. 1 Full adder

Fig. 2 Stacking of
transistors

The stored energy in the node capacitance goes to the ground via NMOS during
discharging and wasted away. Adiabatic logic utilizes the stored energy by recycling
it back to the power supply which increases the power efficiency [12]. Stacking of
transistors is used where more than one transistor OFF in a path from the supply
voltage to ground. In this technique, two transistors are used instead of one with half
W/L of the original one and this combination reduces the leakage power dissipation
than a state with only one as shown in Fig. 2 [4]. Body bias technique affects the
threshold voltage by changing the source-bulk voltage according to the following
equation and reduces the leakages [4].

Vth � Vth0 + γ
(√|−2∅F + VSB | − √|−2∅F |

)
(1)

.

2 Proposed Designs

2.1 2PASCL X-NOR

In this work, a new eight-transistor X-NOR gate, which consists of 2PASCL-based
inverter for the implementation of full adder design has been proposed. Operation
of this X-NOR gate is based on the functioning of 2PASCL-based inverter, which is
demonstrated in Fig. 3. This comprised of two power supply clocks PC and PC with
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Fig. 3 a 2PASCL-based
Inverter b Power clock
supplies

two extra MOS transistors which function as diodes D1, D2. These MOS transistors
(D1,D2) help to recycle the stored energy from load capacitance. Power clock supplies
are complementary with the each other and the magnitude of both power clock
supplies is determined by (2) and (3) [8].

VPC � VDD

4
sin(ωt + θ) +

3

4
VDD (2)

VPC � VDD

4
sin(ωt + θ) +

1

4
VDD (3)

It is depicted in (2) and (3) that power performance will be improved with the
decreased node voltage difference as the magnitude of VPC is twice of VPC. In
the proposed design, split level clock supply is used which alleviates slow charg-
ing/discharging of load capacitance consequently minimizes the energy loss. The
functioning of this design can be explained in two steps, i.e., evaluation and hold.
During evaluation when output is low and pull-up network turns ON, the charging
of load capacitance CL takes place via PMOS and output goes HIGH. When the
output is high and pull-down network turns ON charge transfer takes place to VPC
via NMOS and D2. In the hold step, if the input is bound to be stable then there
will be no transition at the output node capacitance consequently, reduces switching
activity and results in decreased energy loss.

2.2 Results and Performance Evaluation

In this article, 0.18 µm CMOS technology has been used for the simulation of all
designs. The results of all designs have been compared and analyzed with varying
power supply and temperature. The new 2PASCL-based design of full adder which
consists of 20 transistors is shown in Fig. 4a. The stack transistors based full adder
design are illustrated in Fig. 4b. Body biasing with the stacking of transistors is given
in Fig. 4c. The design of the 1-bit hybrid full adder has been simulated for comparison
and shown in Fig. 4d.

Power and delay results have been given in Tables 1 and 3 with temperature and
supply voltages variations, respectively. The results of all designs in terms of PDP
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Fig. 4 Full adder designs, a A1, b A2, c A4, d Existing

have been computed with the help of Tables 1 and 3 and analyzed in Tables 2 and
4 with temperature and supply voltage variations respectively. The graph in Fig. 5
shows the performance in terms of PDP with existing designs with a temperature
range of 10–60 °C, whereas Fig. 6 showswith a supply voltage variation of 1.2–2.8V.

2.3 Comparison with Existing Designs

The new design which consists of 2PASCL has been compared with the existing
design of 1-bit hybrid full adder reported in [13]. Power delay characteristics of this
reported design [13] show better performance as compared to other designswhich are
reported in the literature earlier. Therefore, it is obvious that our proposed designs
perform better as compared to existing designs. Table 5 shows the comparison in
terms of power delay characteristics.
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Table 1 Power (pW) and delay (pS) comparison at varying temperature

Adiabatic
(A1)

Stacking
(A2)

Body biasing
(A3)

Stacking+
body biasing
(A4)

Existing

Temperature
(°C)

Power Delay Power Delay Power Delay Power Delay Power Delay

10 47.33 0.72 85.26 0.60 63.94 0.94 66.14 0.62 93.26 0.88

15 52.68 0.73 95.15 0.60 65.93 0.95 68.11 0.63 105.18 0.90

20 59.15 0.75 107.06 0.61 68.39 0.97 70.53 0.64 119.50 0.91

25 66.93 0.76 121.30 0.62 71.43 0.98 73.54 0.65 136.63 0.93

30 76.28 0.79 138.28 0.64 75.24 1.01 77.30 0.66 157.01 0.95

35 87.53 0.82 158.52 0.65 80.08 1.04 82.13 0.68 181.22 0.98

40 101.13 0.86 182.71 0.67 86.44 1.07 88.55 0.70 210.01 1.02

45 117.84 0.91 211.89 0.70 95.18 1.12 97.52 0.73 244.45 1.06

50 138.86 0.96 247.70 0.74 107.87 1.18 110.82 0.76 286.15 1.11

55 166.30 1.01 292.87 0.77 127.38 1.24 131.70 0.81 337.18 1.16

60 203.85 1.06 352.09 0.89 158.95 1.30 166.13 0.84 403.80 1.21

Table 2 PDP (J×10−24) comparison at varying temperature

Temperature
(°C)

Adiabatic
(A1)

Stacking
(A2)

Body
biasing(A3)

Stacking+
body biasing
(A4)

Existing

10 34.22 51.24 60.23 41.60 82.91

15 38.72 57.85 62.90 43.25 95.08

20 44.36 65.95 66.34 45.35 109.70

25 51.47 76.06 70.64 48.02 127.75

30 60.64 88.50 76.22 51.48 150.42

35 72.39 103.99 83.28 56.09 178.50

40 87.68 123.88 93.10 62.43 214.42

45 108.18 149.59 106.98 71.48 260.33

50 133.58 183.30 127.29 85.11 319.92

55 168.30 226.10 158.08 106.68 392.48

60 217.30 315.82 207.75 140.55 489.41

2.4 Waveforms

The waveform of all three-bit combinations used as input for full adder and output
(sum and carry) of simulated designs is shown in Fig. 7. It is evident from the
waveform that the proposed designs are functioning properly with output voltage
level, above 0.929 V for high logic and below 0.565 V for low logic, which is
considerable for adiabatic logic based designs for digital switching as reported in the
literature.
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Table 3 Power (pW) and delay (pS) comparison with supply voltage variation (V)*

Adiabatic
(A1)

Stacking
(A2)

Body biasing
(A4)

Stacking+
body biasing
(A4)

Existing

(V)* Power Delay Power Power Delay Delay Power Delay Power Delay

1.2 32.48 0.78 55.73 0.90 36.64 1.43 38.34 0.93 62.41 1.22

1.3 43.16 0.76 65.18 0.84 41.69 1.38 43.46 0.86 73.10 1.20

1.4 43.22 0.75 75.57 0.80 47.12 1.31 48.96 0.83 84.89 1.18

1.5 43.29 0.74 86.96 0.75 52.95 1.22 54.85 0.78 97.83 1.13

1.6 55.83 0.74 99.41 0.70 59.17 1.14 61.44 0.75 112.05 1.06

1.7 62.89 0.73 112.98 0.66 65.81 1.08 67.83 0.69 127.48 0.99

1.8 70.47 0.73 127.74 0.63 72.85 0.99 74.94 0.65 144.36 0.94

1.9 78.61 0.72 143.76 0.60 80.32 0.94 82.46 0.62 162.72 0.89

2.0 87.33 0.68 161.14 0.57 88.22 0.83 90.41 0.59 182.66 0.81

2.1 96.59 0.64 179.96 0.55 96.56 0.81 98.80 0.57 204.29 0.77

2.2 106.57 0.60 200.30 0.53 105.35 0.77 107.64 0.55 227.70 0.73

2.3 117.24 0.57 222.27 0.52 114.61 0.75 116.93 0.54 253.03 0.70

2.4 128.47 0.54 245.98 0.50 124.33 0.72 126.69 0.52 280.40 0.70

2.5 140.57 0.52 271.54 0.49 134.54 0.70 136.92 0.51 309.93 0.66

2.6 153.37 0.50 299.07 0.48 145.25 0.68 147.65 0.49 341.78 0.64

2.7 166.95 0.48 328.71 0.47 156.47 0.66 158.88 0.48 376.11 0.63

2.8 181.30 0.46 360.60 0.46 168.20 0.64 170.62 0.47 413.06 0.61
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Fig. 5 Comparison of PDP at varying temperature
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Table 4 PDP (J×10−24) comparison at varying supply voltage

Supply
voltage (V)

Adiabatic
(A1)

Stacking
(A2)

Body biasing
(A3)

Stacking with
body biasing
(A4)

Existing

1.2 25.33 50.21 52.65 36.00 76.14

1.3 32.97 54.82 57.62 37.59 87.79

1.4 32.76 60.83 61.96 40.78 100.34

1.5 32.29 65.31 64.70 42.78 110.94

1.6 41.37 69.79 67.81 46.26 119.22

1.7 46.41 75.02 71.07 47.07 126.72

1.8 51.58 80.73 72.56 49.39 136.28

1.9 57.31 86.83 75.74 51.87 145.80

2.0 59.73 92.82 73.84 54.16 149.60

2.1 61.91 99.88 78.21 57.01 157.92

2.2 64.58 107.56 81.96 60.06 167.59

2.3 67.30 115.80 85.96 63.14 179.40

2.4 70.14 124.47 90.26 66.51 196.84

2.5 73.38 134.14 94.72 69.83 206.10

2.6 76.99 144.45 99.50 73.53 220.79

2.7 80.64 155.48 104.05 77.37 236.95

2.8 84.49 167.32 109.16 81.56 254.03
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Fig. 6 Comparison of PDP voltage variation
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Table 5 Comparison with
existing designs at the 1.8 V
supply voltage

Technology (µm) PDP(J) Design

0.18 51.58× 10−24 Adiabatic(A1)

0.18 80.73× 10−24 Stacking(A2)

0.18 72.56 × 10−24 Body biasing(A3)

0.18 49.39 × 10−24 Stacking + body
biasing(A4)

0.18 136.28 × 10−24 Existing [13]

Fig. 7 Waveforms of a All three-bit combinations as input, carry and sum of a full adder, with b
2PASCL, c Stack+body bias, d Existing

3 Conclusion

With the consideration of limitations of scaling a new design of full adder using
2PASCL has been reported in this paper. The optimized designs show improved
PDP of 51.58 × 10−24J for A1, 80.73 × 10−24J for A2, 72.56 × 10−24J for A3,
and 49.39 × 10−24J for A4 as compared to 136.28 × 10−24J of 1-bit hybrid full
adder with a supply voltage 1.8 V, respectively. The implemented designs outperform
in terms of PDP at stringent temperatures conditions. The improved performance
of implemented designs as compared to the existing designs makes them a better
candidate for low-power applications.
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IP Protection of Sequential Circuits
Using Added States Watermark
with Property Implantation

Ankur Bhardwaj and Shamim Akhter

Abstract Watermarking is a technique which is used to verify the source of creation
of a signal which may be in the form of an image, text, or video. There are many
techniques forwatermarking an intellectual property (IP)with theirmerits anddemer-
its. In this paper, a watermarking algorithm is proposed for finite state machines by
employing both properties implantingwatermarking technique and extra added states
watermarking technique in a combined way. This improves the security of intellec-
tual property of a designer. Simulations and synthesis of state transition graph (STG)
of FSM are performed on Xilinx ISE tool using Verilog HDL.

Keywords Watermarking · Finite state machines · Intellectual property
State transition graph

1 Introduction

Simulation of circuit designs for checking the execution of the circuit and verifying
its functionality before actual synthesis of the circuit has become very useful for
designers. At the same time, the availability of such simulation tools has provided a
way for the attackers to tamper or attack the intellectual property of a designer. So
there must be a way to protect the interest of an IP maker who gave time and put
efforts to develop and implement an original design. Watermarking is used to verify
the source of creation of a signal which may be in the form of an image, text, or
video. A watermarking algorithm protects the original design from various attacks
and provides a way to prove the authenticity and source of its creation in court of
law.
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Almost every digital design used nowadays has some memory and a combina-
tional logic like sequential and Finite State Machines (FSM) [1] are inherent part
of the design. The FSM is represented with the help of a STG which shows all the
states and transitions to and from each state. There are many watermarking algo-
rithm for IP Protection of FSM. Oliviera uses a technique in which the watermark
is embedded without affecting the functionality of the FSM [2]. This algorithm was
used to watermark a sequence detector [3]. The problem with this technique is the
usage of too many redundant states. Another issue is that anyone can use the design
freely without any authorization. Lin Yuan et al. proposed a strategy in which extra
watermarking states are added before the original FSM. Each state is associated with
an input and output sequence as. This sequence is provided as a key to the client to
use the FSM. If the client redistributes that key, then it is not possible to stop the
unauthorized use of the design. Another algorithm uses a counter instead of adding
extra states to the FSM [4]. The watermarking sequence is extracted from the inputs
that are provided to the original FSM and a counter is attached to the state which is
reached when we input the watermarking sequence. The counter gives a high value
when the watermarking sequence is inputted for a certain number of times. This
algorithm does not explain the case in which there are more than one path to reach
a particular state. A complete survey of various watermarking techniques of FSM is
given in literature [5].

In this paper, an algorithm is proposed which uses both property implanting tech-
nique [2] and added states technique [3]. Two signatures are embedded in the circuit.
Out of two, one signature will be made public, in order to use the circuit and the
other signature will be kept private. Paper is divided into four sections. Section 1
explains the watermarking techniques use in FSM. Section 2 explains the proposed
algorithm. Simulation results and synthesis report are explained in Sects. 3 and 4
give the conclusion.

2 Watermarking in FSM

Consider a FSM of a sequence detector which detects a sequence “11011” (Fig. 1).
The following techniques have been used on the proposed algorithm:

2.1 Property Implanting Watermarking [2]

In this technique, all the states of original FSM with Q states are copied to make
a duplicate FSM with V states. Now both original and copied FSM are linked by
adding few extra watermarking states {r1, r2, r3} which are traversed only when we
input a certain signature sequence as shown in Fig. 2. The strength of watermark can
be increased by increasing the length of signature, to check the authenticity, the IP
owner needs to input the signature at the initial state of the FSM. If all the R states are
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Fig. 1 STG of 5-bit sequence detector for the input 11011

Fig. 2 STG of watermarked sequence detector with signature sequence 101

traversed, a detector circuit will provide a high value and the rightful ownership will
be proved. The detector circuit consists of a counter which takes the state variable
as input.

The technique suggested by Lin Yuan et al. is divided into two algorithms, namely
Front-Added Watermarked States (FAWS) and Back-Added Watermarked States
(BAWS) [1].
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2.2 Front-Included Watermarked States (FAWS)

In this algorithm, extraW states are added before the initial state of the original FSM
(Fig. 3.). These states are associated with a certain input/output pair, {0000/001,
1000/011, 0111/101, 0110/111}. This sequence acts as key which must be proved to
the client. The client needs to enter this key then only the functionality of FSM can
be accessed.

2.3 Back-Added Watermarked States (BAWS)

In this algorithm instead of adding states in front of the original FSM,Wwatermark-
ing states are added between the original states and we duplicate the state which is
reached after we input the final bit of the input sequence. In this case we copied w5
whose original state is q0. Now, these watermarking states are added to the original
states using watermarking input/output pair (Fig. 4).

The key must be given to client to working of FSM. However, the client cannot
be trusted, as he may share the code to other designers and IP of the maker can be
re-utilized without consent. Then again, property embedding strategy keeps our IP
ensured, however, anybody can utilize the FSM usefulness.

Fig. 3 STG of watermarked sequence detector using FAWS

Fig. 4 STG of watermarked sequence detector using BAWS
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3 Proposed Algorithm

The proposed model is basically a “dual security lock” in which the owner embeds
two keys, in order to protect the STG. One key is made public—in order to use the
STG and get the desired output, whereas one key is kept private in order to prove its
ownership at the times of need.

Property Implanting with FAWS

This algorithm uses both properties of implanting algorithm and FAWS algorithm.
Because of this, the FSM becomes protected by a public key due to FAWS and a
private key due to property implanting as shown in Fig. 5. In the similar way we can
use a combination of BAWS with property implanting technique and the results will
be same as shown in Fig. 6.

Fig. 5 STG of proposed sequence detector using FAWS

Fig. 6 STG of proposed sequence detector using BAWS
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4 Results

The simulation and synthesis are done using Verilog HDL in Xilinx ISE 6.1i EDA
tool with its synthesis tool IST and Modelsim 5.4a simulator.

Figure 7 shows the normal operation of a sequence detector without watermark.
Figure 8 shows the FAWS technique applied to the sequence detector the key used

here is {0010/001, 1000/011, 0111/101, 0110/111}.
Figure 9 shows the output using the proposed algorithm. As it can be seen from

all the simulation results that there is no change in the original functionality of the
sequence detector.

As we can see from the synthesis results as shown in Table 1. The number of
hardware utilized is more in the case of proposed algorithm as compared to previous
algorithms at the cost of better security.

Fig. 7 Sequence 11011 without watermark

Fig. 8 Front-included Watermarked States (FAWS)
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Fig. 9 FAWS watermarking with property implanting

Table 1 Comparison of synthesis results

Parameters Without watermark FAWS algorithm Proposed algorithm

IOs 6 19 21

Cell usage (BELs) 13 48 64

Flip flops/latches used 6 20 24

Clock buffers 1 2 2

IO buffers 5 17 19

IBUF 4 5 5

OBUF 1 12 14

5 Conclusion

Theproposed calculation is better as far as security but it utilizedmore hardwarewhen
compared with other algorithms. There is no change in the original functionality of
a sequence detector and the IP owner can protect his IP using the advantage of both
licence key using FAWS or BAWS and private signature using property implanting
algorithm using the proposed technique.

References

1. Nguyen, K.-H., Hoang, T.-T., Bui, T.-T.: An FSM based IP protection technique using added
watermaked states. In: The 2013 International Conference on Advanced Technologies for Com-
munications (ATC’13), pp. 218–723

2. Oliveira, A.L.: Techniques for the creation of digital watermarks in sequential circuit design.
IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst. 20(9) (2001)

3. Shaila, S., Nandgawe, P.S.: Intellectual property protection of sequential circuits using digital
watermarking. In: First International Conference on Industrial and Information Systems, ICIIS
2006, 8–11 Aug 2006, Sri Lanka



528 A. Bhardwaj and S. Akhter

4. Malik, S.: Counter based approach to intellectual property protection in sequential circuits and
comparison with existing approach. In: 2014 International Conference on Circuits, Systems,
Communication and Information Technology Applications (CSCITA), pp. 48–53 (2014)

5. Abdel-Hamid, A.T., Tahar, S., Aboulhamid, E.M.: IP watermarking techniques- survey and
comparison. In: Proceedings of the 3rd IEEE International Workshop on System-on-Chip for
Real-Time Applications, Calgary, Alta., Canada, pp. 60–65, July 2003



Design of Low Power and High-Speed
CMOS Phase Frequency Detector
for a PLL

Nitin Kumar and Manoj Kumar

Abstract High-performance phase frequency detector (PFD) is an integral part of
the high-speed phase-locked loop (PLL), and their characteristics have a great impact
on the performance of PLL system. The demand for the decreasing of power dissipa-
tion in CMOS design is amajor challenge to optimize the circuit power consumption.
In this paper, the concept of low power techniques namely, stacking and body bias
have been utilized for the implementation of the proposed CMOS PFD for high-
frequency applications. All the results related to the proposed designs have been
obtained using TSMC 0.18 μm CMOS process. The proposed PFD design shows a
remarkable reduction in power dissipation up to 172.670 pW which is significantly
lower than the conventional PFD. Simulation results also show that the proposed
design has wider operating frequency of 1 GHz, making it a suitable circuit for
high-performance PLL systems.

Keywords Body bias · CMOS · LCNT · Phase frequency detector
Phase-locked loop · Stack effect

1 Introduction

In recent years, increasing growth in CMOS technology has led to enhancing the
demand for low power and high-speed circuits. Low power circuit design is the
backbone to extend the battery life. There are three dominant sources of power
dissipation in a MOS device, which are responsible for the draining of battery.
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Fig. 1 Simplified model of a
PFD

PT � PD + PSC + PL (1)

PT is the total power dissipationwhich takes place inCMOSduring the operation. The
first component takes place during dynamic switching of the power supply (PD), sec-
ond is due to short circuit or by the formation of low impedance path between power
and ground rails (PSC), and third is due to leakage currents (PL). The leakage current
is the dominant part of the total power dissipation as MOS geometry size is scaled
down [1]. Scaling of the device size, increases the leakage power due to the reduction
of threshold voltage. In this paper, leakage control NMOS transistor (LCNT), stack-
ing and body biasing techniques are used to reduce the leakage power dissipation.
Phase-locked loop (PLL) is the essential block of the modern communication sys-
tem. It is widely used in the generation of radio frequencies, data recovery circuits,
clock generation and clock synchronization circuit for various high-speed digital and
mobile communication systems [2]. The phase frequency detector is the key module
of the PLL system. A PFD compares the phase difference between input reference
signal and the output signal of PLL. PFD generates either UP signal or DOWN sig-
nal depending upon the phase difference between the reference signal (REF) and
PLL output signal (BACK) is shown in Fig. 1. Here, ΔΦ shows the phase variation
between the reference signal, ΦREF and the feedback signal, ΦBACK as per (2)

�φ � φREF − φBACK (2)

The phase frequency detector produces an output signal VPD by multiplying the
phase error ΔΦ with the gain KPD of PFD.

VPD � KPD �φ (3)
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The phase detector can be categorized into different types according to its func-
tion and realization: sinusoidal, combinational, and sequential. Phase recognition
interval in the sinusoidal PFD is (−π/2 to π/2) where it operates as a multiplier [3].
Analog multiplier has high speed of operation as compared with other implementa-
tions nevertheless it suffers from large power consumption. The combinational phase
detector has difficulty in detecting the small phase difference between rising/falling
edge of REF and BACK signal and suffers from dead zone problem. PLL locks in
incorrect phase due to this problem. Sequential PFD has a memory element, and
generally used in PLL structure, mainly in frequency synthesis as compared to the
combinational phase detector. Sequential PFD has larger input range which enables
increasing of locking speed and acquisition range [4]. Sequential PFDs can be con-
structed with the help of digital circuits and operate with binary input waveform.
Hence, they are recognized as digital PFD. In order to reduce the circuit complex-
ity, reduce the power consumption and increase the operating frequency, numerous
design techniques have been reported [5–10]. Here, a new design of PFD is proposed
which shows low power dissipation and can able to operate at higher frequencies.
The major challenge in the design of PFD is to obtain high operating frequency with
minimum power dissipation. The overall power consumption of PLL can be reduced
mainly by minimizing the power consumption in PFD circuit.

The rest of the paper is structured as follows. Section 2 presents the design descrip-
tion of the conventional and proposedPFD. Simulation results and design comparison
of different PFDs are given in Sect. 3. Section 4 summarizes the conclusion of this
work.

2 Design Description of Phase Frequency Detector

2.1 Design of Conventional PFD

The conventional phase frequency detector constructs with two identical building
blocks having no feedback path are shown in Fig. 2. Each building block of PFD is
consists of two stages, p-precharge and n-precharge, attached in cascade driven by
a CMOS inverter stage produces an output DOWN and UP signal. The working of
conventional PFD is very simple. When input REF and the BACK signal is low, the
node Q1 is connected to Vdd throughM1 andM2 in down block and charge node Q1

to Vdd . The charge at nodeQ1 turn offM4 and turn onM6; this prevents the nodeQ11

charging and discharging. The DOWN signal maintains the previous value. When
input REF signal is low and BACK signal is high then the Q11 node connected to
ground through M5 and M6 and pulled up the DOWN signal. When the REF input
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Fig. 2 Schematic of conventional PFD [4] a down block b up block

signal is high and the BACK signal is low and high, then the node Q11 charge to Vdd

and pulled down the DOWN signal. Similar to DOWN block, UP block will also
perform its operation.

2.2 Design of Conventional PFD with LCNT Approach

The conventional PFDwith LCNT technique is shown in Fig. 3. TheLCNT technique
is a circuit level approach for reducing the leakage current in CMOS logic gate [11].
This technique uses two NMOS transistor connected in series between pull up and
pull down network. The gate terminal of two NMOS leakage control transistor LCT1

and LCT2 for DOWN signal as well LCT3 and LCT4 for UP signal are connected to
output terminal shown in Fig. 3a, b. The output node voltage controls the switching
of both the leakage control NMOS transistor. When node Q11 charged to Vdd in
DOWN block,M7 is turned OFF in pull up network andM8 are turned ON in pulled
down network. Therefore, both NMOS LCT1 and LCT2 enters into their cut off
region and offering high resistance to any leakage current that would flow from pull
up to pull down network and reduce the leakage current. When node Q11 discharged
through M5 and M6 , M7 is turned ON in pull up network and, M8 are turned OFF
in pulled down network. As a result, both NMOS LCT1 and LCT2 turned ON, so
there is twice Vth drop which will cause a reduced voltage in the path from output
node to ground. Moreover, the M8 transistor is offered more resistance and hence
substantially minimizes the leakage current. UP block will also perform a similar
operation as DOWN block.
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Fig. 3 Schematic of conventional PFD using LCNT a down block b up block

Fig. 4 Schematic of conventional PFD using NMOS stacking a down block b up block

2.3 Design of Conventional PFD with NMOS Stacking

The conventional PFD with NMOS stacking technique is shown in Fig. 4. Transistor
NS1,NS2,NS3 are connected in series withM3,M6 andM8 in DOWN block whereas
NS4,NS5,NS6 are added in series withM11,M14 andM16 in UP block to perform the
stacking operation. Stacking mechanism is used where more than one transistor OFF
in a path from supply voltage to ground. This technique reduces the subthreshold
leakage currents when two transistors are used instead of one with half (W/L) of the
original one [12].
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2.4 Design of Conventional PFD with NMOS Body Biasing

The conventional PFDwithNMOS body biasing is shown in Fig. 5. There are various
approaches to increase Vth, increase the gate oxide thickness, increase the doping
concentration and apply reverse body bias voltage. Increasing the Vth is one of the
effective techniques to decrease the leakage current. Reverse body bias voltage (Vss)
applied onM3,M6 andM8 inDOWNblock, whereasM11,M14, andM16 inUP block.
Reverse body bias voltage (Vss �−0.5 V) widens the substrate depletion region and
increases the threshold voltage [13] as per (4), resulting reduces the subthreshold
leakage currents.

Vth � Vtho + γ
(√|−2φF + Vss | − √|−2φF |

)
(4)

Fig. 5 Schematic of conventional PFD using NMOS body biasing a down block b up block

Fig. 6 Schematic of proposed PFD using NMOS stacking with body biasing a down block b up
block
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Table 1 Transistor sizing of MOS devices with L�0.18 μm

Device name Conventional
PFD width
(μm)

Conventional
PFD with
LCNT width
(μm)

Conventional
PFD with
stacking
width (μm)

Conventional
PFD with
body biasing
width (μm)

Proposed PFD
with both
stacking and
body biasing
(hybrid) width
(μm)

M1, M2 1.0, 1.0 1.0, 1.0 1.0, 1.0 1.0, 1.0 1.0, 1.0

M3, M4 0.5, 1.0 0.5, 1.0 0.25, 1.0 0.5, 1.0 0.25, 1.0

M5, M6 0.5, 0.5 0.5, 0.5 0.5, 0.25 0.5, 0.5 0.5, 0.25

M7, M8 1.0, 0.5 1.0, 0.5 1.0, 0.25 1.0, 0.5 1.0, 0.25

M9, M10 1.0, 1.0 1.0, 1.0 1.0, 1.0 1.0, 1.0 1.0, 1.0

M11, M12 0.5, 1.0 0.5, 1.0 0.25, 1.0 0.5, 1.0 0.25, 1.0

M13, M14 0.5, 0.5 0.5, 0.5 0.5, 0.25 0.5, 0.5 0.5, 0.25

M15, M16 1.0, 0.5 1.0, 0.5 1.0, 0.25 1.0, 0.5 1.0, 0.25

LCT1, LCT2 – 0.5, 0.5 – – –

LCT1, LCT2 – 0.5, 0.5 – – –

NS1, NS2,
NS3

– – 0.25, 0.25,
0.25

– 0.25, 0.25,
0.25

NS4, NS5,
NS6

– – 0.25, 0.25,
0.25

– 0.25, 0.25,
0.25

2.5 Design of Proposed PFD with NMOS Stacking and Body
Biasing (Hybrid)

In the proposed PFD, NMOS stacking and body biasing technique is applied simul-
taneously which is shown in Fig. 6. The operation of proposed PFD is similar to
conventional PFD. Both stacking and body biasing technique in a circuit reduces
the more subthreshold leakage currents as compare to a single one, as a result, the
proposed PFD has power dissipation in pW.

2.6 Sizing of Transistor

The aspect ratio of the MOS devices has been optimized for achieving the low power
dissipation. Table 1 shows the optimized W/L ratio where channel length has been
fixed at 0.18 μm
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Table 2 Power consumption of conventional and proposed PFD designs at different Vdd

Vdd (V) Conventional
PFD (μW)

Conventional
PFD with
LCNT (μW)

Conventional
PFD with
stacking
(μW)

Conventional
PFD with
body biasing
(μW)

Proposed
work (PFD
with both
stacking and
body biasing)
(pW)

1.70 1.053 0.785 0.229 0.112 130.286

1.72 1.281 0.954 0.278 0.134 137.235

1.74 1.557 1.156 0.336 0.160 144.848

1.76 1.887 1.399 0.405 0.192 153.248

1.78 2.282 1.689 0.489 0.229 162.451

1.80 2.754 2.036 0.588 0.273 172.670

1.82 3.316 2.449 0.707 0.325 184.018

1.84 3.982 2.939 0.848 0.387 196.657

1.86 4.470 3.519 1.016 0.459 210.776

1.88 5.696 4.203 1.215 0.545 226.587

1.90 6.780 5.006 1.449 0.646 244.333

1.92 8.044 5.946 1.725 0.765 264.291

1.94 9.510 7.039 2.048 0.905 286.772

1.96 11.200 8.306 2.425 1.069 312.127

1.98 13.138 9.766 2.862 1.260 340.753

2.00 15.347 11.440 3.368 1.484 373.107

3 Result and Discussions

In this paper, the proposed and conventional PFD designs have been simulated in
0.18 μm CMOS technology. These designs preserve the circuit stability when oper-
ating at low as well as high reference input frequency. Table 2 shows the simulation
results of all designs in terms of power consumption when reference input frequency
at 1 GHz. The conventional PFD, conventional PFD with LCNT, conventional PFD
with stacking, conventional PFDwith body bias and proposed PFD design consumes
power [1.053–15.347] μW, [0.785–11.440] μW, [0.229–3.368] μW, [0.112–1.484]
μW and [130.286–373.107] pW, respectively. The graph in Fig. 7 shows the com-
parison of power dissipation with existing design at supply voltage of 1.7–2.0 V. The
output waveform of conventional and proposed designs have been analyzed in Fig. 8.
All the waveforms have been analyzed at Vdd �1.8 V and f =1 GHz The proposed
design has been compared with conventional PFD with different techniques, shows
better performance in terms of power consumption.
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Fig. 7 Variation in power dissipation with supply voltage

4 Conclusion

In this paper, leakage control NMOS transistor (LCNT), stacking effect, and body
bias techniques have been utilized to design the proposed PFD in order to reduce
the power consumption. The results of conventional and proposed design have been
obtained in TSMC 0.18 μm CMOS technology. The conventional PFD designs with
LCNT, NMOS stacking, NMOS body bias and proposed PFD with NMOS stacking
and body bias approaches consumes power 2.036 μW, 0.588 μW, 0.273 μW and
172.670 pW, respectively, with Vdd 1.8 V and reference input frequency of 1 GHz.
The result of proposed design has been compared with conventional PFDs with
different approaches, demonstrate the significantly improved power consumption
performance, and suitable for high-performance PLL system.
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(a) Conventional PFD (i) DOWN signal (ii) UP and DOWN signal

(b) Conventional PFD with LCNT        

(i)

(ii)

Fig. 8 Output waveforms of phase frequency detectors at Vdd �1.8 V and f=1 GHz
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(c) Conventional PFD with NMOS stacking

(d) Conventional PFD with NMOS Body biasing 

(e) Proposed PFD with NMOS stacking & body biasing (Hybrid)

Fig. 8 (continued)
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Comparative Analysis of Standard 9T
SRAM with the Proposed Low-Power 9T
SRAM

Balraj Singh, Mukesh Kumar and Jagpal Singh Ubhi

Abstract This paper presents a novel 9TSRAM(static random-accessmemory) cell
design with reduced leakage power and high performance. The design makes use of
a sleep transistor so as to curtail the leakage power by eliminating the formation of
a direct connection between the supply voltage (VDD) and ground. The results are
compared with existing 9T SRAM cell with the same transistor sizing and parameter
variations. The designed SRAM cell has decoupled read and write operations and is
simulated using Cadence at 45 nmCMOS technology. At 0.8 V, the proposed cell has
an improvement of 31.78% and 73.66% respectively in dynamic and static powers
when compared with the reported 9T SRAM cell. Also, nearly 36% improvement in
power delay product (PDP) is achieved with the proposed design.

Keywords SRAM · Leakage power dissipation · Dynamic power · Static power
Transistor sizing · PDP

1 Introduction

In earlier times, the major challenges for the VLSI designer were area, performance,
cost, and power consumption. In recent years, however, power consumption is being
given comparable weight to area and speed considerations. With the technological
developments, Moore’s law has led to a much smaller integrated circuit technology.
Amid the shrinking of the technology, the performance of the integrated circuits is
enhanced but this improved performance comes with the cost of increases in leak-
age power, process variation, and power density. Today, most of the power systems
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require high performance when in active state while a very low leakage when in
idle/hold state [1]. It is important to note that the power dissipation parameters and
some other parameters like propagation delay and PDP (Power Delay Product), all
are interrelated. An improvement in one parameter leads to the degradation of other
parameters [2]. The motivations for reducing power consumption differ from appli-
cation to application and circuit to circuit. Downscaling and lower voltage activity
are the most critical and supportive approaches to accomplish the low power and
superior CMOS logic. Despite the way that the pattern of contracting gate length
is exceptionally forceful nowadays and there are a few difficulties associated with
having low power activity with gadgets having small dimensions.

An attempt with CMOS technology is used to observe the performance of NAND
and NOR gate and conclude NAND gate has more advantages over NOR gate. Static
power dissipation is 55.73% less, also having less area and less access time for
NAND gate [3]. SRAM is primary memory block implemented in high-performance
processors because of its compatibility with the logic. In fact, the biggest area in
modern silicon on the chip is possessed with SRAM [4, 5]. SRAM has a vital role in
ADC, cachememory, camera, electronic toys,mobile phone, etc. Themain advantage
of SRAM is that it need not refresh data periodically [6]. The outline of low-power
SRAM is itself amonstrous test tomanage. Further, scaling and the process variations
are huge snags to lowpower SRAMoutline.As the supply voltage diminishes, SRAM
must be consistent with the working conditions. However, with low-voltage task in
SRAM, designers need to confront a few difficulties like process variations, bit cell
stability, detecting and dependability of the entire memory. The upside of SRAM is
the low power utilization, yet to configuration low power, planner needs to deal with
the area and performance trade-off. For enhancing these areas and execution metrics,
additionally makes a challenge to manage leakage current.

ANovel 9TSRAMcell is proposedwith less leakage power andhigh performance.
The measurement results of this cell are compared with the standard 9T SRAM cell
and concluded it is 31.78% and 73.66% efficient for static power and dynamic power
dissipation, respectively.

This paper is sorted out into following segments: Segment I enrolls a short pre-
sentation of past work done. Segment II has a talk on the activity of existing 9T
SRAM cell. Segment III has centered around the operation of proposed 9T SRAM
cell. In segment IV, simulated results are discussed along with graphs. Segment V
has the comparison of results of novel 9TSRAM with existing. Segment VI has the
conclusion of the paper.

2 Existing 9T SRAM Cell

First, the schematic of 9T SRAM cell with transistors sized for 45 nm CMOS tech-
nology is shown in Fig. 1. The SRAM can be thought as consisting of two parts
namely upper subsystem and lower subsystem [7].
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Fig. 1 Schematic of the standard 9T SRAM cell [8]

The upper subsystem is basically a six transistor (6T) conventional SRAM cell
consisting of four NMOS transistors from NM0 through NM3 and two PMOS tran-
sistors shown as PM0 and PM1 in Figure. The access transistors, named as NM2
and NM3, are controlled by the same word line (WL). The lower subsystem of the
9T SRAM cell consists of transistors NM4 through NM6, in which, NM4 and NM5
transistors act as access transistors for bit lines while transistor NM6 act as the read
access transistor. The data stored in the cell control the operations of NM4 and NM5
transistors and a separate read line (RL) signal controls the transistor NM6. The
gate of this NM6 transistor can also be connected to the WL instead of connecting a
separate RL signal.

Operations of the Cell:

When write operation is performed, WL signal transitions are made HIGH while
RL is kept LOW making NM6 OFF, the two access transistors NM2 and NM3 are
turned ON. If one wishes to write bit ‘0’ to node Q, then BL is discharged while BLB
is charged. Bit ‘0’ is stored in the SRAM cell through NM2. To write ‘1’ at Q, the
operations at BL and BLB are reversed, i.e., BL is charged and BLB is discharged.

While performing Read operation, RL is made to go HIGH and maintaining WL
at LOWcausing NM6ON andNM2 andNM3 transistors OFF. If stores a ‘1’ then BL
is discharged through NM4 and NM6 and if QB stores a ‘1’ then BLB is discharged
through NM5 and NM6. Since during the Read it is seen from the operation that
accesses transistors NM2 and NM3 are in cut off, the storage nodes Q and QB are
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Fig. 2 Schematic of proposed 9T SRAM cell

totally segregated from the bit lines. The read stability of this conventional 9T SRAM
cell is improved compared to that of standard 6T SRAM cell as the voltage of the
node which stores ‘0’ is stringently kept at the ground during a read operation which
is not so in case of standard 6T SRAM cell [7].

3 Proposed 9T SRAM Cell

The schematic of the proposed SRAM cell is shown in Fig. 2 which is supposed to
be split into two parts: left sub-circuit of the SRAM cell consists of a traditional 6T
SRAM cell with a sleep transistor at the bottom through which the cell is grounded.
The right sub-circuit of the proposed cell consisting of two transistors used for Read
operation.

In this 9T SRAM cell, read and write are controlled by separate devices within
the cell as the two operations are entirely decoupled [9]. The transitions of the read
word line (RWL) decide the read operation of the proposed cell. NM3 and NM4 act
as the write access transistors which are guarded by the column based write word line
(WWL) whose transitions control the write process of the SRAM cell. The bottom
transistor NM2 is sized uniformly to that of cross-coupled inverters [10]. This is done
as such as to coordinate their current conveying limit. Thus, by employing the extra
transistor in the read stable 8T SRAM cell [9], the leakage or static power dissipation
can be reduced.
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Operations of the Cell:
For read operation, the row-based high going read word line and row-based gnd
enable the two-stacked read port, and if QB = ‘1’ the RBL would be discharged and
sensing of Q = ‘0’will be done by the sense amplifier. When ‘1’ is to be read reverse
operation is performed.Generally, during read operation,RBL is pre-charged toVDD
andWWL is kept LOW or at ‘0’ volt. WhenWWL,WBL andWBLB are maintained
LOW, the cross-coupled inverter get separated from the external interconnect and
there is no intrusion effect in the latch [11]. Depending on the data associated in the
cross-coupled inverters, RBL discharges or remain at VDD. If RBL discharges, it
can be treated as the stored bit is supposed to be ‘1’, otherwise, it is ‘0’. Therefore,
it can be interpreted here that the read stack works indirectly to read the data from
the latch.

To execute the write operation, read circuitry is disabled by keeping RWL at LOW
level while WWL is asserted. But before asserting the write word line, the data is
loaded onto the write bit lines (WBL and WBLB), i.e., write operation is initialized
by pre-charging theWBL andWBLB signals. After pre-charging of write bit lines is
done the asserting of the WWL signal makes the access transistors NM3 and NM4
to switch ON so as to access or pass the data from word bit line to the cell. Thus,
data is placed into the cell at the respective nodes.

4 Simulation Results

The existing aswell as the proposedSRAMcell has thewidth for theNMOS transistor
as 120 nm while it is 240 nm for PMOS transistors. The length of each transistor
used in the cell is taken as 45 nm. The simulation results for both the SRAMs are
obtained for the same transistor sizing and other parameter variations.

A. Transient and DC Responses for Existing 9T SRAM Cell

The combined transient and DC responses are shown in the Fig. 3. The transient
response is obtained for a period of 100 ns. The output Q varies with respect to BLB
signal and gives the same value as BLB when WL is enabled. The case when WL
is disabled/LOW, the output Q holds the previous value. DC response is obtained
against the DC voltage applied.

B. Transient and DC Responses for Proposed 9T SRAM Cell

The transient and DC responses obtained for 45 nm node for the proposed 9T SRAM
cell are combined together in Fig. 4. A 100 ns period is taken for the transient
response. Owing to separate circuitries for write as well as read operation, timing
control is an important aspect to obtain a response in this case.

The output Q in transient response follows WBLB and if WWL is HIGH Q
changes accordingly as WBLB while it holds the previous state in case the WWL is
LOW. The different plots in DC response are with respect to applied voltage.
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Fig. 3 Transient and DC responses for existing 9T SRAM cell

Fig. 4 Transient and DC responses for the proposed 9T SRAM cell

5 Comparison Between the Existing and the Proposed 9T
SRAM Cells

Nine transistor SRAM cells are compared with the same transistor features and
other parameter variations. The results for both the SRAM cells are obtained at a
temperature of 27 °C and with the same technology node of 45 nm.

Dynamic and Static Power Against Applied Supply Voltage

The comparison graph for the reported 9T SRAM cell and proposed 9T SRAM cell
are shown in the Figs. 5 and 6.
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Fig. 5 Dynamic power
versus supply voltage
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Fig. 6 Static power versus
supply voltage
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Various Timing Parameters with Voltage
The various timing parameters obtained through simulation results are the rise time,
fall time, and delay. From the graphs plotted in Fig. 7, it can be interpreted that
the rise time for the signal is higher in the case of proposed SRAM cell to that of
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Fig. 7 Time versus voltage
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conventional SRAM cell. In other cases, i.e., fall time and delay, the results are better
for the proposed 9T SRAM cell when compared with the existing SRAM cell.

Different Parameter Variation with Temperature
The dynamic power for both the SRAM cells is improved with the temperature while
the static power and the delay parameters are degraded in case of existing as well as
the proposed nine transistor SRAM cells.

From Fig. 8, it can be seen that the dynamic power varies nearly the same for two
SRAM cells against the temperature. However, from Fig. 9, it can be observed that
leakage power dissipation in reported 9T SRAM cell increases exponentially with
the temperature while there is nearly a linear increase in case of proposed SRAM
cell making it better in temperature varying environments.

It can be reported from the Fig. 10 that the variation in delay for the proposed cell
with respect to temperature is nearly linear. At temperatures above 100 °C, the delay
in the case of existing SRAM increases more while this increase for the proposed bit
cell is very low.

Comparison Between Power Delay Product (PDP)
The power delay product for the two cells is shown separately in Table 1.

Table 1 PDP comparison at different voltages

Voltage (volt) 1.2 1.0 0.8

PDP (Watt-
femtosecond)

Existing 9T
SRAM cell

0.511 0.327 0.146

Proposed 9T
SRAM cell

0.359 0.214 0.093
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Fig. 8 Dynamic power
versus temperature
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Fig. 9 Static power versus
temperature
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The power delay product for both the SRAM cells decreases as the voltage
decreases. The variation with the voltage can be clearly observed from the com-
bined graphs of power delay product with the voltage as shown in Fig. 11.

From the above Fig. 11, it can be clearly depicted that PDP value against the
voltage is higher in case conventional 9T SRAM cell which is further degraded at
lower voltages. The simulation results show that at 1.8 V, there is an increase of
13.73% in PDP for the conventional SRAM cell which increases to 36.30% when
the applied voltage is reduced to 0.8 V. Therefore, from this, it can be interpreted that
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Fig. 10 Delay versus
temperature
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Fig. 11 PDP versus supply
voltage

the PDP value increases in case of existing SRAM cell when the voltage is scaled
down. This makes the proposed SRAM cell a favorable choice for use over existing
SRAM cell.

6 Conclusion

The proposed SRAM cell shows better results at a higher temperature in contrast to
the reported bit cell in which the increase in leakage power with the temperature is
much higher than the former. The simulation results using Cadence Spectre show that



Comparative Analysis of Standard 9T SRAM with the Proposed … 551

at 0.8 V the proposed cell has an improvement of 31.78% and 73.66% respectively
in dynamic and static power when compared with the reported nine transistor SRAM
cell. There is a little degradation of nearly 10.7% in propagation delay which makes
the PDP to be improved by 13.73% at 1.8 V for the proposed cell. At a scaled voltage
of 0.8 V, it exhibits an improvement of about 36.30% in PDP due to a step up of
about 6% in propagation delay. Therefore, with the voltage getting scaled down,
this improvement in PDP increases making the proposed SRAM cell better than the
reported one at the same technology node.
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Fabrication and Characterization
of Photojunction Field-Effect Transistor

Yogesh Kumar, Hemant Kumar, Gopal Rawat, Chandan Kumar,
Varun Goel, Bhola N. Pal and Satyabrata Jit

Abstract In this article, ZnO Quantum Dot (QD)-based photojunction field-effect
transistor (photo-JFET) has been fabricated for the detection of ultraviolet (UV)
spectrum. The effects of photojunction between the ZnO Quantum Dots (QDs) and
deep work function transparent MoO2 is analyzed under the illumination of UV. The
illuminated optical power density acts as a floating gate for the JFET. The device
was fabricated on a glass substrate using interdigitated electrodes (Ag) followed by
ZnO QDs layer and MoO2. The dark current between source and drain was found
minimum, 2.79 µA/cm2, in the case of photojunction as compared to the metal
semiconductor metal (MSM)ZnO QDs photoconductor 19.32 µA/cm2 at an applied
bias of 10V. The reduction in dark current is attributed due to the effect of the junction
formed between ZnO QDs andMoO2 with the rectification ratio of ~347. The MoO2

depletes the ZnO QDs channel between the electrodes and reduces the dark current
which in turn helps to improved photodetector characteristics.
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1 Introduction

Zinc oxide has played the important role in the various fields of sensing like ultravio-
let detection, biomedical, nanogenerators, and gas sensing. It is a versatile compound
with strong radiation hardness, high chemical stability, low cost, and large band gap
(3.7 eV) [1]. Dark current plays an important role to optimize the performance of
the photodetectors [2]. Dark current should be minimized to enhance the funda-
mental aspects of photodetectors like power consumption and the effectiveness of
photoconductor readout process [2]. Researchers have reported very low dark cur-
rents <1 nA/cm2 [3] and <10 nA/cm2 [4] by increasing the inter-electrode spacing
in sandwich-like structures, i.e., the thickness of active layers, so that the optimum
results can be achieved. Adinolfi et al. [5] fabricated the photo-JFET by depositing
the silver electrodes (source and drain) on glass, PbS quantum dot as an active layer,
and MoO3, respectively.

In this article, we have analyzed the photojunction formed between the ZnO
QDs and MoO2 so the channel has fully depleted in the dark and also optimize
the dark current with photojunction and without photojunction. The behavior of the
photodetector varies with the variation of photo-generated carriers. The carriers can
be collected at electrodes or recombine before reaching the electrode. The probability
of recombination decreases when the channel is depleted and then the maximum
number of photo-generated charge carriers can be extracted via electrodes.

2 Experimental Details

2.1 ZnO QDs Synthesis and Device Fabrication

For the ZnO QDs thin film deposition, first, the ZnO QDs were synthesized under a
nitrogen atmosphere by solution processing method [6]. The Zinc acetate dehydrate
(500 mM) was dissolved in 2-methoxy ethanol and stirred continuously under the
steady flow of nitrogen gas for 30 min. The temperature was raised up to 60 °C after
that 1.5 ml of MEA was quickly injected into the solution. The solution was then
further stirred for 24 h under inert atmosphere. The solution is filtered using PVDF
membrane (0.22 µm) to filter out the large particles from the solution. The thin
film of the prepared solution of the colloidal ZnO QDs was deposited on the glass
substrate by spin coatingmethod. The process was repeatedmultiple times to achieve
the desired thickness of ~40 nm. The thickness was measured by Reflectometer (F-
20 UV)thin film analyzer provided by Filmetrics. The particle size (~2.69 nm) of
the as-grown ZnO QDs were analyzed by transmission electron microscopy (TEM)
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Fig. 1 a TEM image of as-grown ZnO QDs and get the particle size ~2.69 nm which is equivalent
to its Bohr’s radius (~2.87 nm), b SAED pattern of ZnO QD

Fig. 2 For the device structure fabricated on the glass with interdigitated electrodes (source and
drain) spacing (channel length) of 300 µm a device structure of ZnO QD-based photoconductor, b
device structure of ZnO QD-based photo-JFET, where MoO2 is used to deplete ZnO QD layer

shown in Fig. 1a. which is equivalent to Bohr’s radius (i.e., ~2.87 nm of ZnO) thereby
confirming the QD nature of the colloidal ZnO nanoparticles. The diffraction pattern
and the concentric ring confirms the crystallinity of the QDs as shown in Fig. 1b.

The High purity Ag and MoO2 were deposited by thermal evaporation for the
thickness of ~50 nm and ~30 nm respectively. The complete device structure of
ZnO QD-based MSM photoconductor and ZnO QD-based photo-JFET is shown in
Fig. 2a, b.
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Fig. 3 Rectifying junction between the ZnO QDs and MoO2 under the dark

3 Results and Discussion

3.1 Junction Characteristics of JFET

Figure 3 shows the rectifying behavior of ZnO QDs and MoO2 film, which proves
that the junction between ZnO/MoO2 layers important for depleting the ZnO QD
layer.

3.2 Source–Drain Current Characteristics of JFET

The comparative study of dark current of both ZnO QDs-based photoconductor and
ZnO QDs-based photo-JFET is shown in Fig. 4. One can easily see that for all the
similar physical parameters like the thickness of ZnO QDs thin film, the thickness of
electrodes, and the interspacing between the interdigitated metal electrodes; the dark
current value of photo-JFET is ~20 times lesser than that of photoconductor current.

The applied bias on the Ag electrodes provides an electric field across the depleted
ZnO QD layer. The UV light is illuminated from the back side of the device. It is
generated the charge pair in the ZnO QDs and collected by the electrodes. The
photogenerated charge carriers in the depleted region is higher than comparative to
the number of free charge carriers under dark.

The photo-JFET-based on ZnO QDs and MoO2 has been analyzed with different
power densities, where the optical power density is working as a floating gate as
shown in Fig. 5. The drain current density versus drain voltage was measured by
semiconductor parameter analyzer (B1500, Keysight) under the illumination of the
monochromatic UV light at the wavelength of 365 nm from the back side of the
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Fig. 4 Current density comparison ofMSMand photojunction FETdevice under the dark condition

Fig. 5 Electro-optical
properties of photo-JFET
where the photocurrent is the
function of the amount of
incident monochromatic
optical power at wavelength
365 nm and applied bias

device. The current density versus voltage relationship clearly exhibits the nature of
FET under the effect of light intensities as shown in Fig. 5. Nearly, for all intensities
and under dark condition saturation is achieved at a low voltage of 4 V comparative
to the channel length of 300 µm.

4 Conclusion

Here, we have demonstrated the photojunction FET fabricated on the glass substrate.
The photojunction formed between ZnO QDs and MoO2 under the electric field.
The junction behavior like the Schottky junction that limits the dark current flow
between the source and drain of the photojunction FET. The device exhibits the
transistor characteristics under the illumination of different values of the optical
power densities. The optical power densities work as a floating gate for the device.
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Sarcasm Detection of Amazon Alexa
Sample Set

Avinash Chandra Pandey, Saksham Raj Seth and Mahima Varshney

Abstract Sentiment analysis using collection of positive, negative score of a word
has been one of the most researched topics in Data Mining. This kind of analysis is
more prominent based on the content available on social media like comments on
Facebook, tweets on Twitter, and the count goes on. Sarcasm can be understood as
ironybut it is a text spoken in such amanner that evokes laughter andhumor. It is a type
of sentiment where people express their negative feelings using positive or intensified
positive words in the text. While speaking, people often use heavy tonal stress and
certain gestures clues like rolling of the eyes, handmovement, etc., to reveal sarcasm.
In this paper, NLTK has been used which is a Python toolkit to harness the power
of generating information from the huge text datasets available. Sampled data from
Amazon Alexa has been collected which is further processed using SentiWordNet
3.0 and TextBlob to remove noise and irrelevant data. Thereafter, Gaussian naive
Bayes algorithm along with TextBlob has been used to detect sarcasm in dataset.
The performance of the proposed method is compared with naïve Bayes, decision
tree, and support vector machine. From the experimental results, effectiveness of the
proposed method is observed.

Keywords SentiWordNet 3.0 · TextBlob · Semi-supervised classification · NLTK
POS vector · POS-Tag · Naïve Bayes · Capitalization
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1 Introduction

In the present-day world where humans are having conflicting emotions, it is a
tedious task to analyze their sentiments. Sarcasm requires shared knowledge between
speaker and the listener [1]. Detection of sarcasm in text is difficult because gestural
and tonal clues are missing. Many machine learners collect their dataset from social
texts to detect sarcasm, especially in tweets [1]. We used the dataset provided by
the Amazon Alexa’s sample set to apply machine learning algorithms. A machine
learning algorithm is attempted to design to detect sarcasm in text. Naive Bayes,
one-class SVM and Gaussian kernel are few algorithms commonly used to perform
the same task [2].

Semi-supervised sarcasm is identified on two different datasets: a collection of
millions of tweets collected from Twitter, and a collection of millions of product
reviews from Amazon [3]. On Twitter a common form of sarcasm exists in a form
where a positive sentiment contradicted with a negative situation. For example, many
sarcastic tweets include a positive sentiment, such as “love” or “enjoy”, followed by
an expression that describes an undesirable activity or state (e.g., “taking exams” or
“being ignored”) [4].

Sarcasm changes the polarity of an apparently positive or negative statement into
its contradictory statement. A corpus of sarcastic messages on Twitter is created by
many authors on whom determination of the sarcasm of eachmessage has beenmade
by its author. These corpuses are used as a reliable benchmark to compare sarcastic
expressions in Twitter. Many authors also investigated the impact of lexical and prag-
matic factors for discovering sarcastic statements. Sarcastic statements are difficult
to identify. Therefore, we compare the performance of machine learning techniques
and human judges on this task to find who is performing better. Perhaps unsurpris-
ingly, neither the human judges nor the machine learning techniques [5–7] perform
very well [8]. There are many computational approaches for sarcasm detection using
lexical cues has been given [9].

Many properties [10–14] were explored while finding sarcasm in text like theories
of sarcasm, syntactical properties [15], lexical feature [16, 17], etc. [4, 18, 19].
Model’s accuracy can be improved after finding positive and negative works, which
can be done using bag-of-words. Accuracy increases for feature extraction by the
use of bag-of-words [12]. The experimental results depict that the proposed method
outperforms the existing methods. The rest of the paper is organized as follows:
Sect. 2 describes the proposed method. Section 3 discusses experimental results and
Sect. 4 concludes the paper.

2 Proposed Work

In this research paper, we performed various operations to build our model.
SentiWordNet 3.0 dictionary is preprocessed and transformed to form a map, which



Sarcasm Detection of Amazon Alexa Sample Set 561

Fig. 1 Flowchart shows the
process of data processing,
features extraction to detect
sarcasm

contains a key and value from the dictionary, where key contains the POS tags and
synsets of the SentiWordNet dictionary and value contains the mean of positive and
negative values of the respective words in the SentiWordNet dictionary. We used this
map to calculate to sentiment of the provided textual data. The complete steps of
proposed method have been shown in Fig. 1.

The aim of TextBlob is to provide access to common text processing opera-
tions. Polarity and Subjectivity are the main factors of Python library, i.e., TextBlob.
TextBlob objects can be treated as Python library to doNatural Language Processing.
On the provided textual data, polarity and subjectivity are calculated by the TextBlob
objects, to improve the sentiment score. Above two methods were very useful and
improvement in accuracy was up to 5–7%. Apart from these two methods, we imple-
mented Vectorization method.

In which a vector was created to store the count of Nouns, Adverbs, Adjectives,
and Verbs in the provided textual data. This method was implemented with the help
of POS-TAG (Part-Of-Speech Tagging), a very impressive method in the Python
library in NLTK (Natural Language Toolkit). NLTK library deals with the textual
data and simplifies work for Python programmers. Method POS-TAG returns a list
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Table 1 Accuracy of the
existing method and the
proposed method

Sr. No. Methods Accuracy (%)

1 Naive Bayes 65.35

2 Decision tree 65.78

3 SVM 69.37

4 Proposed method 70.96

of each word from the provided textual data, with the tags of Nouns, Verbs, Adverbs,
Adjectives, etc.

To improve our accuracy for about 2–3%, we implemented a technique called
Capitalization. In which the focus is given on the words which are Capital, so that
we can detect the words which are to be focused to be spoken. When we provide
a textual data, we have no idea which word is given stress on. This was a very
impressive technique to judge the textual data’s sense.

A matrix was created for the whole dataset containing the features extracted from
the above techniques and final step taken was to apply naive Bayes Algorithm. The
naive Bayes is used as a baseline for text categorization. The classifier makes the
naïve assumption that the independence occurs between all the features. The classifier
is applied from Bayes theorem. Its simplicity makes it a popular machine learning
classifier.

P(Ck |x) � P(x |Ck) · P(Ck)

P(x)

On a whole, after the application of all these great techniques, an accuracy of
70.96% was obtained.

3 Experimental Results

The performance of the proposed method has been tested on sarcasm dataset and its
accuracy is also compared with naïve Bayes, decision tree, and SVM. From Table 1,
it is easily observed that the proposedmethod outperforms the exitingmethod.More-
over, histogram for accuracy is also plotted in Fig. 2. From Fig. 2, the effectiveness
of the proposed method can be easily observed.

The above histogram shows the accuracy rate variation for executing the same
model for three times.
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Fig. 2 Comparison of various models on sarcasm dataset

4 Conclusion

Automatic sarcasm detection is a formidable task. This paper offers novel naïve
Bayesmethod to detect sarcasm inAmazonAlexa dataset [20]. The dataset is divided
into training and test dataset using cross-validation techniques. The quality of fea-
tures/attributes extracted from the training dataset affects the performance of the
technique. Therefore, SentiWordNet and TextBlob have been used to extract impor-
tant features from dataset and the model is trained using those features. The test
dataset is tested using Gauss-based naïve Bayes method and three baseline methods
namely; naïveBayes, decision tree, and support vectormachine. From the experimen-
tal results, it is found that the proposed method outperforms the baseline methods.

Sarcasm is closely related to language- or culture-specific traits. Future approaches
to identity sarcasm in new languages can benefit to identify such traits.
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Reducing Efficiency Droop for Si-Doped
Barrier Model of GaN/InGaN
Multi-quantumWell Light-Emitting
Diode by Designing Electron Blocking
Layer
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Abstract An InGaN/GaN light-emitting diode (LED) consisting of special Si-doped
barrier profile and graded-composition electron blocking layer (EBL) with varying
Al composition was designed and simulated. The simulation results show that EBL
can enhance the hole injection and electron confinement compared to nongraded
EBL. Consequently, the LEDwith a special Si-doped barrier profile and graded EBL
shows improved electrical and optical properties compared to LEDwith a special Si-
doped barrier profile alone. In addition, the efficiency droop is reduced from 56.71%
with nongraded EBL LEDs to 30.92% at a high injection current of 1000 A/cm2.
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1 Introduction

GaN-based LEDs offer much scope to reduce energy consumption and enhance the
quality of lighting [1]. In recent years, much advancement has been observed in
the field of high-power LEDs. Though they have attracted great interest for various
applications in the field of optoelectronics, there are still drawbacks that need to
be eliminated to further improve LED performance. The efficiency droop is the
major factor in LEDs performance. Various reasons for efficiency droop have been
accounted which include, the nonradiative carrier loss mechanisms either inside
or outside of the active region; which has very little effect at lower currents but
become dominant at high currents. Several mechanisms for this effect have been
emphasized in recently published works such as Auger scattering [2, 3], carrier
delocalization [4], electron overflow [5], and limited hole transport [5, 6]. Works
have been reported toward optimizing the performance of GaN-based LEDs in order
to overcome the efficiency droop problem by introducing special Si doping in the
GaN quantum well barrier (QWB) layers [7]. Although we can find lots of work
proposing excellent results for fabricating the InGaN/GaN-based epilayers for high
efficient light-emitting diodes, there are very few discussions on the effects of doping
in the quantum-well and/or quantum-well barriers [7] along with graded electron
blocking layer to increase the LED efficiency. Nowadays, integration of specially
graded EBL is the most operative approaches in reducing efficiency droop [8].

Various reasons have been identified for efficiency droop such as carrier overflow,
low hole injection, etc. [3, 8, 9]. To improve the carrier confinement, AlxGa1−xNEBL
was used in conventional LEDs. However, the effective barrier height of electrons
reduces due to the high polarization effect inAlxGa1−xN electron blocking layer [10].
As a result, EBL could not be dealt with efficiently with the carrier overflow. On the
other hand, it results in valence band offset and band bending at GaN/EBL junction
resulting in reduction of hole injection [11]. To address these problems researchers
have come up with EBL by using polarization-matched electron blocking layer like
AlInGaN or AlInN these are significant in electron confinement [12, 13]. But, it
may degrade crystallinity of the subsequent p-GaN layer. Furthermore, EBL cannot
enhance hole injection effectively because band offset occurs between the last GaN
barrier and electron blocking layer [10].

In this paper,we investigate the effect of special Si-doped barrier profile alongwith
graded EBL in InGaN/GaN MQW LEDs as an attempt to overcome the efficiency
droop by simulation. We have simulated InGaN/GaN MQW LED heterostructure
using the SiLENSe5.8 module of the SimuLED software. The LED band diagrams
simulated by software as a function of bias. It is used for two recombination processes
that are nonradiative and radiative and drift-diffusion analysis of electron and hole
injection in multi-quantum wells structure [14].
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Fig. 1 Schematic of light-emitting diode with and without graded electron blocking layer structure

2 Simulation Parameters and Device Structure

The original structure of LED as a reference is based on the LED designed by Dipika
et al. [6]. The LED structure is composed of a 2 µm thick n-GaN layer (n-doping�
5×1018 cm−3), five 2-nm thick In0.23Ga0.77N (of doping�1×1015 cm−3) QWs
sandwiched by six 9 nm-thick GaN barrier layers, 20 nm-thick EBL with NA 1.2×
1019 cm−3 and p-GaN layer thickness is 200 nm (NA �1.2×1019 cm−3). The donor
concentration in the six barriers are 5×1018, 5×1017, 5×1016, 5×1016, 5×1017,
5×1018 cm−3, successively. Based on the reference structure, we designed LED
structure with a linearly graded electron blocking layer and from here on we denote
it by GEBL LED. The GEBL LEDwas simulated with the composition of aluminum
vary from 0 to 15% (Fig. 1).

In both these cases electron mobility, hole mobility, were assumed as 150 cm2/Vs
and 10 cm2/Vs, respectively. While doing simulation operating forward voltage
remains constant, i.e., 3 V.

3 Results and Discussions

The band diagram for both the structures for uniform p-Al0.15Ga0.85N EBL and lin-
early graded P-Al0-0.15Ga1-0.85N EBL is illustrated in Fig. 2. The energy gap between
the barrier of GaN and EBL is lower in GEBL LED. Thus, enhancement in hole
injection can be possible by using GEBL structure in LEDs [8]. As a payable cost to
improve the hole injection, we observe a slight reduction in conduction band offset
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Fig. 2 Band diagram for a Reference Structure b GEBL LED

Fig. 3 Concentration profile of holes and electrons in a Reference Structure b GEBL LED at 3 V

at the interface of GEBL and p-GaN that enhance electron confinement. We can
achieve a higher conduction band offset by increasing the Al composition.

The distribution of electron and hole concentration in reference and GEBL light
emitting diode at 3 V are shown in Fig. 3a and b, respectively. We have observed
that with GEBL, the concentration of injected holes is significantly high and is also
uniformly distributed in the EBL region as compared to the reference structure. It
signifies that the flatter valence band (as one can see in the band diagram) facilitates
the hole transportation across EBL.

Figure 4 reveals that the barriers with graded EBL shows higher and uniform
radiative recombination compared to the reference structure because of the higher
concentration and uniform distribution of the holes and electrons in the active region.
We observed two orders higher radiative recombination in each of the quantum well.
This can be ascribed to improved hole injection and transport.

Wehave studied the nature of emission intensitywith respect to the emissionwave-
length in both the reference structure and with GEBL LED structure. It is observed
that the structure with a linearly graded p-Al0-0.15Ga1-0.85N electron-blocking layer
has significantly higher emission intensity as compared to the reference structure.
The peak wavelength in the case of GEBL LED shifted slightly toward the higher
wavelength side as illustrated in Fig. 5.
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Fig. 4 Radiative recombination in a Reference Structure b GEBL LED at 3 V

Fig. 5 Emission intensity curve for Reference Structure and GEBL LED structure

Finally, we have studied the internal quantum efficiency of reference and GEBL
light-emitting diode structures versus current density. Figure 6 shows the maximum
efficiency peak of GEBL light-emitting diode occurs at a current density of 61.4
A/cm2, which is higher for GEBL LED structure at 20.3 A/cm2. Moreover, the
efficiency sink defined as (peak efficiency – efficiency at X A/cm2)/peak efficiency,
was reduced from 56.71% in reference light-emitting diode to 30.92% in GEBL
light-emitting diode.

The improvement in internal quantum efficiency mostly attributed to the enhance-
ment of hole injection, especially at high current density. The insert figure of IQE
shows that at a low current density (up to 10 A/cm2) the suggested design having
almost no efficiency droops. Therefore, by using the proposed InGaN/GaN MQW
LEDs with a linearly graded p-Al0-0.15Ga1-0.85N electron-blocking layer the droop
problem may be reduced and better internal quantum efficiency may be achieved.
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Fig. 6 Internal quantum efficiency versus current density for reference and GEBL light-emitting
diodes

4 Conclusions

InGaN/GaNMQWLED structure we have investigated the effects of linearly graded
AlGaN electron-blocking layer. We have simulated GEBL LED structured and com-
pared itwith the reference structure [7]. The hole concentration inMQWs is enhanced
in the GEBL region and p-GaN, showing that the hole transportation across the EBL
can be enhanced by GEBL. We observe an increase in radiative recombination by
almost two orders in the GEBL LED structure.We observed improvement in internal
quantum efficiency and also a reduction in the efficiency droop. At a lower injection
current of 100 A/cm2, the efficiency droop is only 2.63% in GEBL LED whereas,
in nongraded EBL LED the efficiency droop is 14.15%. The efficiency droop is
reduced from 56.71% in reference LED to 30.92% in GEBL LEDwhen 1000 A/cm2

current is injected. This work involves that behavior of carrier transportation can be
improved by appropriately modifying the composition of the electron blocking layer
to achieve enhanced internal quantum efficiency.
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Mole Fraction Dependency Electrical
Performances of Extremely Thin SiGe
on Insulator Junctionless Channel
Transistor (SG-OI JLCT)

B. Vandana, Prashant Parashar, B. S. Patro, K. P. Pradhan, S. K. Mohapatra
and J. K. Das

Abstract In this paper, the single-gate junctionless (JL) MOSFET with extremely
thin silicon germanium (SiGe) device layer on insulator (ETSG-OI) is explored to
identify the short channel effects (SCEs) and electrical behavior of the device. The
device incorporates various engineering schemes (channel and spacer engineering
scheme) with JL topology on SOI platform. The influence of the SiGe device layer
with mole fraction (x) variation (x�0.25, 0.5, 0.75) is investigated to understand
the bandgap differences of the device. Depending on the change in Ge mole frac-
tion, the energy potential, electric field, and drain induced barrier lowering (DIBL)
performances are analyzed. From the simulation results at x �0.25, the ETSG-OI
JLCT shows reasonable improvement in ON current (ION) and DIBL at both linear
and saturation drain voltages. For different values of x, the energy bandgap tends to
vary from 0.6−1.1 eV. It is observed that at x �0.25 the bandgap is 0.8 eV which is
almost near to the bandgap of Si material due to the 25% existence of Ge material.
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1 Introduction

In deep submicron technology, reducing IOFF and improving the device performance
are an important parameter for nanoelectronics. The importance of scaling and the
factors affecting the device are discussed and reported in [1]. At a particular tech-
nology node, international technology road map for semiconductors (ITRS) [2] has
given the scaling limits for every technology. This helps the device engineers to
involve themselves in developing new ideas on device modeling. Scaling gate length
(LG) below 100-nm will degrade the device performance with an increase in leak-
age currents. To improvise this, explicit architectures and material properties are
added to the classical MOSFET and implemented with various architectures. Few
of the architectural representations are DG-MOSFET [3], GAA-MOSFET [4], and
CNT-FET [5] that are supported on a nonplanar structure. In nanoscale regime, the
devices are well represented through fully depleted body and usually observed with
silicon-on-insulator (SOI) technology. The example of fully depleted body includes
single gate extremely thin SOI in terms of device processing [6].

Various materials are represented at nanoscale such as high-k dielectric mate-
rials for gate stack, strained silicon for channel engineering (high mobility), and
compound materials for high electron mobility transistors (HEMT) that improve the
channel mobility that depends on the mole fraction value. Hence, these materials
are used to formulate new planar structures, which further condense the fabrica-
tion cost. To reduce the fabrication cost, again a planar architecture with different
device patterns is used in practice. Such as SOI-FET, HEMT devices, Junction Less
Transistors (JLTs), FinFETS [7], etc., and other hetero-structures are implemented.
For the first time, Lilienfeld transistor [8] proposes a planar device for controlling
electric current. The device is constructed with no metallurgical junctions across
source/channel and drain/channel (device layer). Further, Colinge et al. explore the
device and named it as junctionless transistor (JLT) and fabricated with silicon (Si)
[9] on the SOI platform. The first JLT was designed using gate all around (GAA)
structure, the nanowire transistors with bulk substrates with planar approximation
was performed and demonstrate in [10, 11]. The high-k materials are preferable due
to larger bandgap which reduces the leakage currents across junctions and degrades
channelmobility slowing down the device speed. The high-k spacer engineering tech-
nique establishes lower electrostatic integrity and diminishes impact ionization effect
due to gate fringing electric fields [12]. Besides incorporating high-k gate sidewall
spacers, the effective approach owning channel controllability through multi-gate
architecture induces superior characteristics for small channel length devices. The
mole fraction is onewayof expressing the composition of amixturewith a dimension-
less quantity; mass fraction (percentage by weight) and volume fraction (percentage
by volume) are others [13]. The thin epitaxial layer of Si1-xGex layer is grown on
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top of a Si, a compressive strain is induced in Si1-xGex layer due to the mismatch
between Si and SiGe layer, and the hole mobility increases due to strain effect [14,
15]. Due to this, the VTH decreases as Ge mole fraction increase.

The paper explores the extensive simulation study of JLT with extremely thin
silicon germanium (SiGe) device layer on insulator (ETSG-OI) which is a channel
engineering technique. The impact of Ge mole fraction on the electrical character-
istics investigated for SiGe device layer JLT. The electrical performances and short
channel effects (SCEs) are evaluated with the mole fraction variation of the germa-
nium material. Overall, simulations are carried out with TCAD 2D simulator.

Along with the introduction, Sect. 2 discusses the device structure and the physics
models activated for the simulation. Section 3 describes the study of the electrostatic
integrity and the electrical performances of ETSG-OI JLCT. Finally, the conclusion
is drawn.

2 Extremely Thin Silicon Germanium on Insulator
Junctionless Channel Transistor (ETSG-OI JLCT)

The paper introduces an ETSG-OI JLCT with high-k spacer and Fig. 1a, b repre-
sents the schematic view of ETSG-OI JLCT. The construction details of JLT have
no metallurgical junctions along lateral surface. The oxide layer provides isolation
across vertical direction at oxide/channel interface. Usually, the device layer is doped
(ND) uniformly with heavy doping of ND 1019 to 1022 cm−3depending on the type
of the channel formation. The JLTs are well known reduce the short channel effects
(SCEs). The device with high doping dependency induces high electric field along
vertical direction which makes channel fully depleted below VTH at VGS � 0. Above
threshold voltage (VTH), the field drops to zero, with the work-function difference
(φm – φs) of 1.1 eV. The change in work-function makes the band flat at VFB with
a positive shift in VTH is observed (VGS �VDS), and the conduction takes place at
bulk of the SiGe device layer avoiding surface potential. At maximum voltage, the
field drops to zero across vertical direction. Therefore, JLTs with different structures
(engineering schemes) are preferable to scale SCEs [9, 16]. To avoid self-heating
effects buried oxide (BOX) is laid over the substrate, this induces lower parasitic
capacitances due to isolation from the bulk silicon.

Both the device utilizes the transistor on insulator technique but with different
channel materials. The device layer for SOI JLT is Si and SG-OI JLCT is SiGe.
To develop the device design, the parameters listed in Table 1 are used to design
ETSG-OI JLCT. The substrate for bulk planar structure is initiated with Si material
and doped with NA. The buried oxide (BOX) as insulator is grown on top of the Si
substrate to form SOI topology. An extremely thin SiGe layer is grown epitaxial over
BOX forming a device layer. The device layer formation is of S/D and channel with
uniform ND of 1019cm−3 with no doping gradients and forming a JL topology. The
effective oxide thickness (EOT) thickness is taken as 1-nm and a metal gate with the
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(a) (b)

(c)

Fig. 1 Cross-sectional view of a silicon-on-insulator junctionless channel transistor (SOI JLCT).
b Extremely thin silicon germanium junctionless channel transistor (ETSG-OI JLCT). c ID as a
function of VGS, the plot SOI JLT with no spacers is calibrated with [16]. The plots represent SOI
JLCT and ETSG-OI JLCT with high-k spacers. IOFF �10−11 cm−3 and ION �10−5 cm−3

φm of 5.1 eV is considered. Finally, the contact set using metal is applied to gate
source and drain. Introducing the high-k HfO2 spacers on either side of the gate [17,
18] allows to improve fringing electric field to reduce OFF current.

The conduction mechanism of JLTs is similar to that of conventional MOSFET,
but JLT conducts with high φm that denotes a shift in VTH. The advantage in dealing
with the SiGe is compatible with standard Si technology. The compound material
SiGe has 4.2% of lattice mismatch and the lattice constant of Si and Ge is given as
x �5.431 Å and 5.658 Å respectively [19, 20]. The variation in x value includes
lattice match, lattice constant of Si1-xGex (5.431+0.20x+0.027x2)Å. As the device
layer is Si1-xGex material, the device satisfies the channel engineering scheme due
to the band gap variation and fulfill in achieving Si bandgap value even. The change
in mole fraction (x) results in a change in the bandgap across EC and EV [21].
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Table 1 Parameters used for simulation [7, 29]

Parameters ETSG-OI JLCT SOI JLCT

Device layer (TSi) 5-nm 5-nm

Donor doping (ND) 1.5×1019 cm−3 1.5×1019 cm−3

EOT gate dielectric (TOX) 1-nm 1-nm

Gate work-function (φm) 5.1 eV 5.1 eV

Well doping (NA) 1016 cm−3 1016 cm−3

Drain Voltage (VDS) 0.05 V, 1 V 0.05 V, 1 V

Channel length (LG) 20-nm 20-nm

Energy gap (eV) 0.6 −1.1 eV 1.1 eV

The simulation methodology utilizes drift-diffusion carrier transport mobility
model having high field saturation carrier densities with transverse field depen-
dencies [22]. As SiGe is a compound material with mole fraction dependence, the
effective intrinsic density and band gap narrowing model are used. To solve this, a
self-consistent drift-diffusion equation is used. Due to high ND across lateral direc-
tion, OldSlotboom bandgap is narrowing, and Shockley–Read–Hall Recombination
mechanism is taken into account [23].

The model calculates the intrinsic carriers for Si material hence it improves the
carriermobility under highfield saturation. The simulations are carried out usingSen-
taurus TCAD 2D simulator [24, 25]. Figure 1c illustrates the ID-VGS characteristics
of the SOI JLT device, and the models utilized for the simulations are calibrated with
the model parameters of Colinge et al. [16]. It is observed that simulation results are
in good agreement with the calibrated data. The current characteristics of the devices
SOI JLCT and ETSG-OI JLCT explore using high-k spacers are plotted in Fig. 1c.
The ETSG-OI JLCT at mole fraction (x) 0.25 and the ION shows 20% improvement
over SOI JLCT. This implies that Si content is high in Si1-xGex device layer and
signifies Si material properties.

3 Results and Discussions

The section discusses in detail about the simulated results achieved through device
simulator. Along with short channel effects, the energy and electric field across
lateral direction is observed for ETSG-OI JLCT. The ID-VGS characteristics of SOI
and ETSG-OI JLCT are shown in Fig. 2a, b at two different drain voltages VD,Lin �
0.05 V and VD,Sat �1 V, respectively. The obtained threshold voltage (VTH) values
at linear and saturation voltages for both the devices are calculated and shown in
Table 2. These values are further employed to evaluate DIBL and ION-IOFF ratio.
The schemes evolved to establish the device performances are fully depleted channel;
high-k spacers, high doping concentration, mole fraction variation, and tuning φm are
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(b)(a)

Fig. 2 a ID with respect to VGS for ETSG-OI JLCT (x �0.2). LG �20-nm, φm �5.1 eV, ND
�1.5×1019 cm−3. b ID with respect to VGS for ETSG-OI JLCT (x �0.2). LG �20-nm, φm �
5.1 eV, ND=1.5×1019 cm−3

Table 2 Computed parameters of JLCT devices at VD,Lin �0.05 V and VD,Sat �1 V

Device ETSG-OI JLCT SOI JLCT

x �0.25 x �0.5 x �0.75

VTH,Lin (V) 0.4 0.42 0.5 0.45

VTH,Sat (V) 0.35 0.35 0.4 0.4

DIBL (mV/V) 52.63 73.68 105.26 52.63

ION,Lin (A/µm) 8.05×10−5 8.22×10−5 8.04×10−5 5.72×10−5

ION,sat (A/µm) 2.92×10−4 2.62×10−4 2.29×10−4 2.32×10−4

IOFF,Lin (A/µm) 4.15×10−11 2.20×10−11 4.13×10−11 7.10×10−12

IOFF,sat (A/µm) 4.32×10−10 2.06×10−10 2.03×10−10 8.05×10−11

VTH,Lin (V) 0.4 0.42 0.5 0.45

VTH,Sat (V) 0.35 0.35 0.4 0.4

attributed to enhance the device ability. These parameters are included in ETSG-OI
JLCT and are well benefited in achieving high ION from Fig. 2a with that of SOI
JLCT from Fig. 2b.

The principle of operation of JLCT devices conducts through bulk conduction
mechanism. Due to this reason, the cut line is taken across the lateral direction of
device layer, and the energy band diagramwith position for both the devices is shown
in Fig. 3a. The thickness of the device layer is extremely thin about (TSi � 5-nm)
and the importance of these devices reduces channel leakage currents and variation
in chips, this also boasts a back-bias feature [6]. The thinner substrate devices are
intrinsically low leakage and regain good control of SCEs. One consequence is
the ability to aggressively shrink the gate length, making it easier to fit devices
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(a) (b)

(c)

Fig. 3 a Energy with respect to distance. b Electric field with respect to distance. c DIBL-ION for
ETSG-OI JLCT and SOI JLCT is shown. SiGe channel (x �0.25, 0.5, 0.75), high-k spacers HfO2,
VD,Sat �1 V and TSi �5-nm. Inset shows the effect of ID-VGS (x �0.25, 0.5, 0.75) LG �20-nm

into smaller and smaller pitches and therefore increase logic density to continue
Moore’s law. In ETSG-OI JLCT, the device layer with SiGe for different value of
“x” is considered (x � 0.25, 0.5, 0.75) from [26]. Figure 3a plots the energy band as
function of position; the bandgap varies from 1.1 eV to 0.6 eV due to the existence
of SiGe material. In SOI JLCT structure, the channel is Si and the EG � 1.1 eV.
Therefore, the difference between EC and EV is 1.1 eV. But in ETSG-OI JLCT as
the value of “x” changes, an enormous variation between EC and EV is observed. At
x � 0.25 the EG � 0.8 eV, in this case, Si content (75%) is high in ETSG-OI JLCT.
Gradually if the value of “x” increases, i.e., x � 0.75 EG � 0.6 eV, this represents
that the Ge content (75%) is high in SiGe device layer transistor.

Hence, the bandgap value of SiGe is evaluated with the change in mole fraction
value. Due to the high doping concentration of device layer, the Fermi energy (EFN,
EFP) for conduction and valence band EFP is zero and EFN is near to the EC band
which is the key merit of JL devices.

The inset figure from Fig. 3a represents the ID-VGS for different values of “x”,
the ION tends to decrease at higher value of “x”. In JL devices bulk conduction
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mechanism is detected, the high doping dependence generates high electric field at
VG �0 V. Further, with an increase in the positive VG low E-field at the midpoint
of the channel is observed. In Insulator-to-Metal Transition (IMT) structures the
direction of current flow, in JLT E-field is perpendicular to the current flow and
conduction is at center of the device [27].

Figure 3b represents the electric field as a function of position for linear and
saturation drain voltages. The JL device attains high electric field at fully depleted
channel as the channel turns partially depletion the electric field is zero. As the value
of “x” increases, the peak electric field tends to decreasewithmaximumgate anddrain
voltages depicted in Fig. 3b. Generally, the band bending occurs at biased condition,
due to the formation of the depletion region and the movement of electronics from
source to drain.

Figure 3c shows the DIBL as a function of ION is represented for both SG-OI
JLCT and SOI JLCT. At x �0.25, ION is improved in case of SG-OI JLCT but DIBL
remain equal for both the devices and at x �0.75 ION found to be less and DIBL is
very high which is not considerable. In order to improve ION and DIBL for x �0.75,
a proper tuning of ND and work-function are suggested [28].
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Analysis of Graphene/SiO2/p-Si Schottky
Diode by Current–Voltage
and Impedance Measurements

Pramila Mahala, Ankita Dixit and Navneet Gupta

Abstract We explore the electrical properties of graphene–silicon dioxide–p–sil-
icon Schottky junction diode using current–voltage characteristics and impedance
analysis. Ideality factor, rectification ratio, and series resistance are extracted from
the experimental data. A linear response of series resistance of graphene/SiO2/p-Si
Schottky diode is observed with respect to change in forward bias voltage from 0 to
2 V.

Keywords Schottky diode · Graphene · Impedance analysis · Silicon

1 Introduction

Graphene, two-dimensional sheet of sp2- hybridized carbon, have extraordinary
properties like high transparency (it absorbs only 2.3% of light that passes through it)
good thermal and electrical conductivity [1, 2]. The huge scientific and technological
interest in graphene has been driven as promising candidates for future semiconduc-
tor industries because of its extraordinary properties [2, 3]. Due to high electrical
conductivity, it uses as an active layer in electronic device applications and graphene
also uses as a metal electrode in electronic devices due to its high transparency and
good conductivity which results in the formation of a Schottky contact with various
semiconducting materials. The graphene–semiconductor Schottky contact structure
has recently been employed in graphene-based devices such as solar cells [4], sen-
sors, lithium-ion battery [5] and LEDs [2, 6]. Therefore, Schottky contact between
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graphene and semiconductor need to explore briefly. The Schottky device is the
simplest and widely used structure, thus, the analysis of Schottky contact between
graphene and semiconductor can be considered as an important topic in graphene
device application research.

Schottky diodes have various advantages such as low saturation or leakage current
and low forward voltage drop. As a result, Schottky diode is extensively used in a
variety of RF and microwave applications. In conventional Schottky diode, semi-
conductor is sandwiched between two metals. One metal makes ohmic contact with
semiconductor and other metal makes Schottky contact [7]. Usually, the Schottky
diode is a metal–semiconductor device but by inserting insulating layer, between
metal and semiconductor, its characteristics and electrical properties are enhanced.
MIS Schottky diode offers higher rectification ratio and lower leakage or satura-
tion current [8]. MIS device has nonideal electrical properties therefore frequency-
dependent impedance analysis is very important to get accurate and consistent results
about fabricated Schottky semiconductor devices.

In this work, we have investigated detailed electrical properties of
graphene/SiO2/p-Silicon/AgSchottky diodewith SiO2 oxide layer between graphene
and semiconductor using current–voltage characteristics and impedance analysis.

2 Experimental

The p-Si as a substrate or active layer is used in this study. Silicon wafer is oxidized
by both dry oxidation (O2) and wet oxidation (H2O) process. The silicon wafers are
placed in a furnace under dry oxidation conditions for 10 min. After that, the wafers
are exposed to wet oxidation condition for 130 min. Then again dry environment
is applied for 10 min. Graphene is synthesized by mechanical exfoliation of highly
oriented pyrolytic graphite (HOPG). As HOPG consist of various graphene layers
in the stack, they have Van der Waals attraction force between adjacent graphene
layers. This attraction force is overcome by peeling the layer by the scotch tape, and
then multi-layer graphene is achieved. Synthesized graphene is transferred to the
SiO2/p-Si/Ag structure. Silver paste with a thickness of around 1–2 µ painted on the
whole backside of the substrate (p-Silicon). The total thickness of silicon dioxide is
700 nm.

The current–voltage characteristics are performed by a KEITHLEY source meter
and GPIB data transfer card for current–voltage measurements are used and data are
recorded by an interface. Impedance analysis is performed by using L-C-R meter.
Impedance spectra are recorded in the frequency range from 101 to 105 Hz with a
constant DC, i.e., room temperature voltage 25 mV. A response of virtual resistance
and capacitance are observed with respect to change in forward bias voltage from 0
to 2 V.
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Fig. 1 Current–voltage
characteristics of
graphene/SiO2/p-Si Schottky
device in forward and
reverse bias

3 Result and Discussion

3.1 Current–Voltage Characteristics

The dark current–voltage characteristics of the graphene/SiO2/p-Si Schottky diode
is shown in Fig. 1, It shows typical rectifying behavior. The I-V characteristics of an
MIS Schottky diode can be analyzed by the relationship between the diode current
and voltage drop across the junction and it can be described by thermionic emission
theory as given by following Eq. (1) [7, 9].

I � I0e
qv−I Rs
nKT

[
1 − e− q(V−I Rs )

KT

]
(1)

where I0 is the reverse saturation current, n is the ideality factor, K is the Boltzmann
constant, q is the elementary charge, and T is the absolute temperature in Kelvin.
The reverse saturation current can be expressed by Eq. (2).

I0 � AA∗T 2e
(
− qΦb

kT

)
(2)

where A is the contact area, A* is the Richardson constant i.e. 32 A/cm2 K2 for
p-silicon, T is the temperature and Φb is the zero barrier height. Reverse saturation
current is 11.2×10−8. A which is calculated from Fig. 1 and now barrier height can
be calculated by using Eq. (3), i.e., 0.536 eV.

Φb � KT

q
log

(
Io

AA∗T 2

)
(3)
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The ideality factor of the graphene/SiO2/p-Si Schottky diode can be calculated
by the following Eq. (4) [8]

n � q

KT

d(V )

d(ln I )
(4)

The ideality factor is calculated from the slope of Fig. 1 in the forward voltage
range from 0.5 to 1.5 V and is found to be 9.3. The obtained ideality factor and
reverse saturation current shows that graphene/SiO2/p-Si Schottky diode follows
a metal–insulator–semiconductor configuration rather than ideal Schottky barrier
diode. At higher forward bias, the I-V characteristics show nonlinearity behavior that
indicates a continuum of interface states, in which interface states are at equilibrium
with the semiconductor.On the other hand, graphene/SiO2/p-Si Schottkydiode shows
good rectifying behavior with a relatively low reverse saturation current density.
There are several parameters, which root deviations from ideal behavior and those
must be taken into account. These parameters can be ideality factor, interface states
at Schottky junction, series resistance, etc., and these are main parameters of the
diode. These parameters exhibit a downward curvature at higher forward bias in the
I-V characteristics of the Schottky diode. In that case, Cheung’s method can be used
to obtain the series resistance and ideality factor for the Schottky diode.

Cheung’s functions are expressed by [8]

dV

d(ln I )
� I Rs + n

(
kT

q

)
(5)

To obtain series resistance, the plots of dV/dlnI versus I is plotted as shown in
Fig. 2 to determine n and Rs values. The slope of this plot gives a series resistance

value, i.e., 407.3 � and intercept at y-axis is equal to n
(
kT
q

)
. The kT

q is the thermal

voltage, here, q is magnitude of electrical charge on the electron equal to 1.602 ×
10−19 Coulomb, k is a Boltzmann constant. At room temperature, it is calculated
approximately as 25.85 mV. Therefore, the calculated ideality factor from the y-axis
intercept is 9.34.

4 Impedance Analysis

Figure 3 shows the Bode plots of the graphene/SiO2/p-Si Schottky diode with a
different forward bias voltage. The total impedance is plotted versus the frequency.
As shown in the Fig. 3, in the higher frequency range themodulus of the impedance is
almost similar for the three forward bias voltage. This can be explained considering
that the contribution to the total impedance is mainly due to the resistance of the
material and it is not affected by the different conditions [4].
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Fig. 2 Plot of d(V)/d(lnI)
for graphene/SiO2/p-Si
Schottky device

Fig. 3 Amplitude of total
impedance with respect to
frequency from 150 to
300 kHz for
graphene/SiO2/p-Si Schottky
device

With the bias voltage modulus of total impedance is varying it signifying the
bias dependence of capacitance and resistance values. As forward bias increasing
the modulus of total impedance decreasing because the width of depletion or space
charge region is decreasing which decreases the resistance offered by the Schottky
junction device. Bulk resistance (series resistance not included) of the Schottky
diode is plotted in Fig. 4 for three individual forward bias voltages. Figure 4 shows
that decreasing resistance exhibits a downward curvature with respect to increasing
forward bias voltage.
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Fig. 4 Real part of total impedance with respect to frequency from 0 to 300 kHz for
graphene/SiO2/p-Si Schottky device

5 Conclusion

The current–voltage characteristics and impedance analysis of graphene/SiO2/p-
Si Schottky diode have been investigated. The obtained results recommend that
graphene/SiO2/p-Si structure follow a metal–insulator–semiconductor configuration
rather than the ideal diode. The insulating oxide layer modifies the electrical param-
eters of graphene/SiO2/p-Si Schottky diode. The series resistance and ideality factor
are found to be 407.3 � and 9, respectively.
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Simulation Study of Uncoupled Electrical
Equivalent Model of Piezoelectric Energy
Harvesting Device Interfaced
with Different Electrical Circuits

Shradha Saxena, Rakesh Kumar Dwivedi and Vijay Khare

Abstract Piezoelectric energy harvester system has fascinated rigorous consider-
ation in the area of self-powered wireless sensor networks. A piezoelectric energy
harvesting system constitutes three components, namely, piezoelectric device, inter-
facing circuits, and storage element. In this paper, a simulation study of the coupled
modeling of device equivalent uncoupled model has been carried out with four elec-
trical circuits, namely, SBR, self-powered P-SSHI and S-SSHI, and modified PSSHI
circuits. Here, modified PSSHI circuit is the recently developed interfacing circuit
that has the advantage of less cost and reduced circuit complexity. From the simu-
lated results, it has been observed that P-SSHI circuit provides maximum piezoelec-
tric voltage (KV) and zero phase difference between piezoelectric voltage and input
vibration current. Moreover, this technique provides maximum power (530mW) and
maximum output voltage (600 V) across optimal resistance (680 K).

Keywords Interface circuits · Piezoelectric energy harvesting · P-SSHI · S-SSHI
SBR

1 Introduction

In recent years, the use of renewable power sources has changed the electronics world
from bulky devices to the self-powered, wearable electronic devices. For energy
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DC - DC
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Power monitoring system

Storage element

Mechanical vibrations AC electrical power DC electrical power

Fig. 1 The complete energy harvesting system [2]

harvesting purpose, mechanical vibration has been chosen as one of the efficient
ambient energy sources among others such as radio frequency, and thermal and
solar sources. This is due to its large range of power density [1]. The vibration to
electrical energy conversion is mainly performed by piezoelectric, electromagnetic,
and electrostatic transducing techniques. Further, piezoelectric transducing technique
based on piezoelectric effect has been renowned as the best technique due to its high
electromechanical coupling, high power density, and good compatibility properties
[1]. In literature, mainly two types of piezoelectric effect have been defined: (i) Direct
effect and (ii) indirect effect. According to the direct effect, piezoelectric materials
are electrically polarized in response to an appliedmechanical stress, while in indirect
effect piezoelectric materials get strained when subjected to electrical field [2]. The
complete piezoelectric energy harvesting system has been shown in Fig. 1. The
transducer that constitutes the piezoelectric element converts the vibration energy
into electrical energy. Since this generated electrical energy is alternating (AC) in
nature and storage buffer usually required DC voltage, therefore a rectifier circuit is
required [2]. Moreover, the internal impedance of piezoelectric element is capacitive
in nature, and therefore in order to transfer maximum power to the load, a DC-to-DC
converter is required for impedance matching purpose.

In this paper, a brief electromechanical modeling of piezoelectric energy harvester
has been represented. Then, the response of different interfacing circuits has been
analyzed when they are coupled with the device equivalent electrical model. This
complete paper has been divided into six sections. The introduction has been men-
tioned in Sect. 1. Further, a brief study of electromechanicalmodeling of piezoelectric
energy harvesting device has been summarized in Sect. 2. Moreover, a detailed sim-
ulation study of coupled modeling of device with different interfacing circuits has
been carried out in Sect. 3. In Sect. 4, the simulation results have been discussed and
analyzed. Finally, a conclusion has been made in Sect. 5.
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2 Electromechanical Modeling of Piezoelectric Energy
Harvester

In literature, many researchers have developed analytical models to predict and opti-
mize the amount of electrical energy that could be harvested. The generic model of
kinetic energy harvesters, which is clamped at one end and having a proof mass on
the free hand as shown in Fig. 2a, was first developed byWilliams andYates [3]. Such
generic model can be represented by mass-spring-damper with fixed base as shown
in Fig. 2b, which relates the input vibration with the output relative displacement of
the system [4]. According to the D’Almbert’s law, the system can be expressed by
Eq. (1):

m
d2z

dt2
+ d

dz

dt
+ ksz + Fe � m

d2y

dt2
� ma (1)

where y(t) and d2 y
dt2 represent the input vibration and acceleration (a), z(t) is the relative

displacement of themasswith respect to the vibrating cantilever beam, ks is the spring
constant representing beam stiffness, d is the dampingwhich is the sumofmechanical
and electrical damping of the system,m is the effectivemass of the beam itself and the
proof mass, and Fe is the restoring force applied by transducer on the proof mass due
to electromechanical force. Moreover, for piezoelectric transduction mechanism, if
F is the force acting on the piezoelectric material which causes an elongation z in the
horizontal direction, then electrical parameters can be correlated with themechanical
parameters according to the following relations [4] as represented by Eq. (2):

E � −Vp

h
; q � Dbl; T � F

bh
; S � z

l
; I � dq

dt
(2)

where l, b, and h are length, width, and thickness of the beam; E is the electric field;
Vp is the voltage develop across piezoelectric material; q is the charge; D is the
electrical displacement; S is the strain; and I is the current. According to the set of
equations defined by Eq. (2), the constitutive equations of piezoelectric material be
written as in Eqs. (3) and (4):

Fig. 2 Piezoelectric energy harvesting system a Cantilever beam-based device [3] and b Device
equivalent mechanical model [4]
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Fig. 3 Equivalent electromechanical model of piezoelectric energy harvester a Uncoupled [5], b
Coupled [6], and c Simplified coupled [6]

F � kpz + βVp (3)

I � β
dz

dt
− Cp

dVp

dt
(4)

where Kp and Cp, the stiffness and intrinsic capacitance of piezoelectric material,
and β, the electromechanical coupling factor [4], have been expressed in Eq. (5):

Kp � bh

lsE11
;Cp �

(
εT33 − d231

sE11

)
bl

h
;β � d31b

sE11
(5)

All these parameters are dependent upon material properties. In addition, on con-
sidering force F as restoring force Fe applied on proof mass, and on substituting its
value in Eq. (1), the spring-mass-damper system can be modeled by Eqs. (6) and (7).

ma � m
d2z

dt2
+ d

dz

dt
+ kz + βVp (6)

I � β
dz

dt
− Cp

dVp

dt
(7)

where k � ks + kp is the total stiffness of the piezoelectric cantilever beam. These
two equations are enough to represent the device equivalent electrical model. From
Eq. (7), an uncoupled electrical equivalent model [5] can be drawn as shown in
Fig. 3a. Here, Rpar defined the dielectric losses of piezoelectric material and its value
is usually very high (>10 M�). Further, input current source can be represented as

Ip � β
dz

dt
� a

βm

d
(8)
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Moreover, by substituting electrical current (Im) in place of mechanical velocity
(dz/dt) in Eqs. (6) and (7), a coupled electrical equivalent model [6] can be obtained
as shown in Fig. 3b. The modified equations can be expressed as

ma � m
dIm
dt

+ d Im + k
∫

Imdt + βVp (9)

I � β Im − Cp
dVp

dt
(10)

Here, Eqs. (9) and (10) represent the mechanical and electrical equivalent parts of
the cantilever beam, while dependent sources represent the coupling between them.
Moreover, it can be observed in Fig. 3b that all mechanical parameters likemass, total
stiffness, total damping, and alternating input force have been modeled as inductor
(Lm �m), capacitor (Cm �1/k), resistor (Rm �d), and voltage source (Vm �ma),
respectively. Further, by transferring all the mechanical parameters on the electrical
side, a more simplified coupled electrically equivalent model [6] can be obtained as
shown in Fig. 3c, where circuit components can be expressed as

Vmc � ma

β
, Lmc � m

β2
, Rmc � d

β2
, andCmc � β2

k
(11)

3 Simulations and Analysis of Different Interfacing
Circuits

This section represents the coupled modeling of device uncoupled equivalent model
with four interfacing circuits [7], namely, standard bridge rectifier (SBR), self-
powered standard parallel and series synchronous switch harvesting on inductor
(SSHI), and modified parallel SSHI (M-PSSHI) [8].

3.1 Electromechanical Model Parameters Extraction
of Piezoelectric Energy Harvester

In this section, an industrial-level macroscale brass-reinforced bending actuator
(Model no. T226-A4-503X) made by Piezo-systems Inc. [9] has been chosen as
a harvesting device and its equivalent electromechanical model has been derived.
This bending actuator constitutes two layers of piezoelectric material PZT-5A which
are drawn on each side of inactive layer of brass material. Moreover, four electrode
layers have been drawn on top and bottom surfaces of both piezo-layers for electrical
connection purpose. Further, the one end of actuator is fixed and a proof mass has
been attached on its free end. All the geometric dimensions, key parameters, and the
extracted parameters of equivalent electrical model are listed in Table 1.
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Table 1 Device parameters a Geometric dimensions and key parameters of device [9], b Extracted
parameters

a

Parameters Values

1. Piezoelectric layer Length (mm) 31.6

Width (mm) 31.7

Thickness (mm) 0.275

2. Substrate layer Length (mm) 53.2

Width (mm) 31.7

Thickness (mm) 0.126

3. Proof mass Length (mm) 21.6

Width (mm) 31.7

Thickness (mm) 6.66

4. Mass of energy harvester (g) 10.5

5. Proof mass (g) 34.7

6. Base acceleration (m/s2) 0.2

7. Effective mass (m), kg 0.414

8. Effective stiffness (k), N/m 19900

9. Coupling factor (), N/V 0.00961

b

S.no Equivalent electrical
parameters

Expression used Values

1. Resonant frequency
(ω)

ω �
√

k
m 219.2 rad

2. Total Damping (d) d � 2mωξ 0.420

3. Piezoelectric
capacitance (Cp)

Cp � (εT33 − d231
sE11

) blh 4.21×10−s F

4. Equivalent resistance Re � d
β2 4.54 k�

5. Equivalent inductance Le � m
β2 4.48 kH

6. Equivalent
capacitance

Ce � β2

k 4.64 nF

7. Equivalent voltage
source

Ve � ma
β

8.616 V

8. Equivalent current
source

Ie � a βm
d 1.89 mA

9. Dielectric losses Rp � 1
tan ξ (ωCp )

425.3 M�
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Table 2 Performance parameters of different interfacing circuits

S. No. Circuit
techniques

Expression of
optimal
resistance

Optimal
resistance

Output
voltage

Output power

1. SEH Ropt � π
2Cpω

170.6 K� 100 V 60 mW

2. P-SSHI Ropt �
π

(1−qLC )Cpω

680 K� 600 V 530 mW

3. S-SSHI Ropt �
π (1−qLC )

2ωCp (1+qLC )

43.9 K� 103 V 247 mw

3. M-PSSHI Ropt �
π

(1−qLC )Cpω

601.4 K� 300 V 120 mW

3.2 Coupled Modeling of Device Equivalent Electrical Model
with Different Interfacing Circuits

The simulation of coupled modeling of device with SBR, P-SSHI, S-SSHI, and
M-PSSHI circuits has been done in Cadence and arranged in Fig. 4a, b, c, and d,
respectively.

4 Results and Discussions

The variation of voltage across piezoelectric capacitor with respect to input current
for all above circuits has been shown in Fig. 5. It has been observed in Fig. 5a that
in SBR technique the amplitude of piezoelectric voltage is very small and is out
of phase with respect to input current, while Fig. 5b shows that P-SSHI technique
increases the magnitude of piezoelectric voltage and provides zero phase difference
between input current and piezoelectric voltage. Moreover, from the response of S-
SSHI as shown in Fig. 5c, it has been concluded that although this technique provides
zero phase difference, the amplitude of piezoelectric voltage is smaller than P-SSHI.
Furthermore, it can be stated in Fig. 5d thatM-PSSHI technique provides comparable
response between P-SSHI and S-SSHI. Yet, it does not provide zero phase difference
but it shows the advantage of increased piezoelectric voltage and reduced complexity
of circuit. All these simulated results are inwell correlationwith the results as defined
in [8]. Moreover, the performance parameters of all four circuits have been analyzed
across optimal resistance [8]. The expressions and the observations have been listed
in Table 2. It can be observed from Table 2 P-SSHI technique provides maximum
output power and output voltage as compared to standard interface technique.
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Fig. 4 Interfacing of device equivalent electrical model with different electrical circuits a SBR, b
P-SSHI, c S-SSHI, and d M-PSSHI
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Fig. 5 The response of piezoelectric voltage with respect to input current source for different
interfacing circuits a SBR, b P-SSHI, c S-SSHI, and d M-PSSHI

5 Conclusion

This paper presents a coupled modeling of piezoelectric energy harvesting device
with different interfacing circuits. In this view, first a brief study of electromechanical
modeling of piezoelectric energy harvesting device and of interfacing circuits has
been presented. Further, an industrial-level macroscale brass-reinforced bending
actuator (Model no. T226-A4-503X) has been considered as piezo-device, and its
equivalent electrical model parameters have been calculated. Then, the equivalent
uncoupled electrical model of this device has been interfaced with four circuits,
namely, SBR, P-SSHI, S-SSHI, and M-PSSHI. Since SBR, P-SSHI, and SSHI are
the standard interface circuits as defined in literature, this paper also introduced
a recently developed modified parallel SSHI (M-PSSHI) circuit which uses less
number of components as compared to others. Finally, the performance parameters
of all four circuits have been analyzed. From the investigations, it has been observed
that P-SSHI circuit provides maximum piezoelectric voltage (KV) and zero phase
difference between piezoelectric voltage and input vibration current. Moreover,
this technique provides maximum power (530 mW) and maximum voltage (600 V)
across optimal resistance (680 K). Furthermore, from the results, it can be stated
that the performance of M-PSSHI technique is in between P-SSHI and S-SSHI
techniques. Although, in this technique, there exists phase difference, the values of
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power (120 mW) and voltage (300 V) are considerable. Moreover, this technique
has the advantage of simple circuitry and less cost as compared to others.
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Variability Study Using α-Power-Based
MOSFET Model for Ultradeep
Submicron Digital Circuit Design

Shruti Kalra and A. B. Bhattacharyya

Abstract The device dimensions and characteristics that are assumed while
designing circuits are not at all same after fabrication. These variations in itself
may vary from one device to another. The varying device behavior from one copy of
device to another in a particular fashion and due to a particular reason is known as
variability. At an ultradeep submicron technology node where the device dimensions
are approaching atomic scales, various second order variations such as dopant gran-
ularity & line edge roughness becomes significant source of variability. These types
of variations are known as “atomistic” variations and are generally random in nature
but the effect of these variations on adjacent devices may be correlated with each
other. In this paper, statistical analysis which becomes very important for designing
at ultradeep submicron technology node and lower supply voltages are performed to
understand the source of variations and its impact on circuit performance.

1 Introduction

Variations in device characteristics as per their cause can be classified as:

1. Process variations
2. Environmental variations
3. Modeling variations

The above variations can vary inter-die, intra-die or as a combination of both. In an
intra-die variation, two identical devices in a circuit have different characteristics
whereas in an inter-die variation, two identical devices on different dies performs
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differently. Thus, analyzing these variabilities and its impact on circuit performance
and finally the “yield” are the major design challenges at ultradeep submicron tech-
nology nodes [1].

1.1 Variability Sources

1. Process variations: The variations due to change in process parameters such as
doping and geometrical features are referred to as process variations. These occur
due to the inability or the limitation of controlling fabrication process and effects
the electrical behavior of the device [2].

2. Environmental variations: The changes in the nearby surroundings due to varia-
tion in temperature, power supply, switching activities etc., can effect the perfor-
mance of the circuits. Variation in nearby temperature degrades the performance
of devices and circuits both. Leakage currents too increase drastically with an
increase in temperature leading to increase in power dissipation. This mechanism
will lead to thermal runaway where the current and the temperature continuously
rise till failure occurs. Lowering the supply voltage reduces the device fan out
thereby reducing the risk of circuit failure [3].

3. Modeling variations: The use of inaccurate device models that do not reflect such
variations perfectly is the main cause of variations due to modeling. Increasing
model precision results in complex equations that are computationally inefficient.
Therefore, a certain tradeoff is always required while analyzing and simulating
circuits [4].

Other than abovementioned effects, other physical effects that contribute in variabil-
ity analysis are: hot electron, electro-migration, Negative Bias Thermal Instability
(NBTI) etc. NBTI and hot electron degrades the device performance which increases
over time as it is varying the threshold voltage. Electro-migration varies the intercon-
nect resistance to increase by decreasing the physical width. The propagation delay
also increases due to increase in RC values [5].

1.2 Variability Classification

It has been discussed that while designing circuits, inter-die and intra-die variations
are to be separately considered. Variations due to intra-die cause same parameter
variation in two identical copy of circuits. In order to consider the atomistic vari-
ation, each device on a die requires different set of parameters. Thus, various ran-
dom variables are needed. Although, the variables do depend on each other, but for
simplifying simulation & analysis, we generally consider that the variables are not
correlated with each other for an intra-die variations [6, 7]. It is to be noted that when
the devices are kept close together in a chip, one set of parameters will be correlated
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with another set. However, the degree to which the parameters are correlated and
modeling this correlation are open research problems. Currently, many researchers
are focusing their research on modeling since it is most importantly required for
analysis and simulation. Models are already proposed in the literature defining the
proximity effect [8].

Variations in the device characteristics from one die to another, from one wafer
to another and from one lot to another are known as inter-die variations. Although
both inter-die and intra-die variations occur on a chip, for simplifying the analysis,
the intra-die variations are sometimes disregarded in order to just concentrate on
inter-die variations. Intra-die variations require less number of random variables to
represent the deviation from the nominal value. One of the examples of intra-die
variations is the variation in the gate length produced due to varying exposure time
in the fabrication process. The inter-die variations can be modeled as [9]:

P(i) = P0 + �P(i) (1)

Here, P0 is the device parameter nominal value, P(i)modeled variation for the circuit
i and �P(i) is the random variable with zero mean of the it h sample. The random
variable is assumed to have Gaussian distribution. In order to define both intra-die
and inter-die variability, a parameter P(i, x, y) for a coordinate (x, y) is defined as:

P(I, X,Y ) = P0 + �P(i) + �Q(i, x, y) (2)

Here, �Q(i, x, y) provides (x, y) dependent random variation expressed as:

�Q(i, x, y) = �Qs(i, x, y) + �R(i, x, y) (3)

Here, �R(i, x, y) is statistically independent component and �Qs(i, x, y) is spa-
tially correlated component. In this paper, an attempt has been made to study perfor-
mance variability for basic CMOS inverter using updated α-power MOSFETmodel.
α-powermodel is one of themostwidely used short channelMOSFETmodel because
of its simplest nature and high degree of precision. The paper is organized as fol-
lows: Sect. 2 describes the sources of variability inMOSFET. Section3 introduces the
α-power MOSFET model used for analysis. Section4 summarizes the results
obtained from Monte Carlo simulations and Sect. 5 concludes the entire paper.

2 MOSFET Variability

Atomistic variability effects become significant below 45nm technology node and
will always be present regardless of how best the circuit is made. The modeling of
atomistic variability can only be done statistically. In MOSFET, there are following
three forms in which atomistic variability occurs [10]:



604 S. Kalra and A. B. Bhattacharyya

1. Random dopant fluctuations: It refers to today’s fabrication process in which
very small number of dopant atoms are introduced into the silicon at very high
energies. Collision and scattering of the dopant atoms will continue until the
process of thermal annealing causes the dopant atoms to replace the position
of silicon atoms and further diffuse their position. It is precisely impossible to
control the position and the distribution of dopant atoms and therefore each device
will have different distribution. With this, threshold voltages which are a function
of dopant concentration will vary from one device to another. Earlier, since the
dopant atoms were large, this variation was very small. In scaled devices, since
the number of dopant atoms are less, incrementing or decrementing the atoms
through an integer value is a discrete process instead of continuous one. Also,
due to very small number of dopant atoms involved, smallest variation in this
number can cause a very large variation in the performance of the device because
the performance is determined by the number of carrier ratio in different channels.

2. Gate line edge roughness: It occurs at the channel junction when other materials
used in lithography process cause deviation from the straight line boundaries.
During the process of fabrication, photo-resist material is first spin-coated on the
silicon wafer, then exposed to ultraviolet light using the photo mask and then is
exposed to heat for curing the photo resist. Finally, the exposed or unexposed area
of the photo resist is dissolved using a developer solution. Line edge roughness
occurs at the boundary of the mask as larger grains of a material tends to dissolve
more as compared to the smaller grains. Earlier, since the device dimensions
were large, this effect was not at all significant but for scaled devices, the line
edge roughness is the same while the other dimensions are reducing. Therefore,
such variations becomes important and can vary boundaries up to 5nm in the
lithography process used today [11].

3. Oxide thickness variation: This refers to the deviation in the vertical dimension
of the gate oxide thickness under the gate. The roughness at the interface of
Si − SiO2 and gate to SiO2 will cause variability since only a few atoms are
contributing to the thickness of SiO2 layer.

Although much research has been done to analyze performance when the device
parameters vary, some experts say that variation in the length of the gate is more
critical while others say that fluctuations in the doping are critical. The performance
of the device varies in an inter-die due to variation in the exposure time and intra-
die due to the effect of lithography process. Variation in the gate length causes the
inter-die variability whereas random doping causes the intra-die variability. Table1
shows the measured variation in threshold voltage of 35nm MOSFET done by [12].
It can be clearly seen from the table that the variability introduced due to random
dopant fluctuations is the most significant one.

Thus, variation in the performance of a device will, in turn, affect the perfor-
mance of an integrated circuit. This will reduce the overall yield and increase the
manufacturing cost resulting in reduced advantage of scaling.



Variability Study Using α-Power-Based MOSFET … 605

Table 1 Forms of atomistic variability

Fluctuation Vth (mV) σVth (mV)

Line edge roughness 126 19

Random dopant fluctuation 133 33.2

Variation in oxide thickness 122 1.8

Combining dopant fluctuations and variation in gate length 126 38.7

3 CMOS Inverter Delay Based on α-Power MOSFET
Model

The EKV based continuous drain current model [13] was updated to α−power form
in our earlier paper [14] where the value of α can be obtained through interpolating
the currents of weak and strong inversion region for a particular technology node
using BSIM simulations. Just to summarize the model, the updated α-power law-
based MOSFET ON current (drain current at which gate to source voltage Vgs is
equal to drain to source voltage Vds) can be expressed as:

ION = ISln
α

[
1 + exp

(
Vdd − Vth

2nφt

)]
(4)

Here,IS is the specific current equal to IS = 2nμe f f Coxφ
2
t W/L , n is the subthreshold

slope, Cox is the oxide capacitance, μe f f is the effective mobility, φt is the thermal
voltage, W is the channel width and L is the effective channel length. The value of
α can be obtained using interpolation of weak and strong inversion (Table 2).

The OFF current at which gate to source voltage Vgs = 0 can be expressed as
[15]:

IOFF = ISexp

(
Vdd − Vth

nφt

)
(5)

By utilizing the drain current model described above, an expression for delay is deter-
mined for a CMOS inverter. To begin with, consider the instance of discharging the
output capacitance with NMOS, the propagation delay tp of a gate can be expressed
as:

tp = CLVdd

ION
(6)

Table 2 The value of α at
various technology nodes at
deep saturation

Technology (nm) α (α)

32 1.088

45 1.178

65 1.261

90 1.337

130 1.395
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Here, CL is the load capacitance. ION is the ON current of NMOS. Putting the value
of ION from (4)

tp = CLVdd

2nμe f f Cox
W
L φt

2

1

IC
(7)

Here,

IC = lnα

[
1 + exp

(
Vdd − Vth

2nφt

)]
(8)

Load capacitanceCL corresponds to the sum of intrinsic capacitance from the driving
stage and load capacitance of the fan out gates. Thus CL is proportional to:

CL ∝ Cox L(ξ iWi + Wi+1) (9)

Here, ξ is the ratio of parasitic capacitance of the driver stage and input gate capac-
itance of the fan out. i and i + 1 are the annotations for driver and load stage respec-
tively. Thus, W in Eq. (7) becomes Wi . Putting the value CL in Eq. (7),

tp = L2

2nμe f f φt
2

Vdd

IC

ξ iWi + Wi+1

Wi
(10)

For N number of stages along the path, the path delay can be approximated as:

tp,i = L2

2nμe f f φt
2

Vdd

IC

N∑
i=1

ξ iWi + Wi+1

Wi
(11)

tp,i = kpd
Vdd

IC
tp,i (W ) (12)

Here, kpd is the technology dependent factor and tp,i (W ) is depends on transistor size.
In nutshell, delay for N stages can be often expressed in terms of average propagation
delay tp of single stage and the logic depth Ld.

tp,i = tpLd

Generally,while designing integrated circuits, devicemodels are verifiedonworstcase
condition of a parameter that is varying. It is expected that if a circuit is designed
under worstcase condition, it will provide higher yield. In worstcase analysis, we
determine the parameter values under worstcase conditions and analyze the cir-
cuit performance. It is also to be noted that over estimating the device performance
directly affects the design effort and overall cost. Designing circuits under worst case
condition with statistical analysis is the most widely accepted approach nowadays
because in ultradeep submicron technology nodewhere the degree of variability is on
a higher side, estimating the performance utilizing only the worstcase corner models
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Fig. 1 Monte Carlo analysis

is unsuitable. Practically, we independently choose one variable at a time having
±2 or ±3 standard deviation from its mean value and having Gaussian distribution.
Here, an assumption is made that the parameter variations are uncorrelated with
each other. The worst case analysis is performed by introducing variations either the
process parameters or in the parameters that characterize a device. Since there are
numerous parameters that are used to characterize a device, more practical option is
to identify the parameters whose variation causes serious consequences.

In order to illustrate the process of worstcase analysis, let us first identify one
parameter whose value is varying from one die to another randomly. Its mean is
μ and standard deviation is σ . Assuming no intra-die variations, the design of the
circuit is done in a way ensuring variation of ±3σ from the mean. That means 99%
of the device copies has been taken care off while designing as shown in Fig. 1.

4 Delay Analysis Using Monte Carlo Simulations

Monte Carlo named after a famous casino represents the behavior of mathematical
functions using random sampling. The behavior ofMonte Carlo algorithm is pseudo-
random. The term pseudo-randommeans that any person knowing the algorithm can
predict the values of the variables generated. The process of Monte Carlo analysis is
as follows [16]:

1. Determine the characteristics of the input vectors.
2. Generate random vectors by applying proper distribution.
3. Compute the behavior of the system for each of the random vectors generated.
4. Estimate the probability distribution function of the output measured.
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Fig. 2 Variation of single inverter delay driving the load of FO4 at 90nm

In order to analyze the effect of variability, Monte Carlo simulations are performed
using HSPICE at various technology nodes to see the effect of variation on α and
in turn delay of CMOS inverter. The same analysis was repeated for the chain of 50
inverters. Figure2 shows the variation of single inverter driving the load of FO4 at
around 90nm. It can be seen from the plot that as the supply voltage decreases, the
amount of variation can go up to 40%. Figure3 shows the variability for the chain of

Fig. 3 Process variation for the chain of 50 inverters at 32nm
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Fig. 4 Process variation for the chain of 50 inverters at 22nm

50 inverters at 32nm technology node and Fig. 4 shows he variability for the chain
of 50 inverters at 22nm technology node.

Following two major observations are made:

1. As the supply voltage decreases, the drain current becomes highly sensitive to
change in threshold voltage since random dopant fluctuations will be a significant
factor near threshold. Thus, as the supply voltage decreases, the delay variation
with respect to change in process parameters increases almost exponentially.

2. As the technology scales, line edge roughness becomes significant. Thus, The
amount of increase in delay variation with respect to process variation increases.

5 Conclusion

Designing circuits at lower technology nodes and lower supply voltages are efficient
design techniques in terms of high throughput performance and energy consumed.
Although, when the circuits are designed at lower supply voltages, they suffer from
delay variations due to variability in the process parameters. Device models available
in literature either can model drain current in strong inversion region or weak inver-
sion region. But, due to the increase in demand for low power electronics, designing
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near threshold moderate inversion is gaining interest to researchers. In this paper, an
attempt has been made to capture the value of drain current in any of the inversion
regions through mathematical interpolated value of α. The resultant drain current
of different technology nodes and at different supply voltages is used to study the
impact of process variations on the delay of CMOS inverter chain.
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Field-Plated AlInN/AlN/GaN
MOSHEMT with Improved RF Power
Performance

Satya Narayan Mishra, Kanjalochan Jena, Rupam Goswami
and Anand Agrawal

Abstract This paper proposes an AlInN/GaN Metal Oxide Semiconductor High
Electron Mobility Transistor (MOSHEMT) employing a gate-field-plated technique
with an objective to investigate the dependence of RF power performance. Detailed
RF power analysis of the device is carried out using Silvaco Technology Computer-
Aided Design (TCAD). Numerical simulations are carried out using nonlocal energy
balance (EB) transportmodel. The results reveal that the gate-field-platedAlInN/GaN
MOSHEMT possesses high prospects of delivering high currents and high power in
microwave applications.

Keywords AlInN/GaN · Breakdown voltage · Gate field plate · MOSHEMT
Cut-off frequency

1 Introduction

The physical limit and performance of silicon-based semiconductor devices in terms
of power handling, breakdown voltage, high frequency, and maximum tempera-
ture of operation have reached an optimum value. Microwave power transistors are
necessary component for all major aspect of human activities such as communica-
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tion systems, entertainment, and military applications. Rapid developments in RF
power electronics have exceptionally increased the need for high output power den-
sity, operating voltage, and temperature. In recent past, there have been remarkable
emphases on the development of high-performancemicrowave transistors and ampli-
fiers based on wide bandgap materials such as GaAs, SiC, and GaN [1, 2]. Recently,
AlInN/AlN/GaN MOSHEMTs have emerged as promising devices for high-power
RF/microwave applications owing to their superior properties such as large band
offset between AlInN and GaN, strong spontaneous polarization effect resulting in
high sheet charge density in the 2DEG, and strain-free heterojunction, minimizing
the structural defects caused by the lattice mismatch [3]. Different field-plate struc-
tures including the gate field plate (FP), source FP, and double FPs were used in
GaN-based heterostructures which modulate the electric field distribution along a
channel, thus improving the forward off-state blocking characteristics, and hence
the breakdown voltage [4–7]. This work proposes a gate-field-plated MOSHEMT
device to achieve improved RF power performance which will enable the device to
be extremely useful to operate with high supply voltage and harsh conditions.

Section 2 describes the structural details and modeling assumptions for TCAD
numerical simulation of the proposed device. Various power-related calculations are
done for the proposed device and the results are discussed in Sect. 3. Section 4 draws
the conclusions of this work.

2 Proposed Device and Simulation Setup

The structure of a field-plated AlInN/AlN/GaN MOSHEMT whose RF power per-
formance is compared with a conventional MOSHEMT is shown in Fig. 1. A
MOSHEMT without any field-plate structure is also simulated as reference. The
schematic diagram shown in Fig. 1 is a field-plated MOSHEMT with a gate length
of 1µm, separation of 13µmbetween the source and the drain, and of 2µmbetween
the source and the gate.

The detailed numerical simulations are done on 2D TCAD Silvaco simulator [8]
using the nonlocal energy balance (EB) transport model. The physics-based mod-
els used to simulate the operation of MOSHEMT consist of Poisson’s equation,
Maxwell’s laws, continuity equations, and mathematical representation of the non-
local energy balance (EB) transport model. Several significant physical effects are
considered, which include narrowing of the band gap, electric field-based mobil-
ity, and spontaneous and piezoelectric polarizations. The doping concentrations of
AlGaN and GaN layers are considered as 1015 and 1013 cm−3, respectively. The
mobility of electrons in the GaN buffer is taken to be 1600 cm2/Vs. The net inter-
face charge at AlN/GaN arising out of spontaneous and piezoelectric polarizations is
taken into account by employing positive sheet charge�1013 cm−2. Approximately,
nine large signal input amplitudes have been defined using WAVEFORM statement.
The Ni gate is supplied with each of these waveforms in order of its amplitudes
using the LOOP statement. EXTRACT statement is used to calculate a number of
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Fig. 1 Schematic diagram
of a field-plated
AlInN/AlN/GaN
MOSHEMT

large signal parameters. After each waveform simulation is complete, a number of
large signal parameters are calculated using a number of EXTRACT statements.
Exact time at which the peak voltages occurred is determined by extracting the peak
voltages (both input and output). To calculate the correct power, both currents and
voltages are extracted at a time when peak voltage occurs so that the phase between
current and voltage can be taken into account.

3 Results and Discussion

In this subsection, the effects of field plates on small output power, efficiency, and
cut-off frequency are presented. The requirements for high power and high frequency
are large breakdown voltage and high electron velocity. The wide bandgap of AlInN
in addition to the field-plate architecture leads to higher breakdown voltages because
the ultimate breakdown field is measured at the value which band-to-band impact
ionization occurs. The high breakdown electric field reduces the need for voltage con-
version and provides the potential to derive high efficiency, an important parameter
for amplification [9, 10].

Figure 2 shows the power sweep of AlInN/AlN/GaNMOSHEMT without a field
plate, which exhibits amaximumpower gain of 12.9 dB.When the peak power-added
efficiency (PAE) is 17.43%, the device provides an output power of 31.45 dBm and a
power gain of 10.96 dB. The output power characteristics were measured at 10 GHz
with a drain bias of 30 V and gate voltage of −2 V.

By including a gate field plate, a maximum power gain of 16.21 dB is obtained as
shown in Fig. 3. When the peak power-added efficiency is 64.87%, the transistor has
an output power of 36.69 dBm and a power gain of 15.69 dB. The DC current gain of
a MOS transistor is not a realizable quantity and is not used in practice because the
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Fig. 2 Power output, gain
power, and PAE of
AlInN/AlN/GaN
MOSHEMT

Fig. 3 Power output, gain
power, and PAE of
AlInN/AlN/GaN
MOSHEMT with gate field
plate

gate current is ideally zero. Even under practical scenario, the gate current is very
less. When high frequency is applied to the MOS transistor, the incremental current
is said to enter at the input of the device through the high-frequency capacitances,
and this gives a value of current gain. A very important parameter that gives the
information about the speed of the device is the unity gain frequency or the unity
current gain cut-off frequency.

Figure 4 shows the comparative current gains for the two structures, i.e., one
without field plate and other with the field plate. To extract the unity gain cut-off
frequency, a horizontal line from the 0 dB point in the Y-axis is drawn, and thereafter,
a vertical line is drawn from the intersection point. These two vertical lines intersect
the frequency axis at unit-gain frequency. It is observed that for the non-field-plated
device, the f t is 6 GHz, and that for the field-plated device, it stands at about 50 GHz.
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Fig. 4 Current gain as a
function of frequency for
AlInN/AlN/GaN
MOSHEMT with and
without field plate

Fig. 5 Curve showing
unilateral power gain for the
device with and without field
plate

Unilateral power gain is one of the figures of merits defining the maximum oscil-
lating frequency of the transistor. In other words, it is defined as the frequency up to
which the transistor has a gain or a fundamental frequency up to which the transis-
tor acts like an amplifier. The maximum oscillating frequency (f max) is found to be
65 GHz for non-field-plated device, and 200 GHz for field-plated device as shown
in Fig. 5.

Stern stability factor is a figure of merit which is used to check the stability of
a transistor. This stability factor is calculated for both the structures as shown in
Fig. 6. For values greater than 1, the circuit is stable for those values of input and
output impedances. For values lesser than 1, the circuit has instability and is likely to
oscillate at some frequency. It is found that the field-plated device shows instability
as compared to the device without field plate. So, the field-plated device is very
useful for high-frequency operation but also introduces an instability as compared to
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Fig. 6 Stern stability factor
for MOSHEMT with and
without field plate

non-field-plated device. The above results show a potential application of the gate-
field-platedAlInN/GaNMOSHEMT todelivermaximumoutput power atmicrowave
frequency range.

4 Conclusion

A systematic study has been performed to analyze the large signal output power
analysis of the proposed field-plated AlInN/AlN/GaN device by simulating a typical
10 GHz large signal input and measured Pout (output power), gain, and PAE (power-
added efficiency). TCAD simulation results reveal that the FP design can realize the
possibility of achieving both high breakdown voltage and high cut-off frequency and
oscillating frequency.
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FD-SOI MOSFET
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and R. K. Chauhan

Abstract The read and write stability of SRAM cell depends on the high-
performance CMOS technologies (FD-SOI technology), due to low power dissi-
pation, and high switching and inter-die variability. This paper first analyzed the
electrical behavior of ultrathin body fully depleted silicon-on-insulator (UTB FD-
SOI) MOSFET. It is demonstrated that the FD-SOI MOSFET has high Ion to Ioff
ratio (better switching) and low threshold voltage. By taking into account of high
switching of UTB FD-SOI MOSFET, it is further used to form a 6T SRAM cell.
The read and write behavior of 6T SRAM cell has been studied using the read static
noise margin (RSNM) and write static noise margin (WSNM). It is observed that
the results obtained from the behavior of SNM show that the design of SRAM cell
is more robust and highly stable. Further, the results were compared and contrasted
with the reported literature, i.e., FinFET- and SOI MOSFET-based SRAM cell. The
structures were designed and simulated using Synopsys TCAD device simulator.
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1 Introduction

In the last four decades, the semiconductor industry has shown an incredible pace of
improvement in electronic products. The semiconductor industry has an impact on
every aspect of life frommilitary applications to consumer products, from electronic
votingmachines to personal communication devices, thousands of microwave anten-
nas to the simple wireless TV remote. All these trends have been possible due to the
industry’s ability to reduce the minimum feature size used to produce integrated cir-
cuits. The decreasing cost per function with increased productivity and better quality
of computing, communication, made possible the current pace of development [1].

Almost all of these applications need information stored in one form or another.
The semiconductor memory array can store large quantities of data, and hence are
necessary for all digital systems. The ever-increasing need for information storage is
driving memory design to more compact design and higher density data storage. The
storage capacity of memory arrays approximately doubles every year (Moore’s law).
The area efficiency, memory access time, and dynamic and static power consumption
are some of the important performance criteria that dictate the design consideration
of the memory array. The fundamental component of any memory array consists of
MOS-based devices in particular, and these devices are part of any CMOS config-
uration; therefore, to study the impact on any electronic system, it is necessary to
work on the fundamental component of memory, i.e., MOS transistors.

Over recent years, the scaling inCMOS technology has been very aggressive.With
ultrathin dimensions, the technology is facingmany critical challenges and reliability
issues. Aggressive scaling has resulted in the augmentation of many challenges in
MOS transistors [2].

The challenges associated with current MOS technology are its drain-induced
barrier lowering, Vth roll-off, off-state leakage current, parasitic capacitances, and
resistances that severely limit the performance of these devices.

To overcome these issues, the new device architecture has been proposed by
several researchers of which some of the designs were based onmultigateMOSFETs
(FinFET) [3], FD and PD silicon-on-insulator (SOI) MOSFETs [4, 5], TBRS FD-
SOI MOSFET [6], MS FD-SOI MOSFET [7], and junctionless MOS transistors [8].
Of these devices, the FD-SOI MOSFETs have been considered as an alternative to
conventional bulk MOS transistors and FinFET in the design of the memory array,
particularly SRAM cell. Further, the scaled-down FD-SOI MOSFET formed the
ultrathin body (UTB) FD-SOI MOSFET [9].

In the UTB FD-SOI MOSFET, because of a thin film of the silicon layer, space
charge is well controlled by the gate rather than the drain. The inverse subthreshold
slope of UTB FD-SOI is lower, Ion to Ioff ratio is higher, and threshold voltage is
lower which result in high switching. Due to high switching in the UTB FD-SOI
MOSFET, the SRAM cell constitutes with UTB FD-SOI MOSFET and forms the
better read and write stability.

In this paper, first, study the electrical behavior of UTB FD-SOIMOSFET. After-
ward, the UTB FD-SOI MOSFET-based 6T SRAM cell has been studied. For stabil-
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Fig. 1 a Device design of n- and p-UTB FD-SOI MOSFET b The 6T SRAM cell circuit configu-
ration

ity, the static noise margin (SNM) of SRAM cell has been taken. The read and write
SNM of 6T SRAM cell has also been obtained and then compared with the conven-
tional MOS and FD-SOI MOS-based SRAM cell. The device design and 6T SRAM
simulations were performed using mixed-mode simulation in TCAD simulator, i.e.,
Sentaurus and Cogenda device simulators.

2 Device Structure and Specifications

The architecture of static random access memory (SRAM) has been mostly used due
to low power dissipation, robust design, and less chip area. The circuit configuration
of most popular 6T SRAM cell is shown in Fig. 1b. The basic component transistor
that has been used in SRAM cell is UTB FD-SOI MOSFET. Figure 1a shows the
device design and meshing of n- and p-type UTB FD-SOI MOSFET at 50 nm gate
length. The UTB FD-SOI MOSFET has been optimized using Sentaurus device
simulator [10]. The physics models that have been included in the TCAD simulator
are the Shockley–Hall–Read, band-to-band tunneling, quantum potential, mobility,
drift-diffusion model, and Auger recombination. Further, the 6T SRAM cell circuit
configuration is formed using the mixed-mode simulation.

3 Results and Discussions

The fundamental block of any 6T SRAMconsists of a latch with two stable operating
states as shown in Fig. 1b. This component is also termed as a 1-bit SRAM cell.
The latch circuit can be designed using different types of inverter circuits such as
n-MOS inverter, resistive load inverter, etc. These inverter circuits are associated
with problems related to area consumption, power dissipation, and voltage swing.
The use of such inverter circuits therefore increases the power dissipation in SRAM
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cells. Noise margin also gets affected, specifically the static noise margin (SNM).
To overcome these issues, CMOS inverter circuit has been used. It consists of one n-
MOS (pull-down) and one p-MOS (pull-up) device. The CMOS inverter circuit also
shows the low power dissipation and high noise margin (NM). Therefore, CMOS-
based inverter circuits are preferred for the design of 1-bit SRAM cell. The 1-bit cell
shown in Fig. 1b consists of two cross-coupled CMOS inverters. This 1-bit SRAM
cell is driven by two n-MOS (access) transistors. Depending on the potted state of
the latch, the data being held in the bit cell will be interpreted either as logic “0” or
as logic “1”.

The read and write operations on the data contained in the memory cell are done
through the bitline (Bl and Blb). The memory cell is controlled by the corresponding
wordline (Wl). The two access switches consisting of n-MOS pass transistors are
used to connect the 1-bit SRAM cell to the bitlines.

The performance of 1-bit SRAM cell depends on the electrical performance of
the CMOS inverter circuit. To have a better response, one has to design the circuit for
desired threshold voltage (Vm), sharp voltage transfer characteristics (VTC) curve,
and minimum transient delay. The access transistor also plays an important role to
access the data from the latch circuit. So, for fast read and write operations in the
SRAMcell, the access transistor should have high Ion to Ioff ratio, minimum threshold
voltage, low subthreshold slope, and minimum DIBL [3]. To achieve these issues
with the device, several configurations have been proposed in the literature [3–7].
Effort has been made in this work also to have a better electrical performance of
CMOS inverter circuits using various types of new n- and p-type MOS transistors.
For this, the transistor that has been used to form 6T SRAM cell is UTB FD-SOI
MOSFET. The input characteristic curve of UTB FD-SOI MOSFET is shown in
Fig. 2. Owing to the insulator (SiO2) region at the bottom of the silicon region,
it causes the reduction in leakage current, and therefore the off-state current has
reduced. The high-K (HfO2) is being used as the gate oxide to reduce leakage tunnel
current from UTB to gate. The lombarity mobility model is used for studying the
behavior of high-K in TCAD. Hence, use of high-K as a front gate oxide and the use
of SiO2 as a bottom oxide reduce the overall leakage current which help to reduce
the off-state current. The off-state current observed from the curve is 10e-11 A and
on-state current observed is 1 mA; hence, the Ion to Ioff ratio is 109 which shows that
the device has high switching. This high switching behavior due to high Ion to Ioff
ratio offers to achieve improvement in both read and write stability of 6T SRAM
cell.

6T SRAM cell, as shown in Fig. 1b, can be accessed using bitlines to read and
write data operation. Data is stored as 1 or 0 as one of the two metastable states at Q
and Qb.

In the current technology node beyond 100 nm, the data retention is the major
functional challenge for the SRAM cell due to leakage current, increasing variability,
and supply voltage scaling. Therefore, the stability of SRAM cell is determined by
the static noise margin (SNM) [1]. It is defined that the SRAM cell tolerated the
maximum DC noise voltage without affecting the stored data bit [9, 11]. However,
it is observed by the graphical method, i.e., butterfly curve [1]. The SNM of both
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Fig. 2 Transfer characteristic of UTB FD-SOI MOSFET

transfer characteristic curves is obtained by the square fitting method, that is, the
largest square is being fitted between the overlapped transfer characteristic curves
obtained from the CMOS inverter circuit as shown in Fig. 3. The performance of
stability is also determined by the properly matched aspect ratio between the pull-
down and pull-up transistor of the SRAM cell. The ratio should also be maintained
between the access transistor of n-MOS and p-MOS transistor of the CMOS latch
circuit [1]. If the ratio is not properlymatched, then themetastable point of the SRAM
cell is vulnerable. As a result, the asymptotical limit for the SNM of SRAM cell is
determined and the maximal square side is obtained due to the threshold voltage of
CMOS inverter circuit at half of the supply voltage, i.e., ½ Vdd.

The SRAM cell has three working modes: (1) Read stability, (2) write ability, and
(3) hold analysis [12]. The read and write stability of SRAM cell is major concern for
the researchers; therefore, in this work, the focus is on the working of read stability
and write ability.

In the read operation, both the bitlines are pre-charged and kept floating when
wordline is asserted, node storing 0 pulls the related built-in (Bl/Blb) down through
the access transistor and pull-down transistor and the other bitline will remain pre-
charged; hence, the data stored is read by bitlines in the form of the voltage level
of bitlines. As discussed above, it is important to avoid cell flipping (destruction of
saved data) while reading operation so that the strength of the pull-down n-MOS
transistor is more than that of the access n-MOS transistor for proper read operation.

For write operation, i.e., Data 0 or 1 being written in the memory cell, the data to
be written is given on bitline and inverted data is given to bitline bar. So, to write 0,
bitline is given 0 and bitline bar is given 1 (vice versa, to write 1, bitline is given 1
and bitline bar is given 0) and then wordline is applied at input of passgates. If write
0 is performed and memory cell already has 0 as stored data, then no discharging of
bitline takes place (same for write 1 operation and data 1 already stored). But if write
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Fig. 3 Butterfly curve for measurement of SNM of SRAM using graphical method

0 operation is intended and cell contains 1 as stored data, then bitline will discharge
node storing 1 through the connecting access transistor, and the pull-up transistor of
opposite node will pull it up to 1 as inverters are cross-coupled. Here, it is important
to have a correct write operation (i.e., data overwrite operation) that the strength of
access n-MOS transistor is more than the pull-up p-MOS transistor. Hence, strong
access transistors are required for desired write operation.

The UTB FD-SOI MOSFET exhibits higher Ion to Ioff ratio that improves the
performance metrics of 6T SRAM cell. As the UTB FD-SOI MOSFET has lower
threshold voltage, it improves the noise margin (NM) of the inverter circuit which
improves the stability in terms of SNM of the 6T SRAM cell formed by the device.

The supply voltage scaling is the effective way to reduce leakage current. Supply
voltage scaling is challenging to the noise immunity. So, the effect of supply voltage
scaling on the SNM of SRAM cell is of major concern for studying the electrical
behavior. Figure 4a, b shows the effect of scaling of supply voltage on the RSNM and
WSNM, respectively. Figure 4a shows that as the voltage scale-down the RSNM has
decreased. The highest and lowest RSNM perceived from the figure are 315 mV and
60 mV at 1.1 V and 0.3 V supply, respectively. Similarly, Fig. 4b shows the effect
of scaling of supply voltage on the WSNM. From the figure, it is observed that the
highest and lowest WSNM are 380 mV and 90 mV at 1.1 V and 0.3 V, respectively.

Design of SRAM using the UTB FD-SOI MOS device improves the SNM con-
sistently when compared with the conventional MOSFET and FD-SOI MOSFET
as shown in Fig. 5a, b. Figure 5a shows the comparative bar chart of read static
noise margin (RSNM) between the conventional MOS- and FD-SOI MOS-based
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Fig. 4 SNM: a Read static noise margin (RSNM), b Write static noise margin (WSNM) of UTB
FD-SOI MOSFET-based 6T SRAM cell for various supply voltages

SRAM cell with the UTB FD-SOI MOSFET-based SRAM cell. The UTB FD-SOI
MOS-based 6T SRAMcell shows improvement in RSNM. Figure 5b shows the com-
parative bar chart of write static noise margin (WSNM) between the conventional
MOS- and FD-SOI MOS-based SRAM cell with the UTB FD-SOI MOSFET-based
SRAM cell. The UTB FD-SOI MOS-based 6T SRAM cell shows improvement in
WSNM.
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Fig. 5 Comparison between a Read static noise margin (RSNM), b Write static noise margin
(WSNM) of UTB FD-SOI MOSFET-based 6T SRAM cell with the conventional MOSFET and
FD-SOI MOSFET-based 6T SRAM cell

4 Conclusions

In this work, first we discussed the electrical behavior of UTB FD-SOI MOSFET.
The device behavior perceived low off-state current (10−11 A) and high Ion to Ioff
ratio (109), and application of these devices in 6T SRAM cell has been analyzed
using mixed-mode simulation in Sentaurus TCAD device simulator. Further, the
read stability and write ability of 6T SRAM cell is analyzed. It was found that the
RSNM and WSNM of the SRAM cell increase as the supply voltage increases. The
highest RSNM and WSNM were 315 mV and 380 mV at 1.1 V, respectively. It
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was also observed that the RSNM and WSNM of UTB FD-SOI MOSFET-based
6T SRAM cell were better when compared to conventional MOSFET and FD-SOI
MOSFET.
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