
Daftar Pustaka 

 

[1] L. Peska, “Using the context of user feedback in recommender systems,” Electron. Proc. Theor. 

Comput. Sci. EPTCS, vol. 233, no. Memics, pp. 1–12, 2016. 

[2] P. Hatwar, S. Dhepe, S. Fale, S. Gedam, and N. K. Minz, “E-Commerce Product Rating Based on 

Customer Review Mining,” vol. 9, no. 3, pp. 21002–21005, 2019. 

[3] A. Farki and I. Baihaqi, “Pengaruh Online Customer Review dan Rating Terhadap Kepercayaan dan 

Minat Pembelian pada Online Marketplace di Indonesia,” J. Tek. ITS, vol. 5, no. 2, 2016. 

[4] W. Yuan, Y. Hong, and P. A. Pavlou, “The informational role of online product review distributions: An 

experimental study of biases in online product reviews,” 18th Am. Conf. Inf. Syst. 2012, AMCIS 2012, 

vol. 5, pp. 3780–3790, 2012. 

[5] W. Songpan, “The analysis and prediction of customer review rating using opinion mining,” Proc. - 

2017 15th IEEE/ACIS Int. Conf. Softw. Eng. Res. Manag. Appl. SERA 2017, pp. 71–77, 2017. 

[6] B. von Helversen, K. Abramczuk, W. Kopeć, and R. Nielek, “Influence of consumer reviews on online 

purchasing decisions in older and younger adults,” Decis. Support Syst., vol. 113, no. November 2017, 

pp. 1–10, 2018. 

[7] X. Lei and X. Qian, “Rating prediction via exploring service reputation,” 2015 IEEE 17th Int. Work. 

Multimed. Signal Process. MMSP 2015, 2015. 

[8] L. Wu, Z. Ren, X.-L. Ren, J. Zhang, and L. Lü, “Eliminating the Effect of Rating Bias on Reputation 

Systems,” Complexity, vol. 2018, pp. 1–11, 2018. 

[9] R. C. Chen and Hendry, “User Rating Classification via Deep Belief Network Learning and Sentiment 

Analysis,” IEEE Trans. Comput. Soc. Syst., vol. 6, no. 3, pp. 535–546, 2019. 

[10] A. Kamal, “Review Mining for Feature based Opinion Summarization and Visualization,” Int. J. 

Comput. Appl., vol. 119, no. 17, pp. 6–13, 2015. 

[11] Li, Liu, Zhang, and Liu, “An Improved Approach for Text Sentiment Classification Based on a Deep 

Neural Network via a Sentiment Attention Mechanism,” Futur. Internet, vol. 11, no. 4, p. 96, 2019. 

[12] S. Albawi, T. A. M. Mohammed, and S. Alzawi, “Layers of a Convolutional Neural Network,” Ieee, 

2017. 

[13] S. Smetanin and M. Komarov, “Sentiment Analysis of Product Reviews in Russian using Convolutional 

Neural Networks,” 2019 IEEE 21st Conf. Bus. Informatics, vol. 01, pp. 482–486, 2019. 

[14] N. Mishra and C. K. Jha, “Classification of Opinion Mining Techniques,” Int. J. Comput. Appl., vol. 56, 

no. 13, pp. 1–6, 2012. 

[15] Y. Lin, X. Wang, and A. Zhou, “Opinion spam detection,” Opin. Anal. Online Rev., no. May, pp. 79–94, 

2016. 

[16] N. Joshi and S. Itkat, “A Survey on Feature Level Sentiment Analysis,” Int. J. Comput. Sci. Inf. 

Technol., vol. 5, no. 4, pp. 5422–5425, 2014. 

[17] E. M. Alshari, A. Azman, N. Mustapha, S. C. Doraisamy, and M. Alksher, “Prediction of rating from 

comments based on information retrieval and sentiment analysis,” 2016 3rd Int. Conf. Inf. Retr. Knowl. 

Manag. CAMP 2016 - Conf. Proc., pp. 32–36, 2017. 

[18] S. Verma, M. Saini, and A. Sharan, “Deep sequential model for review rating prediction,” 2017 10th Int. 

Conf. Contemp. Comput. IC3 2017, vol. 2018-Janua, no. August, pp. 1–6, 2018. 

[19] Y. Sun, A. K. C. Wong, and M. S. Kamel, “Classification of imbalanced data: A review,” Int. J. Pattern 

Recognit. Artif. Intell., vol. 23, no. 4, pp. 687–719, 2009. 

[20] A. Y. Liu, “The Effect of Oversampling and Undersampling on Classifying Imbalanced Text Datasets,” 

vol. 113, no. 2, pp. 180–190, 2004. 

[21] I. Domingues, J. P. Amorim, P. H. Abreu, H. Duarte, and J. Santos, “Evaluation of Oversampling Data 

Balancing Techniques in the Context of Ordinal Classification,” Proc. Int. Jt. Conf. Neural Networks, 

vol. 2018-July, no. July, 2018. 

[22] C. Paper, “Preprocessing Techniques for Text Mining Preprocessing Techniques for Text Mining,” no. 

October 2014, 2016. 

[23] V. A. Ingle and C. Science, “Processing of Unstructured data for Information Extraction,” pp. 6–8, 

2012. 

[24] T. Y. Chong and R. E. Banchs, “An Empirical Evaluation of Stop Word Removal in Statistical Machine 

Translation,” Comput. Linguist., pp. 30–37, 2012. 

[25] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word representations in vector 

space,” 1st Int. Conf. Learn. Represent. ICLR 2013 - Work. Track Proc., pp. 1–12, 2013. 

[26] T. Mikolov, I. Sutskever, K. Chen, G. Corrado, and J. Dean, “Distributed representations ofwords and 

phrases and their compositionality,” Adv. Neural Inf. Process. Syst., pp. 1–9, 2013. 

[27] Y. Zhang and B. Wallace, “A Sensitivity Analysis of (and Practitioners’ Guide to) Convolutional Neural 

Networks for Sentence Classification,” 2015. 



[28] K. O’Shea and R. Nash, “An Introduction to Convolutional Neural Networks,” no. December, 2015. 

[29] Institute of Electrical and Electronics Engineers, “Simple Convolutional Neural Network on Image 

Classification,” IEEE 2nd Int. Conf. Big Data Anal. (ICBDA 2017), pp. 721–724, 2017. 

[30] M. H. Alam, M. M. Rahoman, and M. A. K. Azad, “Sentiment analysis for Bangla sentences using 

convolutional neural network,” 20th Int. Conf. Comput. Inf. Technol. ICCIT 2017, vol. 2018-Janua, pp. 

1–6, 2018. 

[31] Y. Kim, “Convolutional neural networks for sentence classification,” in EMNLP 2014 - 2014 

Conference on Empirical Methods in Natural Language Processing, Proceedings of the Conference, 

2014. 

[32] R. D. Sharma, S. Tripathi, S. K. Sahu, S. Mittal, and A. Anand, “Predicting Online Doctor Ratings from 

User Reviews Using Convolutional Neural Networks,” Int. J. Mach. Learn. Comput., vol. 6, no. 2, pp. 

149–154, 2016. 

[33] J. Wu, “Introduction to convolutional neural networks,” Natl. Key Lab Nov. Softw. Technol., pp. 1–31, 

2017. 

[34] J. P. A. Vieira and R. S. Moura, “An analysis of convolutional neural networks for sentence 

classification,” 2017 43rd Lat. Am. Comput. Conf. CLEI 2017, vol. 2017-Janua, pp. 1–5, 2017. 

[35] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout: A simple way 

to prevent neural networks from overfitting,” J. Mach. Learn. Res., 2014. 

[36] D. Berrar, “Cross-validation,” Encycl. Bioinforma. Comput. Biol. ABC Bioinforma., vol. 1–3, no. 

January 2018, pp. 542–545, 2018. 

[37] J. K. and J. R., “Stop-Word Removal Algorithm and its Implementation for Sanskrit Language,” Int. J. 

Comput. Appl., vol. 150, no. 2, pp. 15–17, 2016. 

[38] H. Saif, M. Fernandez, Y. He, and H. Alani, “On stopwords, filtering and data sparsity for sentiment 

analysis of twitter,” Proc. 9th Int. Conf. Lang. Resour. Eval. Lr. 2014, no. i, pp. 810–817, 2014. 

[39] J. Guo, “Critical Tokenization and its Properties,” Comput. Linguist., vol. 23, no. 4, pp. 569–596, 1997. 

[40] S. M. Rezaeinia, A. Ghodsi, and R. Rahmani, “Text Classification based on Multiple Block 

Convolutional Highways,” 2018. 

[41] D. Martin Ward Powers, “ABC Unconscious Computer Interface View project Autonomous Robotics 

View project EVALUATION: FROM PRECISION, RECALL AND F-MEASURE TO ROC, 

INFORMEDNESS, MARKEDNESS & CORRELATION,” vol. 2, no. 1, pp. 37–63, 2011. 

 


