
REFERENCES

[1] Feifei Zhai, Saloni Potdar, Bing Xiang, and Bowen Zhou. Neural models for sequence chunking. In Thirty-First AAAI
Conference on Artificial Intelligence, 2017.

[2] Saheeh International. The Qur’an: English Meanings. Abul-Qasim Publishing House, 1997.
[3] Yutai Hou, Yijia Liu, Wanxiang Che, and Ting Liu. Sequence-to-sequence data augmentation for dialogue language

understanding. arXiv preprint arXiv:1807.01554, 2018.
[4] Yanyao Shen, Hyokun Yun, Zachary C Lipton, Yakov Kronrod, and Animashree Anandkumar. Deep active learning for named

entity recognition. arXiv preprint arXiv:1707.05928, 2017.
[5] David E Rumelhart, Geoffrey E Hinton, and Ronald J Williams. Learning representations by back-propagating errors. nature,

323(6088):533–536, 1986.
[6] Santiago Fernández, Alex Graves, and Jürgen Schmidhuber. An application of recurrent neural networks to discriminative

keyword spotting. In International Conference on Artificial Neural Networks, pages 220–229. Springer, 2007.
[7] Alex Graves and Jürgen Schmidhuber. Offline handwriting recognition with multidimensional recurrent neural networks. In

Advances in neural information processing systems, pages 545–552, 2009.
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