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Search Engine Reputation Management

Search Engine Reputation Management

Reputation management, is the process of tracking an entity's actions and other entities' opinions about those actions; reporting on
those actions and opinions; and reacting to that report creating a feedback loop. All entities involved are generally people, but that need not
always be the case. Other examples of entities include animals, businesses, or even locations or materials. The tracking and reporting may range
from word-of-mouth to statistical analysis of thousands of data points.

Reputation management has come into wide use with the advent of widespread computing. This is evidenced by a front page story in the
Washington Post. (el featuring several online reputation management firms. Reputation management systems use various predefined criteria
for processing complex data to report reputation. However, these systems only facilitate and automate the process of determining trustworthiness.
This process is central to all kinds of human interaction, including interpersonal relationships, international diplomacy, stock markets,
communication through marketing and public relations and sports. Reputation management is also a professional communications practice — a
specialization within the public relations industry. Reputation management ensures that the information about an individual, business or

organization isaccessible to the public online as well as through traditional outlets and is accurate, up-to-date and authentic. Bl

Real-world communities

Small town

The classic example of reputation management is the small town. Population is small and interactions between members frequent; most
interactions are face-to-face and positively identified -- that is, there is no question who said or did what. Reputation accrues not only
throughout one's lifetime, but is passed down to one's offspring; one's individual reputation depends both on one's own actions and one's
inherited reputation.

There are generally few formal mechanisms to manage this implicit reputation. Implicit Reputation is the accumulated reputation
one gets in a small town from previous actions. The town diner and barber shop serve as forums for exchange of gossip, in which community
members' reputations are discussed (implicit reputation), often in frank terms. OQutstanding members may receive small, symbolic awards or titles,
but these are mere confirmations of general knowledge.

Thereisexceedingly little deviation from community norms ina small town. This may be seen as either good or bad; there is little crime, but also
little room for dissent or change. The small-town model scales poorly; it depends on eachmemberhavingenoughexperienceofalargenumberof
othermembers,andthisisonlypossibleuptoapoint.

Big city
The large metropolitan area is at the other end of the spectrum from the small rural town. Community members come and go daily, and most

members are only personally acquainted with a small fraction of the whole. Implicit reputation management continues to work within
subcommunities, butforthecityasawhole, itcannot.

Big cities have developed a large array of formal reputation management methods. Some apply only to subcommunities, such as,
say, an association of local dentists. There are four methods (among others) which apply quite generally to the entire population: elections,
appointments, the criminal justice system,andracial orethnic prejudice.

¢ Thecityis governed inpartby elected officials -- persons who are given special powers by popular vote atregular intervals. Campaigns are
often well-financed efforts to force a positive image of a candidate's reputation upon the electorate; televisionisoftendecisive. Elected
officials areprimarily concerned with preservingthis good reputation, which concern dictates their every public action. Failure to preserve a
good reputation, not to mention
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failure to avoid a bad one, is often cause for removal from office, sometimes prematurely. Candidates and officials frequently

concentrate on damaging the reputations of their opponents.

Appointed officials arenotelected; they are granted special powers, usually by elected officials, without public deliberation. Persons
wishing to be appointed to office also campaign to increase their perceived reputation, but the audience is much smaller. Effective actions and
demonstrated merit are often important factors in gaining a positivereputation, butthe definition ofthis meritismadebytheelected,
appointingofficials, whotendto evaluatemeritasitappliestothem, personally. Thuspersonswhoworkhardtoincreaseanelectedofficial's
reputation increase their own, at least in their patron's eyes. Some appointees have no other qualification beyond the fact that they may be
depended on atall times to support their patrons.

The stresses of big city life lead to much crime, which demands punishment, on several grounds. The severity of thispunishmentandofthe
effortsofthesystemtoinflictituponacommunitymemberdependsinnosmallpart on that individual's prior experiences within the system.
Elaborate records are kept of every infraction, even of the suspicion of infractions, and these records are consulted before any decision is made, no
matter how trivial. Great effort is expended to positively identify members—driver's licenses and fingerprints, for example—and any use ofan
aliasiscarefullyrecorded. Somesmall punishments aremeted outinformally, butmost punishments, especiallysevereones,aregivenonly
afteralong, detailed,and formal process:atrial, whichmustresultina conviction, or finding of guilt, before a punishment is ordered.

Although it is sometimes said that serving one's punishment is sufficient penalty for the commission of a crime, intruth the damageto
one's reputation may be the greater penalty -- damage both within the system itself and within other systems of urban reputation
management, suchasthatofelectionstooffice. Between the explicit punishment and the damage to one's reputation, the total effect of a
conviction in the criminal justice system so damages a person's ability to lead a normal life that the process, at least ostensibly, is
meticulous in determining guilt or lack thereof. In case of "reasonable” doubt, a suspected malefactor is freed

-- though the mere fact of the trial is recorded, and affects his future reputation.

The ordinary citizen, meeting a stranger, another citizen unknown to the first, is rarely concerned that the second maybeanofficial, electedor
otherwise; evenso,hemaybeawareoftherelativefailureofreputation managementinthisregard. Hedoesnothaveeasyaccesstothe
databaseofthe criminaljusticesystem, and portions are not publicly available at all. Lacking other means, he often turns to the mock-system
ofracial or ethnic prejudice. Thisattempts to extend the small-town model to large communities by grouping individuals who lookalike,
dressalike, ortalkalike. Onereputationservesforall. Eachindividualisfreetocomposehispersonal measureofagroup'sreputation,and
actionsofstrangersraiseor lowerthatreputationforallgroupmembers.

The high incidence of crime, the proverbial incompetence of officials, and constant wars between rival, self-identified groups speaks

poorly of all systems of urban reputation management. Together, they do not function as well as that of the small town, with no formal

system at all.

Profession

Reputation management is also a professional communications practice - a specialization within the public relations industry. It ensures that the

information about an individual, business, or organization is accessible to the public online as well as through traditional outlets and is

accurate, up-to-date, and authentic. Reputation strategy is competitive strategy. Reputation initiatives drive stakeholder perceptions, which

drivethe likelihood ofeliciting supportive behaviors and fuel business results. Leveraging reputation allows individuals or businesses to build

advantage in the marketplace and reduce risk exposure. You manage a reputation by building a 'reputation platform' and by carrying out 'reputing

programs'. Reputing aligns identity (what a company is), communication (what a company says), and action (what a company does). Reputing

is designed to build and reinforce trusting relationships between companies and their stakeholders.

(4]
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Reputation management is a process that integrates business strategy, marketing, branding, organizational engagement, and
communications. Through this integration, the organization creates "a formal reputation risk plan" thatallowsittoidentify whereandhowitcreates
perceived value with each stakeholder and where there are gaps. The process manages reputation cross-functionally and at all "touch points". The
research that is done focuses on key reputation metrics. Activities performed by individual or organization which attempt to maintain or create a
certain frame of mind regarding themselves in the public eye. Reputation management is the process of identifying what other people are saying
or feeling about a person or a business; and taking steps to ensure that the general consensus is in line with your goals. Many people and

organizations use various forms of social media to monitor their reputatlon.[ ]

Online communities

eBay

eBay is an online marketplace, a forum for the exchange of goods. The feedback system on eBay asks each user to post his opinion (positive or
negative) onthe person withwhomhetransacted. Everyplaceauser'ssystemhandle ("ID") is displayed, his feedback is displayed with it.

Since having primarily positive feedback will improve a user's reputation and therefore make other users more comfortable in dealing with
him, users areencouragedtobehave inacceptable ways—thatis, by dealing squarely with other users, both as buyers and as sellers.

Mostusers are extremely averse to negative feedback and will go to great lengthstoavoidit. Thereisevensucha thing as feedback blackmail,
in which a party to a transaction threatens negative feedback to gain an unfair concession. The fear of getting negative feedback is so great
that many users automatically leave positive feedback, withstrongly worded comments, in hopes of getting the same inreturn. Thus, research has
shown thata very large number (greater than 98%) of all transactions result in positive feedback. Academic researchers have called the entire
eBay system into question based on these results.

The main result of the eBay reputation management system is that buyers and sellers are generally honest. There are abuses, but not to the

extentthattheremightbeinacompletelyopen orunregulatedmarketplace.[6]

Everything2

Everything?2 is a general knowledge base. E2 manages both user and article reputation strongly; one might say it is central to the project's
paradigm. Users submit articles, called "writeups”, that are published immediately. For each article, each user may cast one vote, positive or
negative. Voting is anonymous and each vote cast is final. The article keeps track of its total of positive and negative votes (and the resulting
score), all of which canbeseenbythe submitting user and any user who has already cast their vote on that particular article. Articles with strong
positive scores may also be featured on the site's main page, propelling them to even higher scores. Articles with low or negative scores are
deleted, hopefully to make way for better articles.

Usersthemselvesareexplicitly ranked, usingacomplicated "level" system 7 loosely basedonnumber ofarticles submitted (and not deleted) and
the overall average article score. Users of higher levels gain various privileges, the first being the ability to cast votes; any user may submit an
article, butonly users who have aminimum number of "good" articles may vote.

E2'ssystem hasanumberofdetrimental effects. Manynewusersleavethesiteaftertheir firstarticle getsmultiple negative votes, and is sometimes
thenalso deleted, all without any explanation required. Even experienced users hesitate to submit less than perfect articles since negative votes
cannot be retracted. There are also more direct rewards for users submitting new articles than for revising and improving their existing ones.
Finally, many users focus heavily on their position in the hierarchy and pander for positive votes. Fiction and amusing essay-style articles
tend dominate over long, difficult, boring, less well-written, or controversial ones. Excellent contributions
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arestillrewarded, butsoare merely decent ones and the difference inreward is not proportional tothe additional effort.

Slashdot

Slashdot contains little original content, instead revolving around short reviews of content exterior to the site. "Karma" is Slashdot's name
for reputation management. "Moderators" are able to vote on both reviews themselves and comments on those reviews in a system not too
dissimilar from E2's. Ina novel twist, votes are not merely "+1 point" or "-1 point"; moderators also attach one of a list of predefined labels,

such as Flamebait or Informative. This change was made in June 2002 to help prevent some users from taking karma tooseriously. 8]

Score is displayed next to each comment. Additionally, any user may set a personal preference to exclude the display of comments with low scores.
Usersacquire "karma" based, among other things, onthe scores of their comments, and karma affects a user's powers. Almost any user may become
a moderator, although this status is temporary; thus the average user is not able to vote on any comment. Once a moderator uses up his votes, he
returnstothestatusof ordinary user.

Slashdot has become extremely popular and well-read; used as a verb, it refers to the fact that a website mentioned in Slashdotis often overwhelmed
with visitors. There is frequent criticism of Slashdot, on many grounds; the karma system is intentionally not transparent and trolling is quite
common. Anonymous cowards are permitted and range freely, as do sockpuppets.

Nonetheless, Slashdot's karma system may account for at least part of its endurance and popularity.

Meatball Wiki

Meatball is a wiki devoted to discussion of online communities, including wikis themselves. Its membership is not large. Meatball permits
anonymous users, butrelegates themto an inferior status: "Ifyou choosenottointroduce yourself, it's assumed you aren't here to participate in
exchanginghelp, butjustto'hangout." [9]

While anonymous posters are tolerated, pseudonymous users are not. Thus online handles are supposed to mirror users' rea/ names— their names
inthe outside world, on their birth certificates. The control on this is not rigorous— users are not required to fax in their passports in order to verify
their identities — but the convention is supposed to be generally followed; at least it is not openly mocked.

Thus identified, Meatball's users' reputations are managed much as they are in the small town. That is, there is little formal management, but every
user carries in his head his own "score", according to his own rating system, based on his personal evaluation of a given other user's character. This
implicit reputation systemis, of course, apartofevery online community in which handles ornames ofany kind are used; butin Meatball, itis
the whole.

Despite (or because of?) this lack of formal method, Meatball has discussed the problems of reputation management extensively. We will not

attempttolinktoeveryrelevantpage, butone mightbegintoexplorethatdiscussionhere
(10]
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Wikipedia
Wikipedia s anencyclopedia-content wiki; it includes a very wide range of topics, and exclusion of almost any topic is disputed. There is a large

number of community members. Anonymous users are welcomed, and most users are pseudonymous, though many do use real names. As in
many online communities, some users are sock puppets, although these arediscouraged.

Wikipedia, like Meatball or the small town, has no formal method for managing reputation. Barnstars may be awarded for merit, but any
user may make suchanaward. Thereis a hierarchy of privileges, such as in Slashdot or Everything2. As in most wikis, there is an elaborate history
feature, which may be explored by any user to determine which contributions were made by which users. Any user may examine a list of another
user's contributions. Edits may be discussed in a variety of forums, but there is no particular grading or rating system, either for edits or
community members.

Search Engine Reputation Management

Search Engine Reputation Management (or SERM) tactics are often employed by companies and increasingly by individuals who seek to
proactively shield their brands or reputations from damaging content brought to light through search engine queries. Some use these same
tactics reactively, in attempts to minimize damage inflicted by inflammatory (or "flame") websites (and weblogs) launched by consumers and, as
some believe, competitors.

Given the increasing popularity and development of search engines, these tactics have become more important than ever. Consumer generated
media (like blogs) hasamplified the public's voice, making points of view - good or bad - easily expressed.[l UThisis further explained in this
frontpagearticleinthe Washington Post. g

Search Engine Reputation Management strategies include Search engine optimization (SEO) and Online Content Management. Because search
engines are dynamic and in constant states of change and revision, it is essential that results are constantly monitored. This is one of the big
differences between SEO and online reputation management. SEO involves making technological and content changes to a website in order to
make it more friendly for search engines. Online reputation management is about controlling what information users will see when they search for

information about a company or person.[ 12]

Social networking giant Facebook has been known to practice this form of reputation management. When they released their Polls service in
Spring 2007, the popular blog TechCrunch found that it could not use competitors' names in Polls. Due largely to TechCrunch's authority in
Google's algorithms, its post ranked for Facebook polls. A Facebook rep joined the comments, explained the situation and that the bugs in the old

code had been updated so that it was nowpossible.[ 13]

Also until social sites like Facebook allow Google to fully spider their site then they won't really have a massive effect on reputation
management results in the search engine. The only way to take advantage of such site is to make sure you make your pages public.

Itis suggested thatifa company website has anegative result directly below it then up to 70% of surfers will click on the negative result first rather
than the company website. It is important for a company to ensure that its website gets close to the top of search results for terms relevant to its
business. In one study, anumber one search result attracted 50,000 monthly visitors. Thenumber Sresult onlyattracted 6,000 visitors in the same
timeperiod.
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Semantic Web

The Semantic Web is a collaborative movement led by the World Wide Web Consortium (W3C) (11 that promotes common formats for

data onthe World Wide Web. By encouraging the inclusion of semantic content in web pages, the Semantic Web aims at converting the current
webofunstructured documentsintoa "webofdata". Itbuildson the W3C's Resource Description Framework (RDF). 2l

According to the W3C, "The Semantic Web provides a common framework that allows data to be shared and reused across application,

enterprise, and community boundaries."?!

The term was coined by Tim Bemers-Lee,B] the inventor of the World Wide Web and director of the World Wide Web Consortium ("W3C"),
which oversees the development of proposed Semantic Web standards. He defines the Semantic Web as "a web of data that can be processed
directly and indirectly by machines."

While its critics have questioned its feasibility, proponents argue that applications in industry, biology and human sciences research have
already proven the validity of the original concept. 4

History

The concept of the Semantic Network Model was coined in the early sixties by the cognitive scientist Allan M. Collins, linguistM.

RossQuillianand psychologist Elizabeth F .Loﬂusinvariouspublications,[5][6][7][8][8]

asaform to represent semantically structured knowledge. It
extends the network of hyperlinked human-readable web pages by inserting machine-readable metadata about pages and how they are related to each
other, enabling automated agents to access the Web more intelligently and perform tasks on behalf of users. The term was coined by
Tim Bemers-Lee,[9] the inventor of the World Wide Web and director of the World Wide Web Consortium ("W3C"), which oversees the
development of proposed Semantic Web standards. He defines the Semantic Web as "a web of data that can be processed directly and

indirectly by machines."

Many of the technologies proposed by the W3C already existed before they were positioned under the W3C umbrella. These are used in
various contexts, particularly those dealing with information that encompasses a limited and defined domain, and where sharing data is a common
necessity, such as scientific research or data exchange among businesses. Inaddition, other technologies with similar goals have emerged, such
asmicroformats.

Purpose

The mainpurpose ofthe Semantic Web s driving theevolution ofthe current Web by enabling usersto find, share, and combine information more
easily. Humans are capable of using the Web to carry out tasks such as finding the Irish word for "folder”, reservinga library book, and searching
for the lowest price foraDVD. However, machines cannot accomplish all of these tasks without human direction, because web pages are designed
to be read by people, not machines. The semantic web is a vision of information that can be readily interpreted by machines, so machines can
performmore ofthetedious work involved in finding, combining, and actingupon information on the web.

The Semantic Web, as originally envisioned, is a system that enables machines to "understand" and respond to complex human requests based
on their meaning. Such an "understanding" requires that the relevant information sources is semantically structured, a challenging task.

Tim Berners-Lee originally expressed the vision of the Semantic Web as follows:[1")

I have a dream for the Web [in which computers] become capable of analyzing all the data on the Web — the content, links, and
transactions between people and computers. A ‘Semantic Web’, which should make this possible, hasyettoemerge, butwhenitdoes, the
day-to-daymechanismsoftrade, bureaucracy and our daily lives will be handled by machines talking to machines. The ‘intelligent agents’
people have touted for ages will finally materialize.
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The Semantic Web is regarded as an integrator across different content, information applications and systems. It has applications in publishing,
blogging, and many other areas.

non

Often the terms "semantics”, "metadata”, "ontologies" and "Semantic Web" are used inconsistently. In particular, these terms are used as everyday
terminology by researchers and practitioners, spanning a vast landscape of different fields, technologies, concepts and application areas. Furthermore,
there is confusion with regard to the current status of the enabling technologies envisioned to realize the Semantic Web. In a paper presented by

[11]

Gerber, Barnard and Van der Merwe' ~ the Semantic Web landscape is charted and a brief summary of related terms and enabling

technologies is presented. The architectural model proposed by Tim Berners-Lee is used as basis to present a status model that reflects current

and emerging technologies.[ 12]

Limitations of HTML

Many files on a typical computer can be loosely divided into human readable documents and machine readable data. Documents like mail
messages, reports, and brochures are read by humans. Data, like calendars, addressbooks, playlists, and spreadsheets are presented using an
applicationprogramwhich letsthembe viewed, searchedand combined in differentways.

Currently, the World Wide Web is based mainly on documents written in Hypertext Markup Language (HTML), a markup convention that is
used forcodingabody oftextinterspersed withmultimedia objectssuch asimagesand interactive forms. Metadata tags provide a method by which
computers can categorise the content of web pages, for example:

With HTML and a tool to render it (perhaps web browser software, perhaps another user agent), one can create and presentapagethatlistsitems for

<meta name="keywords" content="computing, computer studies, computer">
<meta name="description" content="Cheap widgets for sale">
<meta name="author" content="John Doe">

sale. TheHTML ofthiscatalogpagecanmakesimple, document-levelassertions such as "this document's title is 'Widget Superstore™, but there
is no capability within the HTML itself to assert unambiguouslythat, forexample, item number X586172 isan Acme Gizmo with aretail price of
€199, orthatitisa consumer product. Rather, HTML can only say that the span of text "X586172" is something that should be positioned
near "Acme Gizmo" and "€199", etc. There is no way to say "this is a catalog" or even to establish that "Acme Gizmo" is a kind of title or that
"€199"isaprice. There is also no way to express that these pieces of informationareboundtogetherindescribingadiscreteitem, distinctfrom
otheritemsperhapslistedonthepage.

Semantic HTML refers to the traditional HTML practice of markup following intention, rather than specifying layout details directly.
For example, the use of <em> denoting "emphasis" rather than <i>, which specifies
italics. Layout details are left up to the browser, in
combination with Cascading Style Sheets. But this practice falls short of
specifying the semantics of objects such as items for sale or prices.

Microformats represent unofficial attempts to extend HTML syntax to create machine-readable semantic markup about objects such as retail
stores and items for sale.
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Semantic Web solutions

The Semantic Web takes the solution further. It involves publishing in languages specifically designed for data: Resource Description
Framework (RDF), Web Ontology Language (OWL), and Extensible Markup Language (XML). HTML describes documents and the links
betweenthem. RDF, OWL, and XML, by contrast, can describe arbitrary things such as people, meetings, or airplane parts.

These technologies are combined in order to provide descriptions that supplement or replace the content of Web documents. Thus, content may

13T or as markup within documents (particularly, in Extensible HTML

manifest itself as descriptive data stored in Web-accessible databases,
(XHTML) interspersed with XML, or, more often, purely in XML, with layout or rendering cues stored separately). The machine-readable
descriptions enable content managers to add meaning to the content, i.e., to describe the structure of the knowledge we have about that content. In
this way, a machine can process knowledge itself, instead of text, using processes similar to human deductive reasoning and inference, thereby
obtaining more meaningful results and helping computers to perform automated information gathering andresearch.

An example of a tag that would be used in a non-semantic web page:

<item>cat</item>

Encoding similar information in a semantic web page might look like this:
<item rdf:about="http://dbpedia.org/resource/Cat">Cat</item>

TimBemers-Leecallstheresultingnetwork of Linked Datathe GiantGlobal Graph, incontrasttothe HTML-based World Wide Web. Berners-Lee
posits that if the past was document sharing, the future is data sharing. His answer to the question of "how" provides three points of instruction.
One, a URL should point to the data. Two, anyone accessing the URL should get data back. Three, relationships in the data should point to
additional URLswithdata.

Web 3.0

Tim Berners-Lee has described the semantic web as a component of 'Web 30014

People keep asking what Web 3.0 is. I think maybe when you've got an overlay of scalable vector graphics — everything rippling and
folding and looking misty— on Web 2.0 and access to a semantic Web integrated across a huge space of data, you'll have access to
anunbelievable dataresource..."

— Tim Berners-Lee, 2006

"Semantic Web" is sometimes used as a synonym for "Web 3.0", though each term's definition varies.

Examples

When we talk about the Semantic Web, we speak about many "howto’s" which are often incomprehensible because the required notions of
linguistics are very often ignored by most people. Thus, we rather imagine how emergence of the Semantic Web looks in the future.

Meta-Wiki

The sites of Wiki type soar. Their administrations and their objectives can be very different. These wikis are more and more specialized. But
most of wikis limit the search engines to index them because these search engines decrease the wikis' efficiency and record pages which are
obsolete, by definition, outside the wiki (perpetual update). Meta- search-engines are going to aggregate the obtained result by requesting
individually at each of these wikis. The wikis become silos of available data for consultation by people and machines through access points
(triplestore).




Semantic Web

10

Semantic detectives & Semantic identity

Theyoungbloggersarenow onthe labourmarket. The companiesdonotask any longer forthejudicial fileofanew employee. To have information,
the companies appeal in a systematic way to engines which are going to interrogate all the sites which reference and index the accessible
information onthe Web. The differentiation between search engines is going to concern the capacity to respond at requests where the sense is
going to take more and more importance (evolution of the requests with keywords towards the semantic requests). There will be three types of
person: the unknown, the "without splash" and the others. The others will have to erase in a systematic way the information which could carry
disadvantages and which will be more and more accessible. It will be the same engines of semantic search which also charge this service.

Profile Privacy/Consumer/Public

The Web'schildrenbecameparents. Theyusetoolswhichcan limittheaccessandthe spreading oftheinformation bytheirchildren. So, theparents
canseeatanytimethe web's logsoftheirchildrenbutthey alsohave anetwhichis going to filter their "private" identity before it is broadcasted on
the network. For example, a third-part trust entity, along with their mobile telephone provider, the post office and the bank, will possess the
consumer’s identity so as to mask the address of delivery and the payment of this consumer. A public identity also exists to spread a resume
(CV),ablogoranavatar forexamplebutthedataremaintheproperty oftheowneroftheserverwhohoststhisdata. So,themobiletelephoneprovider
offers apersonal server who will contain one public zone who will automatically be copied on the network after every modification. If1 want that
my resume is not any longer on the network, [ just have to erase it of my public zone from my server. So, the mobile telephone provider creates a
controllablesilo of information for every publicprofile.

Personal agent

In a few years, the last generation of robot is now mobile and transcribes the human voice. However, it has to transfer the semantic
interpretation to more powerful computers. These servers can so interpret the sense of simple sentences and interrogate other servers to calculate
the answer to be given. Example: "Arthur returned at him. He ordered a pizza by his personal digital agent. His agent is going to send the
information to the home server which will accept or not the purchase. It refuses because it received the order of the Arthur's parents to buy
only a well-balanced menu. So, the home server displays on the TV3D the authorized menus to allow Arthur to choose a new meal."

Research assistant

In20??, the Semantic Web is now a reality. Marc is aresearcher. He has a new idea. He is going to clarify it with his digital assistant which is
immediately going to show him the incoherence of his demonstration by using the accessible knowledge in silos on the Web. Marc will be
able to modify his reasoning or to find the proofs which demonstrate that the existing knowledge is false and so to advance the scientific
knowledge within the Semantic Web.

Challenges

Some of the challenges for the Semantic Web include vastness, vagueness, uncertainty, inconsistency, and deceit. Automated reasoning systems
will have to deal with all of these issues in order to deliver on the promise of the Semantic Web.

+  Vastness: The World Wide Web containsmany billionsofpages (5] The SNOMEDCTmedical terminology ontologyalonecontains
370,000classnames, andexistingtechnologyhasnotyetbeenabletoeliminateall semantically duplicatedterms. Anyautomated
reasoningsystemwillhavetodeal withtrulyhugeinputs.
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Vagueness: These are imprecise concepts like "young" or "tall". This arises from the vagueness of user queries, of concepts represented by
content providers, of matching query terms to provider terms and of trying to combine differentknowledgebases withoverlapping butsubtly
differentconcepts. Fuzzy logicisthemostcommon technique for dealing with vagueness.

Uncertainty: These are precise concepts with uncertain values. For example, a patient might present a set of symptoms which correspond

to a number of different distinct diagnoses each with a different probability. Probabilisticreasoningtechniques are generally
employedtoaddress uncertainty.

Inconsistency: Thesearelogical contradictionswhichwillinevitablyarise duringthedevelopmentoflarge ontologies, and when ontologies
from separate sources are combined. Deductive reasoning fails catastrophically whenfaced withinconsistency, because "anything follows
fromacontradiction" Defeasiblereasoningand paraconsistentreasoningaretwotechniqueswhichcanbeemployedtodealwith
inconsistency.

Deceit: This is when the producer of the information is intentionally misleading the consumer of the information. Cryptography techniques
are currently utilized to alleviate this threat.

This list of challenges is illustrative rather than exhaustive, and it focuses on the challenges to the "unifying logic" and "proof" layers of the
Semantic Web. The World Wide Web Consortium (W3C) Incubator Group for Uncertainty Reasoning for the World Wide Web (URW3-XG)
final report (16] lumps these problems together under the single heading of "uncertainty". Many of the techniques mentioned here will require

extensions to the Web Ontology Language(OWL)forexampletoannotateconditionalprobabilities.Thisisanareaofactiveresearch.[17]

Standards

Standardization for Semantic Web in the context of Web 3.0 is under the care of W3C.['®!

Components

The term "Semantic Web" is often used more specifically to refer to the formats and technologies that enable it The collection, structuring and

recovery of linked data are enabled by technologies that provide a formal description of concepts, terms, and relationships within a given

knowledge domain. Thesetechnologiesare specifiedas W3C standards and include:

Resource Description Framework (RDF), a general method for describing information
RDF Schema (RDFS)

Simple Knowledge Organization System(SKOS)

SPARQL, an RDF querylanguage

Notation3 (N3), designed with human-readability in mind

N-Triples, a format for storing and transmitting data

Turtle (Terse RDF TripleLanguage)

Web Ontology Language (OWL), a family of knowledge representation languages
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The Semantic Web Stack illustrates the architecture of the Semantic Web. The

. A . . [19] | User interface and applications ‘
functions and relationships of the components can be summarized as follows:
. . Trust
+ XML provides an elemental syntax for content structure within documents, yet l :‘
associatesnosemanticswiththemeaningofthe content contained within. XML is ’ Froct \
not at present a necessary component of Semantic Web technologies in most | Linitying fogle

cases, as alternative syntaxes exists, such as Turtle. Turtle is a de facto standard,

\ Ontologies: ’ Rules: {
buthas notbeen through a formal standardization process. Querying: owL RIFISWRL || 9
SPARQL 3
XML Schema is a language for providing and restricting the structureand [ Taxonomies: RDFS ‘ §
°
contentofelementscontainedwithin XML documents. I Data interchange: RDF <

RDF is a simple language for expressing data models, which refer to objects |

("resources") and their relationships. An RDF-based model
can be represented in a variety of syntaxes, e.g., RDF/XML, N3, Turtle, and RDl*a.M&K'EF YR fJn{l&HFfMﬁhi“: UNICODE
standard of the Semantic Web. 21221231 The Semantic Web Stack.

RDF Schema extends RDF and is a vocabulary for describing properties and classes of RDF-based resources, with semantics for

|
Syntax: XML |

generalized-hierarchies of such properties and classes.

OWL adds more vocabulary for describing properties and classes: among others, relations between classes (e.g. disjointness), cardinality (e.g.
"exactly one"), equality, richer typing of properties, characteristics of properties (e.g. symmetry), and enumerated classes.

SPARQL is a protocol and query language for semantic web data sources.

Current state of standardization

Currentongoingstandardizationsinclude:

Rule Interchange Format (RIF) as the Rule Layer of the Semantic Web Stack Not yet fully

realized layers include:

Unifying Logic and Proof layers are undergoing active research.

The intent is to enhance the usability and usefulness of the Web and its interconnected resources through:

Servers which expose existing data systems using the RDF and SPARQL standards. Many converters to RDF (4 exist from different
applications. Relational databases are an important source. The semantic web server attaches to the existing system without affecting its
operation.

Documents"markedup" withsemantic information(anextensionofthe HTML <me t a> tagsusedintoday's Webpagestosupply
information for Websearchenginesusingwebcrawlers). Thiscould be

machine-understandable information about the human-understandable content of the document (such as the creator, title, description, etc., of
the document) or it could be purely metadata representing a set of facts (such as resources and services elsewhere in the site). (Note that
anything that can be identified with a Uniform Resource Identifier (URI)canbedescribed, sothe semantic web canreason about animals,
people, places, ideas, etc.) Semantic markup is often generated automatically, rather than manually.

Common metadata vocabularies (ontologies) and maps between vocabularies that allow document creators to know how to mark up their
documents so that agents can use the information in the supplied metadata (so that Author inthe sense of 'the Author of the page' won't be
confused with Author inthe sense of abook that is the subject of a bookreview).

Automated agents to perform tasks for users of the semantic web using this data
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¢+ Web-based services (often with agents of their own) to supply information specifically to agents (for example, a Trustservicethatanagent
couldaskifsomeonlinestorehasahistoryofpoorserviceorspamming)

Skeptical reactions

Practical feasibility

Critics (e.g. Which Semantic Web? [25]) question the basic feasibility of a complete or even partial fulfillment of the semantic web. Cory
Doctorow's critique ("metacrap") is from the perspective of human behavior and personal preferences. For example, people may include
spurious metadata into Web pages in an attempt to mislead Semantic Web engines that naively assume the metadata's veracity. This phenomenon
was well-known with metatags that fooled the AltaVista ranking algorithm into elevating the ranking of certain Web pages: the Google indexing
engine specifically looks for such attempts at manipulation. Peter Gardenfors and Timo Honkela point out that logic-based semantic web

technologiescoveronlyafractionoftherelevantphenomenarelatedtosemantics.[26][27]

Where semantic web technologies have found a greater degree of practical adoption, it has tended to be among core specialized communities and
organizations for intra-company projects.m] The practical constraints toward adoption have appeared less challenging where domain and scope is
more limited than that of the general public and the World-Wide Web. 2]

Potential of an idea in fast progress

The original 2001 Scientific American article by Berners-Lee described an expected evolution of the existing Web to a Semantic Web. 21 A
complete evolution as described by Berners-Lee has yetto occur. In 2006, Berners-Lee and colleagues stated that: "This simple idea, however,
remains largely unrealized """ While the idea is still in the making, it seems to evolve quickly and inspire many. Between 2007-2010 several
scholars have explored the social potential of the semantic web in the business and health sectors, and for social networking.[3l] They have

also exploredthebroaderevolutionofdemocracy:howasociety formsitscommonwillinademocraticmannerthrough a semantic web 2

Censorship and privacy

Enthusiasm about the semantic web could be tempered by concerns regarding censorship and privacy. For instance, text-analyzing techniques can
now be easily bypassed by using other words, metaphors for instance, or by using images in place of words. An advanced implementation of
the semantic web would make it much easier for governments to control the viewing and creation of online information, as this information
would be much easier for an automated content-blocking machine to understand. In addition, the issue has also been raised that, with the use of FOAF
files and geo location meta-data, there would be very little anonymity associated with the authorship of articles on things such as a personal
blog. Some of these concerns were addressed in the "Policy Aware Web" project[33] and is an active research and development topic.

Doubling output formats

Anothercriticismofthesemanticwebisthatitwouldbe much moretime-consuming tocreateand publish content because there would need to be
two formats for one piece of data: one for human viewing and one for machines. However, many web applications in development are addressing
this issue by creating a machine-readable format upon the publishing of data or the request of a machine for such data. The development of
microformatshas been one reaction to this kind of criticism. Another argument in defense of the feasibility of semantic web is the likely falling
priceofhumanintelligencetasksindigitallabormarkets, suchasthe AmazonMechanical Turk.

Specifications such as eRDF and RDFa allow arbitrary RDF data to be embedded in HTML pages. The GRDDL (Gleaning Resource
Descriptions from Dialects of Language) mechanism allows existing material (including
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microformats) to be automatically interpreted as RDF, so publishers only need to use a single format, such as HTML.

Projects

This section lists some of the many projects and tools that exist to create Semantic Web solutions.*¥

DBpedia
DBpedia is an effort to publish structured data extracted from Wikipedia: the data is published in RDF and made available on the Web for use

under the GNU Free Documentation License, thus allowing Semantic Web agents to provide inferencing and advanced querying over the
Wikipedia-derived dataset and facilitating interlinking, re-use and extension in otherdata-sources.

FOAF

A popular vocabulary on the semantic web is Friend of a Friend (or FoaF), which uses RDF to describe the relationships people have to
other people and the "things" around them. FOAF permits intelligent agents to make sense ofthethousandsofconnectionspeoplehave witheach
other, theirjobs and the items important totheir lives; connections that may or may not be enumerated in searches using traditional web search
engines. Because the connections are so vast innumber, human interpretation of the information may not be the best way of analyzing them.

FOAF is an example of how the Semantic Web attempts to make use of the relationships within a social context.

SIOC

The Semantically-Interlinked Online Communities project (SIOC, pronounced "shock") provides a vocabulary of terms and relationships that
model web data spaces. Examples of such data spaces include, among others: discussion forums, blogs, blogrolls/ feed subscriptions, mailing
lists, shared bookmarksandimage galleries.

NextBio

A database consolidating high-throughput life sciences experimental data tagged and connected via biomedical ontologies. Nextbio is
accessible via a search engine interface. Researchers can contribute their findings for incorporation to the database. The database currently
supports gene or protein expression data and sequence centric data and is steadily expanding to support other biological data types.
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Microformat

A microformat (sometimes abbreviated pF) is a web-based approach to semantic markup which seeks tore-use existing HTML/XHTML

tags to convey metadata"

and other attributes in web pages and other contexts that support (X)HTML, such as RSS. This approach allows
software to process information intended for end-users (such as contact information, geographic coordinates, calendar events, and the

like) automatically.

Although the content of web pages is technically already capable of "automated processing", and has been since the inception of the web, such
processing is difficult because the traditional markup tags used to display information on the web do not describe what the information means.”
Microformats can bridge this gap by attaching semantics, and thereby obviate other, more complicated, methods of automated processing, such as
natural language processing or screen scraping. The use, adoption and processing of microformats enables data items to be indexed, searched for,

. . . )
saved or cross-referenced, so that information can be reused or combined.”?

As of 2010, microformats allow the encoding and extraction of events, contact information, social relationships and so on. While more are still
being developed, it appears that other formats such as schema.org have achieved greater industry suppon.m

Background

Microformats emerged as part of a grassroots movement to make recognizable data items (such as events, contact details or geographical
locations) capable of automated processing by software, as well as directly readable by end-users. ™ Link-based microformats emerged first.

These include vote links that express opinions of the linked page, which search engines can tally into instant polls.[5]

As the microformats community grew, CommerceNet, a nonprofit organization that promotes electronic commerce on the Internet, helped
sponsor and promote the technology and support the microformats community in various Ways.[S] CommerceNet also helped co-found the
Microformats.org community site.)

Neither CommerceNet nor Microformats.org operates as a standards body. The microformats community functions through an open wiki, a
mailing list, and an Internet relay chat (IRC) channel ] Most of the existing microformats were created at the Microformats.org wiki and the
associated mailing list, by a process of gathering examples of web publishing behaviour, then codifying it. Some other microformats (such as
rel=nofollow and unAPI) have been proposed, or developed, elsewhere.

Technical overview

XHTML and HTML standards allow for the embedding and encoding of semantics within the attributes of markup tags. Microformats take
advantage ofthese standards by indicating the presence of metadata using the following attributes:

class

Classname
rel

relationship, description of the target address in an anchor-element (<a href=... rel=...>...</a>)
Tev

reverse relationship, description of the referenced document (in one case, otherwise deprecated in microfonnats[6])

Forexample, inthetext"Thebirdsroostedat52.48 -1.89"isapairofnumberswhichmaybeunderstood, fromtheir context, to be a set of geographic
coordinates. With wrapping in spans (or other HTML elements) with specific class
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names (in this case geo, latitude and longitude, all part of the geo microformat specification):

The birds roosted at
<span class="geo">
<span class="latitude">52.48</span>,
<span class="longitude">-1.89</span>
</span>

softwareagentscanrecognize exactly whateach valuerepresents and canthen performa variety oftaskssuchas indexing, locating it on a map
and exporting it to a GPS device.

Example

In this example, the contact information is presented as follows:

<ul>

<1i>Joe Doe</1i>

<1i>The Example Company</li>

<1i>604-555-1234</1i>

<1li><a href="http://example.com/">http://example.com/</a></1i>
</ul>

With hCard microformat markup, that becomes:

<ul class="vcard">
ss="fn">Joe Doe</li>

A
[
[
(@]
—
(0]
0)]

<1li class="org">The Example Company</li>

<1i class="tel">604-555-1234</1i>

<1li><a class="url" href="http://example.com/">http://example.com/</a></1i>
</ul>

Here, the formatted name (f»), organisation (org), telephone number (fel) and web address (urf) have been identified using specific class names
and the whole thing is wrapped in class="vcard", which indicates that the other classes form anhCard (short for "HTML vCard") and
are not merely coincidentally named. Other, optional, hCard classes also exist. Software, such as browser plug-ins, can now extract the
information, and transfer it to other applications, such as an address book.
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In-context examples

For annotated  examples of microformats on live pages, see HCard#Live  example
(microformat)#Three_classes.

Specific microformats
Several microformats have been developed to enable semantic markup of particular types of information.

+ hAtom - for marking up Atom feeds from within standard HTML
+ hCalendar - forevents
+ hCard - for contact information; includes:

¢ adr — for postaladdresses

+ geo— for geographical coordinates (latitude, longitude)
+  hMedia - for audio/video content ['I¥
+ hNews - for newscontent
+ hProduct — forproducts
+ hRecipe - for recipes and foodstuffs.
+ hResume - for resumes or CVs
+ hReview — forreviews

+ rel-directory — for distributed directory creation and inclusion!”)

+ rel-enclosure — for multimedia attachments to web pages[ 10]

¢ rel-license— specification of copyright license!'"!

+  rel-nofollow, an attempt to discourage third-party content spam (e.g. spam in blogs)
+ rel-tag— for decentralized tagging (Folksonomy)[ 12]

¢+ xFolk - for taggedlinks

+  XHTML Friends Network (XFN) - for social relationships

+ XOXO - for lists and outlines

Microformats under development
Among the many proposed microforlnats,[l3] the following are undergoing active development:

+ hAudio - for audio files and references to released recordings
+ citation — for citingreferences
+ currency — for amounts of money

+  figure — for associating captions withimages[M]

and Geo

+  geoextensions—forplacesonMars, theMoon,andothersuchbodies; foraltitude;and forcollectionsof waypoints marking routes

or boundaries

+ species— for the names of living things (already used by Wikipedia [15and the BBC Wildlife Finder)

+ measure— for physical quantities, structured data-values!'®)
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Uses of microformats

Using microformats within HTML code provides additional formatting and semantic data that applications can use. For example, applications
such as web crawlers can collect data about on-line resources, or desktop applications suchase-mailclientsorscheduling software cancompile
details. Theuseofmicroformatscanalsofacilitate "mash ups" suchas exporting all of the geographical locations ona web page into (for example)
GoogleMapstovisualize them spatially.

Several browser extensions, such as Operator for Firefox and Oomph for Internet Explorer, provide the ability to detect microformats within an
HTML document. When hCard or hCalendar are involved, such browser extensions allow to export them into formats compatible with contact
management and calendar utilities, such as Microsoft Outlook. When dealing with geographical coordinates, they allow to send the location to
maps applications such as Google Maps. Yahoo! Query Language can be used to extract microformats from web pages.[”] On 12 May 2009,
Google announced that they would be parsing the hCard, hReview and hProduct microformats, and using them to populate search result

(9] and hRecipe for cookery recipes[w]. Similarly, microformats are also

(22]

pages[lgl. They have since extended this to use hCalendar for events
consumed by Bingm] and Yahoo!!! Together, these are the world's top three search engines.

(23]

Microsoft expressed a desire to incorporate Microformats into upcoming projects; - as have other software companies.

Alex Faaborg summarizes the arguments for putting the responsibility for microformat user interfaces in the web browser rather than making
more complicated HTML:?Y

+  Onlythewebbrowserknowswhatapplicationsareaccessibletotheuserand whattheuser'spreferencesare

+ Itlowersthebarriertoentryforwebsitedevelopersiftheyonlyneedtodothemarkupandnothandle "appearance" or "action"
issues

+ Retains backwards compatibility with web browsers that don't support microformats

+  The web browser presents a single point of entry from the web to the user's computer, which simplifies security issues

Evaluation of microformats

Various commentators have offered review and discussion on the design principles and practical aspects of microformats. Additionally,
microformats have been compared to other approaches that seek to serve the same or similarpurpose.[25] Fromtimetotime, thereiscriticismofa
single, orall, microformats.**' Documentedeffortsto advocate both the spread and use of microformats are known to existas well 26127) Opera
Software CTO and CSS creator Hakon Wium Lie said in 2005 "We will also see a bunch of microformats being developed, and that's how the
semantic web will be built, I believe. "] However, as of August 2008, Toby Inkster, author of the "Swignition" (formerly "Cognition")

microformat parsing service pointed out thatnonew microformat specificationshad been published for over threeyears. ]
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Design principles
Computer scientist and entrepreneur, Rohit Khare stated that reduce, reuse, and recycle is "shorthand for several design principles” that
motivated the development and practices behind microformats. >/ "7 These aspects canbe summarized as follows:

+ Reduce: favor the simplest solutions and focus attention on specific problems;
+  Reuse: work from experience and favor examples of current practice;
+  Recycle:encouragemodularityandtheabilitytoembed, valid XHTML canbereusedinblogposts,RSSfeeds, and anywhere else you can

access the web. 1)

Accessibility

Because some microformats make use oftitle attribute of HTML's abbr elementto conceal machine-readabledata (particularly date-times and

[30]

geographical coordinates) in the "abbr design pattern ™", the plain text content of the element is inaccessible to those screen readers that expand

abbreviations > In June 2008, the BBC announced that it would be dropping use of microformats using the abbr design pattern because of

accessibility concerns.*?

Comparison with alternative approaches

Microformats are not the only solution for providing "more intelligent data" on the web. Alternative approaches exist and are under development as

well. For example, the use of XML markup and standards of the Semantic Web are cited as alternative approaches.[S] Some contrast these with

microformats in that they do not necessarily coincide with the design principles of "reduce, reuse, and recycle", at least not to the same
(5]

extent.

One advocate of microformats, Tantek Celik, characterized a problem with alternative approaches:

(2]

Here's a new language we want you to leam, and now you need to output these additional files on your server. It's a hassle. (Microformats) lower the barrier toentry.

Forsomeapplicationstheuseofotherapproachesmaybevalid. [fonewishestousemicroformat-styleembedding but the type of data one wishes
to embed does not map to an existing microformat, one can use RDFa to embed arbitrary vocabularies into HTML, for example: embedding
domain-specific scientific data on the Web like zoological or chemical data where no microformat for such data exists. Furthermore,
standards such as W3C's GRDDL allow microformats to be converted into data compatible with the Semantic Web.133!

Another advocate of microformats, Ryan King, put the compatibility of microformats with other approaches this way:

Microformats provide an easy way for many people to contribute semantic data to the web. With GRDDL all of that data is made available for RDF Semantic Webtools.

122]
wuou.

Microformats and GRDDL can work together to build a better
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Web 2.0

Web 2.0 is a loosely defined intersection of web

application features that facilitate participatory
information sharing, interoperability, user-centered
design,[” and collaboration on the World Wide
Web. A Web 2.0 site allows users to interact and
collaborate with each other in a social media dialogue
as creators (prosumers) of user-generated content
in a virtual community, in contrast to websites
where users (consumers) are limited to the passive
viewing of content that was created for them.
Examples of Web 2.0 include social networking sites,
blogs, wikis, video sharing sites, hosted services, web
applications, mashups andfolksonomies.

The term is closely associated with Tim O'Reilly because dfeelo@ReitipIMelia heabriemfeldpiowitiiaiécd0th
suggests anew version of the World Wide Web, it does not refer toanupdate to any

es Although the term

technical specification, but rather to cumulative changes in the ways software developers and end-users use the Web. Whether Web2.01s
qualitatively different from prior web technologies has been challenged by World Wide Web
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inventor Tim Berners-Lee, who called the term a "piece of jargon”,m precisely because he intended the Web in his vision as "a collaborative
medium, a place where we [could] all meet and read and write". He called it the "Read/Write Web )

History

Theterm"Web2.0" was firstused in January 1999 by Darcy DiNucci, aconsultanton electronic information design (information architecture).
Inherarticle, "Fragmented Future", DiNucci writes: (%]

The Webweknownow, which loads into abrowser window inessentially static screenfuls, isonlyanembryo ofthe Webtocome. The first
glimmerings of Web 2.0 are beginning to appear, and we are just starting to see how that embryo might develop. The Web will be
understood not as screenfuls of text and graphics but asa transport mechanism, the ether through which interactivity happens. It will [...]
appear on your computer screen, [...] on your TV set [...] your car dashboard [...] your cell phone [...] hand-held game machines [...]
maybe even your microwaveoven.

Heruseofthetermdealsmainly with Webdesign, aesthetics,and theinterconnectionofeveryday objectswiththe Internet; shearguesthatthe Web
is "fragmenting" due to the widespread use of portable Web-ready devices. Her article is aimed at designers, reminding them to code for an ever-
increasing variety of hardware. As such, her use of the term hints at, but does not directly relate to, the current uses of the term.

The term Web 2.0 did not resurface until 2002./1°N!%) These authors focus on the concepts currently associated with the term where, as Scott
Dietzen puts it, "the Web becomes a universal, standards-based integration platform".[9] John Robb wrote: "What is Web2.0? It is a system

that breaks with the old model of centralized Web sites and moves the power of the Web/Internet to the desktop."[ 10]

In2003, the term began its rise in popularity when O'Reilly Media and MediaLive hosted the first Web 2.0 conference. In their opening
remarks, John Battelle and Tim O'Reilly outlined their definition of the "Web as Platform", where software applications are built upon the
Web as opposed to upon the desktop. The unique aspect of this migration, they argued, is that "customers are building your business for you".[l 1
They argued that the activities of users generating content (in the form of ideas, text, videos, or pictures) could be "harnessed" to create value.
O'Reilly and Battelle contrasted Web 2.0 with what they called "Web 1.0". They associated Web 1.0 with the business models of

Netscape and the Encyclopadia Britannica Online. For example,

Netscape framed "the web as platform" in terms of the old software paradigm: their flagship product was the web browser, a desktop
application, and their strategy was to use their dominance in the browser market to establish a market for high-priced server products.
Control over standards for displaying content and applicationsinthebrowserwould, intheory, give Netscape the kind of market power
enjoyed by Microsoftin the PC market. Much like the "horseless carriage" framed the automobile as an extension of the familiar,
Netscape promoted a "webtop" to replace the desktop, and planned to populate that webtop withinformation updates and applets pushed to

the webtop by information providers who would purchase Netscape servers. [12)

In short, Netscape focused on creating software, updating it on occasion, and distributing it to the end users. O'Reilly contrasted this with Google, a
company that did not at the time focus on producing software, such as a browser, but instead on providing a service based on data such as the links
Web page authors make between sites. Google exploits this user-generated content to offer Web search based on reputation through its
"PageRank" algorithm. Unlike software, which undergoes scheduled releases, such services are constantly updated, a process called "the perpetual
beta". A similar difference can be seen between the Encyclopadia Britannica Online and Wikipedia: while the Britannica relies upon experts
to create articles and releases them periodically in publications, Wikipedia relies on trust in anonymous users to constantly and quickly build
content. Wikipedia is not based on expertise but rather an adaptation of the open source software adage "given enough eyeballs, all bugs are
shallow", and it produces and updates articles constantly. O'Reilly's Web 2.0 conferences have been held every year since 2003, attracting
entrepreneurs, large companies, and technology reporters.




Web2.0

25

In terms of the lay public, the term Web 2.0 was largely championed by bloggers and by technology journalists, culminating in the 2006
TIME magazine Person of The Year (You).[ 13 That is, TIME selected the masses of users who were participating in content creation on
socialnetworks, blogs, wikis, and media sharing sites. Inthe cover story, Lev Grossmanexplains:

It's a story about community and collaboration on a scale never seen before. It's about the cosmic compendium of knowledge Wikipedia
and the million-channel people's network YouTube and the online metropolis MySpace. It's aboutthe many wresting power fromthe
fewandhelpingoneanother fornothingandhowthat will not only change the world but also change the way the world changes.

Since that time, Web 2.0 has found a place in the lexicon; in 2009 Global Language Monitor declared it to be the one-millionth English
word !4

Characteristics

Web 2.0 websites allow users to do more than just retrieve information. By increasing
what was already possible in "Web 1.0", they provide the user with more user-
interface, software and storage facilities, all through their browser. This has been
called "Network as platform" computing.m Users can provide the data thatisona Web
2.0 site and exercise some control over that data.*">) These sites may have an
"Architecture of participation” that encourages users to add value to the applicationasthey

useit. P13 Some scholars have made the case that cloud computing is a form of Web

Alistofwaysthatpeoplecanvolunteerto improve Mass
Effect Wiki, onthemainpageof thatsite. Mass Effect
Wikiisanexample of content generated by users

2.0 because cloud computing is simply an implication of computing on the
Internet.[®)

N . working collaboratively.
The concept of Web-as-participation-platform captures many of these characteristics. d Y

Bart Decrem, a founder and former CEO of Flock, calls Web 2.0 the "participatory
Web"' and regards the Web-as-information-source as Web1.0.

The Web 2.0 offers all users the same freedom to contribute. While this opens the

possibility for rational debate and collaboration, it also opens the possibility for
"spamming" and "trolling" by less rational users. The impossibility of excluding

group members who don'’t contribute to the provision of goods from sharing profits

gives rise to the possibility that rational members will prefer to withhold their
(18]

contribution of effort and free ride on the contribution of others. Edit box interface through which anyone could edit a

This requires what is sometimes called radical trust by the management of the website. According to Best,wﬁmt?f:éj 24Pt eristics of Web 2.0 are:

rich user experience, user participation, dynamic content, metadata, web standards and scalability. Further characteristics, such as openness,

[20]

freedom*”™ and collective intelligencem] by way of user participation, can also be viewed as essential attributes of Web 2.0.
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Technologies

The client-side/web browser technologies used in Web 2.0 development are Asynchronous JavaScript and XML (Ajax), Adobe Flash and the
Adobe Flex framework, and JavaScript/Ajax frameworks such as YUI Library, Dojo Toolkit, MooTools, jQuery and Prototype JavaScript
Framework. Ajax programming uses JavaScript to upload and download new data from the web server without undergoing a full page
reload.

Toallowuserstocontinue tointeract with the page, communications such as datarequests goingtothe server are separated from data coming back
to the page (asynchronously). Otherwise, the user would have to routinely wait for the data to come back before they can do anything else on that
page,justasauserhastowait forapagetocomplete the reload. This also increases overall performance of the site, as the sending of requests can
complete quicker independent of blocking and queueing required to send data back to the client. ...

The data fetched by an Ajax request is typically formatted in XML or JSON (JavaScript Object Notation) format, two widely used structured
data formats. Since both of these formats are natively understood by JavaScript, a programmer can easily use them to transmit structured data
in their web application. When this data is received via Ajax, the JavaScript program then uses the Document Object Model (DOM) to
dynamically update the web page based on the new data, allowing for arapid and interactive user experience. In short, using these techniques,
Web designers can make their pages function like desktop applications. For example, Google Docs uses this technique to create a Web based
word processor.

Adobe Flex is another technology often used in Web 2.0 applications. Compared to JavaScript libraries like jQuery, Flex makes it easier for
programmers to populate large data grids, charts, and other heavy user interactions.”*” Applications programmed in Flex, are compiled and
displayed as Flash within the browser. As a widely available plugin independent of W3C (World Wide Web Consortium, the governing body
of web standards and protocols) standards, Flash is capable of doing many things that were not possible pre-HTMLS, the language used to
construct web pages. Of Flash's many capabilities, the most commonly used in Web 2.0 is its ability to play audio and video files. This has
allowed for the creation of Web 2.0 sites where videomedia is seamlessly integrated with standard HTML.

Inaddition to Flash and Ajax, JavaScript/Ajax frameworks have recently become a very popular means of creating Web 2.0 sites. At their core,
these frameworks do not use technology any different from JavaScript, Ajax, and the DOM. What frameworks do is smooth over
inconsistencies between web browsers and extend the functionality available to developers. Many of them also come with customizable,
prefabricated 'widgets' that accomplish such common tasks as picking a date from a calendar, displaying a data chart, or making a tabbed
panel.

On the server side, Web 2.0 uses many of the same technologies as Web 1.0. New languages such as PHP, Ruby, Perl, Python and JSP are used
by developers to output data dynamically using information from files and databases. What has begun to change in Web 2.0 is the way this data is
formatted. In the early days of the Internet, there was little need for different websites to communicate with each other and share data. In the new
"participatory web", however, sharing data between sites has become an essential capability. To share its data with other sites, a website must be
able to generate output in machine-readable formats such as XML (Atom, RSS, etc.) and JSON. When a site's datais available inone of these
formats, another website can use it to integrate a portion of that ite's functionality into itself, linking the two together. When this design pattern
is implemented, it ultimately leads to data that is both easier to find and more thoroughly categorized, a hallmark of the philosophy behind
the Web2.0 movement.

Inbrief, Ajaxisakeytechnology usedtobuild Web 2.0 because it provides richuser experience and works withany browser whether it is Firefox,
Chrome, Internet Explorer or another popular browser. Then, a language with very good web services support should be used to build Web 2.0
applications. In addition, the language used should be iterative meaning that the addition and deployment of features can be easily and
quicklyachieved.
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Concepts

Web 2.0 can be described in 3 parts, which are as follows:

Rich Internet application (RIA) — defines the experience brought from desktop to browser whether it is from a graphicalpointofviewor
usabilitypointofview. SomebuzzwordsrelatedtoRIAare AjaxandFlash.

Web-orientedarchitecture(WOA)—isakeypiecein Web2.0, whichdefineshow Web2.0applicationsexpose their functionality so that
other applications can leverage and integrate the functionality providing a set of much richer applications (Examples are: Feeds, RSS,

Web Services, Mash-ups)

+  Social Web—defineshow Web2.0tendstointeractmuchmorewiththeenduserandmaketheend-useran integral part.

As such, Web 2.0 draws together the capabilities of client- and server-side software, content syndication and the use of network protocols.

Standards-oriented web browsers may use plug-ins and software extensions to handle the content and the user interactions. Web 2.0 sites provide

users with information storage, creation, and dissemination capabilities that were not possible in the environment now known as "Web 1.0".

Web 2.0 websites include the following features and techniques: Andrew McAfee used the acronym SLATES to refer to them:

Search

Links

(23]

Finding information through keyword search.

Connects information together into a meaningful information ecosystem using the model of the Web, and provides low-barrier
socialtools.

Authoring

Tags

The ability to create and update content leads to the collaborative work of many rather than just a few web authors. In wikis, users may
extend, undo and redo each other's work. In blogs, posts and the comments of individuals build up overtime.

Categorization of content by users adding "tags"—short, usually one-word descriptions—to facilitate searching, without
dependence on pre-made categories. Collections of tags created by many users within a single system may be referred to as
"folksonomies" (i.e., folk taxonomies).

Extensions

Software that makes the Web an application platform as well as a document server. These include software like Adobe Reader, Adobe
Flash player, Microsoft Silverlight, ActiveX, Oracle Java, Quicktime, Windows Media, etc.

Signals

The use of syndication technology such as RSS to notify users of content changes.

While SLATES forms the basic framework of Enterprise 2.0, it does not contradict all of the higher level Web 2.0 design patternsand business

models. Inthis way, anew Web2.0report from O'Reilly is quite effectiveand diligent in interweaving the story of Web 2.0 with the specific

aspects of Enterprise 2.0. It includes discussions of self-service IT, the long tail of enterprise IT demand, and many other consequences

of the Web 2.0 era inthe enterprise. The report also makes many sensible recommendations around starting small with pilot projects and

measuring results, among a fairly long list.24
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Usage

A third important part of Web 2.0 is the social Web, which is a fundamental shift in the way people communicate. The social web consists ofa
number of online tools and platforms where people share their perspectives, opinions, thoughts and experiences. Web 2.0 applications tend to
interact much more with the end user. As such, the end user is not only a user of the application but also a participant by:

¢ Podcasting

+ Blogging

+ Tagging

+  Contributing to RSS
+  Social bookmarking
+  Social networking

The popularity of the term Web 2.0, along with the increasing use of blogs, wikis, and social networking technologies, has led many in
academia and business to coin a flurry of 2.Os,[25] including Library 2.0,[26] Social Work 2.0,[27] Enterprise 2.0, PR 2.0,[28] Classroom 2.0,[29]
Publishing 2.0,[30] Medicine 2.0,[3” Telco 2.0, Travel 2.0, Government 2.0,[32] and even Porn 2.0.1%") Many of these 2.0s refer to Web 2.0
technologies asthesource ofthe new version in their respective disciplines and areas. For example, in the Talis white paper "Library 2.0:
The Challenge of Disruptive Innovation", Paul Miller argues

Blogs, wikis and RSS are often held up as exemplary manifestations of Web 2.0. Areader of ablog ora wikiis provided with tools
to add acomment or even, in the case of the wiki, to edit the content. This is what we call the Read/Write web. Talis believes
that Library 2.0 means harnessing this type of participation so that libraries can benefit from increasingly rich collaborative
cataloging efforts, such as including contributions from partner libraries as well as adding rich enhancements, such as book jackets or

movie files, to records from publishers and others.*4

Here, Miller links Web 2.0 technologies and the culture of participation that they engender to the field of library science, supportinghisclaim
thatthereisnowa"Library2.0". Manyoftheotherproponentsofnew?2.Osmentioned here use similarmethods.

The meaning of web 2.0 is role dependent, as Dennis D. McDonalds noted. For example, some use Web 2.0 to establish and maintain
relationships through social networks, while some marketing managers might use this promising technology to "end-run traditionally

unresponsive L. T. depanment[s]."[35]

There is a debate over the use of Web 2.0 technologies in mainstream education. Issues under consideration include the understanding of students'
different learning modes; the conflicts between ideas entrenched in informal on-line communities and educational establishments' views on the
production and authentication of 'formal' knowledge; and questions about privacy, plagiarism, shared authorship and the ownership of knowledge

and information produced and/or published on line.%®!

Marketing

For marketers, Web 2.0 offers an opportunity to engage consumers. A growing number of marketers are using Web 2.0 tools to collaborate
with consumers on product development, service enhancement and promotion. Companies can use Web 2.0 tools to improve
collaboration with both its business partners and consumers. Among other things, company employees have created wikis—Web sites
that allow usersto add, delete, and edit content— to list answers to frequently asked questions about each product, and consumers have
added significant contributions. Another marketing Web 2.0 lure is to make sure consumers can use the online community to

network among themselves on topics of their own choosing.[37]

Mainstream media usage of web 2.0 is increasing. Saturating media hubs—like The New York Times, PC Magazine and

Business Week — with links to popular new web sites and services, is critical to achieving the threshold for mass adoption of

those services. %)
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Web 2.0 offers financial institutions abundant opportunities to engage with customers. Networks such as Twitter, Yelp and Facebook
are now becoming common elements of multichannel and customer loyalty strategies, and banks are beginning to use these sites
proactively to spread their messages. In a recent article for Bank Technology News, Shane Kite describes how Citigroup's Global
Transaction Services unit monitors social media outlets to address customer issues and improve products. Furthermore, the FI uses
Twitter to release "breaking news" and upcoming events, and YouTube to disseminate videos that feature executives speaking about

marketnews.[39]

Small businesses have become more competitive by using Web 2.0 marketing strategies to compete with larger companies. As new
businesses grow and develop, new technology is used to decrease the gap between businesses and customers. Social networks have
become more intuitive and user friendly to provide information that is easily reached by the end user. For example, companies use

Twitter to offer customers coupons and discounts for products and services. ")

According to Google Timeline, the term Web 2.0 was discussed and indexed most frequently in 2005, 2007 and 2008. Its average use is
continuously declining by 2—4% per quarter since April 2008.

Web 2.0 in education

Web2.0technologiesprovideteachers withnewwaystoengagestudentsinameaningfulway. "Childrenraisedon new media technologies are less
patient with filling out worksheets and listening to lectures"*! because students already participate ona global level. The lack of participation in
atraditional classroom stems more from the fact that students receive better feedback online. Traditional classrooms have students do assignments
and when they are completed, they are just that, finished. However, Web 2.0 shows students that education is a constantly evolving entity.
Whether it is participating in a class discussion, or participating in a forum discussion, the technologies available to students ina Web 2.0
classroom does increase the amount they participate.

Will Richardson stated in Blogs, Wikis, Podcasts and other Powerful Web tools for the Classrooms, 3rd Edition that, "The Web has
the potential to radically change what we assume about teaching and learning, and it presents us with important questions to ponder: Whatneedsto
change about our curriculum when our students have the ability to reach audiences far beyond our classroom walls?"*?) Web 2.0 tools are
needed in the classroom to prepare both students and teachers for the shift in learning that Collins and Halverson describe. According to
Collins and Halverson, the self-publishing aspects as well as the speed with which their work becomes available for consumption allows teachers to
give students the control they need over their learning. This control is the preparation students will need to be successful as learning expands

beyond the classroom. "™

Some may think that these technologies could hinder the personal interaction of students, however all of the research points to the contrary. "Social
networking sites have worried many educators (and parents) because they often bring with them outcomes that are not positive: narcissism,
gossip, wasted time, 'friending’, hurt feelings, ruined reputations, and sometimes unsavory, even dangerous activities, [on the contrary,] social
networking sites promote conversations and interaction that is encouraged by educators."®’ By allowing students to use the technology tools of
Web 2.0, teachers are actually giving students the opportunity to learn for themselves and share that learning with their peers. One of the many
implicationsof Web2.0technologies on class discussionsis the idea that teachersare no longer in control of the discussions. Instead, Russell and
Sorge (1999) conclude that integrating technology into instruction tends to move classrooms from teacher-dominated environments to ones that are
more student-centered. While it is still important for them to monitor what students are discussing, the actual topics of learning are being guided
by the studentsthemselves.

Web 2.0 calls for major shifts in the way education is provided for students. One of the biggest shifts that Will Richardson points out in
his book Blogs, Wikis, Podcasts, and Other Powerful Web Tools for Classrooms'™ is the fact that education must be not only socially
but collaboratively constructed. This means that students, in a Web 2.0 classroom, are expected to collaborate with their peers. By making the
shifttoa Web 2.0 classroom, teachers are
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creating a more open atmosphere where students are expected to stay engaged and participate in the discussions and learning that is taking place
aroundthem. Infact, therearemanyways foreducatorstouse Web2.0technologiesin their classrooms.

"Weblogs are not built on static chunks of content. Instead they are comprised of reflections and conversationsthat in many cases are updated
every day [...] They demand interaction."(*”) Will Richardson's observation of the essence of weblogsspeaksdirectlytowhyblogsaresowellsuited
to discussion based classrooms. Weblogs give students a public space to interact with one another and the content of the class. As long as the
students are invested in the project, the need to see the blog progress acts as motivation as the blog itself becomes an entity that can demand

interaction.

For example, Laura Rochette implemented the use of blogs in her American History class and noted that in addition to an overall improvement in
quality, the use of the blogs as an assignment demonstrated synthesis level activity from her students. In her experience, asking students to
conduct their learning in the digital world meant asking students "to write, upload images, and articulate the relationship between these images and
the broader concepts of the course, [in turn] demonstrating that they can be thoughtful about the world around them."™ Jennifer Hunt, an 8th
gradelanguagearts teacher of pre-Advanced Placement students shares asimilar story. She used the WANDA project and asked students to make
personal connections to the texts they read and to describe and discuss the issues raised in literature selections through social discourse. They
engaged in the discussion via wikis and other Web 2.0 tools, which they used to organize, discuss, and present their responses to the texts and to
collaborate with others in their classroom and beyond.

Theresearch shows that students are already using these technological tools, but they still are expected to gotoa school where using thesetools is
frowned upon or even punished. Ifeducators are able to harness the power ofthe Web 2.0 technologies students are using, it could be expected
that the amount of participation and classroom discussion would increase. It may be that how participation and discussion is produced is very
different from the traditional classroom, but nevertheless it does increase.

Web 2.0 and philanthropy

The spread of participatory information-sharing over the internet, combined with recent improvements in low-cost internet access in developing
countries, has opened up new possibilities for peer-to-peer charities, which allow individuals to contribute small amounts to charitable projects
for other individuals. Websites such as Donors Choose and Global Giving now allow small-scale donorsto direct funds toindividual projects
oftheirchoice.

A popular twist on internet-based philanthropy is the use of peer-to-peer lending for charitable purposes. Kiva pioneeredthisconceptin2005,
offering the first web-based service to publish individual loan profiles for funding. Kiva raises funds for local intermediary microfinance
organizations which post stories and updates on behalf of the borrowers. Lenders can contribute as little as $25 to loans of their choice, and receive
their money back as borrowers repay. Kiva falls short of being a pure peer-to-peer charity, in that loans are disbursed before being funded by lenders
and borrowers do not communicate with lenders themselves, 10 However, the recent spread of cheap internet access in developing countries
has made genuine peer-to-peer connections increasingly feasible. In 2009 the US-based nonprofit Zidisha tapped into this trend to offer the
first peer-to-peer microlending platform to link lenders and borrowers across international borders without local intermediaries. Inspired by
interactive websites such as Facebook and eBay, Zidisha's microlending platform facilitates direct dialogue between lenders and borrowers and a

performanceratingsystemforborrowers. Webusersworldwidecanfundloans foraslittleasadollar. 7
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Web-based applications and desktops

Ajax has prompted the development of websites that mimic desktop applications, such as word processing, the spreadsheet, and slide-show
presentation. In 2006 Google, Inc. acquired one of the best-known sites of this broad class, Writely.[48] WYSIWYG wiki and blogging sites
replicate many features of PC authoring applications.

Several browser-based "operating systems" have emerged, including EyeOS[49] and YouOS.(No longer active.)[50] Although coined as such,
many of these services function less like a traditional operating system and more as an application platform. They mimic the user experience
of desktop operating-systems, offering features and applications similar to a PC environment, and are able to run within any modern browser.
However, these so-called "operating systems" do not directly control the hardware on the client's computer.

Numerous web-based application services appeared during the dot-com bubble of 1997-2001 and then vanished, having failed to gain a critical

mass of customers. In 2005, WebEx acquired one of the better-known of these, Intranets.com, for $45 million.>"!

Distribution of media

XML and RSS

Many regard syndication of site content as a Web 2.0 feature. Syndication uses standardized protocols to permit end-users to make useofasite's
data in another context (such as another website, a browser plugin, or aseparate desktop application). Protocols permitting syndication include
RSS(really simple syndication, also known as web syndication), RDF (as in RSS 1.1), and Atom, all of them XML-based formats. Observers
have started to refer to these technologies as webfeeds.

SpecializedprotocolssuchasFOAFand XFN (bothforsocialnetworking)extendthefunctionalityofsitesorpermit end-users to interact without
centralized websites.

Web APIs

Web 2.0 often uses machine-based interactions such as REST and SOAP. Servers often expose proprietary Application programming
interfaces (API), but standard APIs (for example, for posting to a blog or notifying a blog update) have also come into use. Most
communicationsthrough APIsinvolve XML orJSONpayloads.

REST APIs, through their use of self-descriptive messages and hypermedia as the engine of application state, should be self-describing once an
entry URLis known. Web Services Description Language (WSDL) is the standard way of publishing a SOAP API and there are a range of web
service specifications. EMML, or Enterprise Mashup Markup Language by the Open Mashup Alliance, is an XML markup language for
creatingenterprisemashups.

Criticism

Critics of the term claim that "Web 2.0" does not represent a new version of the World Wide Web at all, but merely continues to use so-called
"Web 1.0" technologies and concepts. First, techniques such as AJAX do not replace underlying protocols like HTTP, butadd an additional
layerof abstraction ontop ofthem. Second, many oftheideas of Web 2.0 had already been featured in implementations on networked systems
well before the term "Web 2.0" emerged. Amazon.com, for instance, has allowed users to write reviews and consumer guides since its launch in
1995, in a form of self-publishing. Amazon also opened its API to outside developers in 2002.5% Previous developments also came
from research in computer-supported collaborative learning and computer supported cooperative work (CSCW) and from established
productslike Lotus Notesand Lotus Domino, all phenomenathat preceded Web 2.0.

But perhaps the most common criticism is that the term is unclear or simply a buzzword. For example, ina podcast interview,[4] Tim Berners-
Lee described the term "Web 2.0" as a "piece of jargon":
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"Nobody really knows whatitmeans...[f Web 2.0 foryou is blogs and wikis, then thatis peopleto people. But that was what

the Web was supposed to be all along." 4]

Other critics labeled Web 2.0 "a second bubble" (referring to the Dot-com bubble of circa 1995-2001), suggesting that too many Web 2.0
companies attempt to develop the same product with a lack of business models. For example, The Economist has dubbed the mid- to late-2000s
focus on Web companies "Bubble 2.0" ¥ Venture capitalist Josh Kopelman noted that Web 2.0 had excited only 53,651 people (the number of
subscribers at that time to TechCrunch, a Weblog covering Web 2.0 startups and technology news), too few users to make them an
economically viable target for consumer applications.[54] Although Bruce Sterling reports he's a fan of Web 2.0, he thinks it is now dead as a
rallying concept.[55]

Criticshavecited the language used todescribe the hype cycle of W eb2.0asan example of Techno-utopianist thetoric.l>’!

In terms of Web 2.0's social impact, critics such as Andrew Keen argue that Web 2.0 has created a cult of digital narcissism and amateurism,
which undermines the notion of expertise by allowing anybody, anywhere to share and place undue value upon their own opinions about any
subject and post any kind of content, regardless of their particular talents, knowledge, credentials, biases or possible hidden agendas. Keen's 2007
book, Cult of the Amateur, argues that the core assumption of Web 2.0, that all opinions and user-generated content are equally valuable and
relevant, is misguided. Additionally, Sunday Times reviewer John Flintoff has characterized Web 2.0 as "creating an endless digital forest of
mediocrity: uninformed political commentary, unseemly home videos, embarrassingly amateurish music, unreadable poems, essays and
novels", and also asserted that Wikipedia is full of "mistakes, half truths and misunderstandings".[58] Michael Gorman, former president of the
American Library Association has been vocal about his opposition to Web 2.0 due to the lack of expertise that it outwardly claims though he
believes that there is some hope for the future as "The task before us is to extend into the digital world the virtues of authenticity, expertise, and
scholarly apparatus that have evolved over the 500 years of print, virtues often absent in the manuscript age that preceded print".[5 ol

Trademark

InNovember 2004, CMP Media applied to the USPTO for a service mark on the use of the term "WEB 2.0" for live events. "] On the basis of
this application, CMP Media sent a cease-and-desist demand to the Irish non-profit organization IT@Cork on May 24, 2006,[6” but
retracted it two days later. (62] The "WEB 2.0" service mark registration passed final PTO Examining Attorney review on May 10, 2006, and
was registered on June 27, 2006.% The European Union application (application number 004972212, which would confer unambiguous
statusin Ireland) was [63] refused on May 23, 2007.

Web 3.0

Definitions of Web 3.0 vary greatly. Some!® believe its most important features are the Semantic Web and personalization. Focusing on
the computer elements, Conrad Wolfram has argued that Web 3.0 is where "the computer is generating new information", rather than

humans.[65]

Andrew Keen, author of The Cult of the Amateur, considers the Semantic Web an "unrealisable abstraction" and sees Web 3.0 asthe return of
experts and authorities to the Web. For example, he points to Bertelsmann's deal with the German Wikipediato produceanedited print version of
that encyclopedia.[66] CNN Money's Jessi Hempel expects Web 3.0 to emerge from new and innovative Web 2.0 services with a profitable

businessmodel.[*”]

Futurist John Smart, lead author of the Metaverse Roadmap[68] defines Web 3.0 as the first-generation Metaverse (convergence of the virtual and
physical world), a web development layer that includes TV-quality open video, 3D simulations, augmented reality, human-constructed semantic
standards, and pervasive broadband, wireless, and sensors. Web 3.0's early geosocial (Foursquare, etc.) and augmented reality (Layar, etc.) webs
areanextensionof
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Web2.0's participatory technologies and social networks (Facebook, etc.) into 3D space. Of all its metaverse-like developments, Smart suggests
Web 3.0's most defining characteristic will be the mass diffusion of NTSC-or-better quality open video 169 o TVs, laptops, tablets, and
mobile devices, a time when "the internet swallows the television."”") Smart considers Web 4.0 to be the Semantic Web and in
particular, the rise of statistical, machine-constructed semantic tags and algorithms, driven by broad collective use of conversational
interfaces, perhaps circa 2020.7" David Siegel's perspective in Pull: The Power of the Semantic Web, 2009, is consonant with this,
proposing that the growth of human-constructed semantic standards and data will be a slow, industry-specific incremental process foryears to
come,perhapsunlikelytotipintobroadsocialutilityuntilafter2020.

According to some Internet experts, Web 3.0 will allow the user to sit back and let the Internet do all of the work for them.™”) Rather than having

search engines gear towards your keywords, the search engines will gear towards the user. Keywords will be searched based on your culture,

region, and jargon.[m
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Web 1.0

Web 1.0, or web, refers to the first stage of the World Wide Web linking webpages with hyperlinks.

History

Hyperlinksbetween webpages began with the release of the WWW to the publicin 1993,[ Uanddescribe the Web before the "bursting of the
Dot-com bubble" in 2001.

Since2004, Web2.Ohasbeenthetermusedtodescribesocial web, especially the currentbusinessmodelsofsites on the World WideWeb.?

Characteristics

Terry Flew, in his 3rd Edition of New Media described what he believed to characterize the differences between Web
1.0 and Web 2.0:

"move from personal websites to blogs and blog site aggregation, from publishing to participation, from web content as the outcome
of large up-front investment to an ongoing and interactive process, and from content management systems to links based on
tagging (folksonomy)".

Flewbelievedittobetheabovefactorsthatformthebasicchangeintrendsthatresultedintheonsetofthe Web2.0 "craze" 1))

The shift from Web 1.0 to Web 2.0 can be seen as a result of technological refinements, which included such adaptations as "broadband,
improved browsers,and AJAX, to therise of Flash application platforms and the mass development of widgetization, such as Flickr and YouTube
badges". As well as such adjustments to the Internet, the shift from Web 1.0to Web2.0isadirect result of the change in the behavior ofthose who
use the World Wide Web. Web 1.0 trends included worries over privacy concerns resulting in a one-way flow of information, through websites
which contained "read-only" material. Now, during Web 2.0, the use of the Web can be characterized as the decentralization of website
content, which is now generated from the "bottom-up", with many users being contributors and producers of information, as well as the
traditional consumers.

Totake anexample from above, Personal web pages were common in Web 1.0, and these consisted of mainly static pages hosted on free hosting
services such as Geocities. Nowadays, dynamically generated blogs and social networking profiles, such as Myspace and Facebook, are more
popular, allowing for readers to comment on posts in a way that was not available during Web 1.0.

Atthe TechnetSummitinNovember2006,Reed Hastings, founderand CEO of Netflix, statedasimple formula for defining the phases of the
Web:

Web 1.0 was dial-up, 50K average bandwidth, Web 2.0 is an average 1 megabit of bandwidth and Web 3.0 will be 10 megabits of bandwidth all the time, which will be the full
VIGEO WD, 4NA Al WILL IEE IIKE WED 3.U.

—Reed Hastings
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Web 1.0 design elements
Some design elements of a Web 1.0 site include:

+  Static pages instead of dynamic user-generated content.

¢ The use of framesets.

+  Theuse of tables to position and align elements on a page. These were often used in combination with "spacer” GIFs (1x1 pixel
transparent images in the GIF format.)

+  Proprietary HTML extensions such as the <blink>and <marquee>tags introduced during the first browser war.

+  Online guestbooks.

¢ GIFbuttons, typically 88x31 pixels in size promoting web browsers and other products.[S]

+  HTML formssentviaemail. A userwouldfillinaform,andupon clicking submittheiremail client would attempt to send an email

containing the form's details.[®)
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Search engine optimization

Search engine optimization (SEQ) is the process of improving the visibility of a website or a web page in search engines via the
"natural," or un-paid ("organic" or "algorithmic"), search results. In general, the earlier (or higher ranked on the search results page), and more
frequentlyasiteappearsinthesearchresultslist,the morevisitorsit will receive from the search engine's users. SEO may target different kinds of
search, including image search, local search,videosearch,academic search,[”news searchandindustry-specificvertical searchengines.

As an Internet marketing strategy, SEO considers how search engines work, what people search for, the actual search terms or keywords typed into
searchengines and which searchenginesare preferred by their targeted audience. Optimizing a website may involve editing its content and HTML
and associated coding to both increase its relevance to specific keywords and to remove barriers to the indexing activities of search engines.
Promoting a site to increase the number of backlinks, or inbound links, is another SEO tactic.

The acronym "SEQs" can refer to "search engine optimizers," a term adopted by an industry of consultants who carry out optimization projects on
behalf of clients, and by employees who perform SEO services in-house. Searchengine optimizers may offer SEO asa stand-alone service orasa
partofabroadermarketingcampaign. Becauseeffective SEOmay requirechanges tothe HTML sourcecodeof asite andsite content, SEOtactics
may be incorporated into website development and design. The term "search engine friendly" may be used to describe website designs, menus,
content management systems, images, videos, shopping carts, and other elements that have been optimized for the purpose of search engine
exposure.
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History

Webmastersand contentproviders beganoptimizing ites forsearchengines inthe mid-1990s, asthe firstsearch engines were cataloging the early
Web. Initially, all webmasters needed to do was to submit the address of a page, or URL, to the various engines which would send a "spider" to
"crawl" that page, extract links to other pages from it, and return information found on the page to be indexed (¥ The process involves a search
engine spider downloading a page and storing it on the search engine's own server, where a second program, known as an indexer, extracts
various information about the page, such as the words it contains and where these are located, as well as any weight for specific words, and all links
the page contains, which are then placed into a scheduler for crawling at a later date.

Site owners started to recognize the value ofhaving their sites highly ranked and visible in search engine results, creating an opportunity for both
white hatand black hat SEO practitioners. According to industry analyst Danny Sullivan, the phrase "search engine optimization" probably came
into use in 1997.1*) The first documented use of the term Search Engine Optimization was John Audette and his company Multimedia Marketing

Group as documented by a web page from the MMG site from August, 1997.14

Early versions of search algorithms relied on webmaster-provided information such as the keyword meta tag, or index files in engines like
ALIWEB. Meta tags provide a guide to each page's content. Using meta data to index pages was found to be less than reliable, however, because
the webmaster's choice of keywords in the meta tag could potentially be an inaccurate representation of the site's actual content. Inaccurate,
incomplete, and inconsistent data in meta tags could and did cause pages to rank for irrelevant searches.”") Web content providers also manipulated

a numberofattributeswithinthe HTML sourceofapage inanattempttorankwellinsearchengines.[6]

By relying so much on factors such as keyword density which were exclusively withina webmaster's control, early search engines suffered from
abuse and ranking manipulation. To provide better results to their users, search engines had to adapt to ensure their results pages showed the most
relevant search results, rather than unrelated pages stuffed with numerous keywords by unscrupulous webmasters. Since the success and
popularity of a search engine is determined by itsabilitytoproducethe mostrelevantresultstoany givensearch, allowing thoseresultstobe false
would turn users to find other search sources. Search engines responded by developing more complex ranking algorithms, taking into account
additional factors that were more difficult for webmasters tomanipulate.

Graduate students at Stanford University, Larry Page and Sergey Brin, developed "Backrub," a search engine that relied on a mathematical
algorithm to rate the prominence of web pages. The number calculated by the algorithm, PageRank, is a function of the quantity and strength of
inbound links.” PageRank estimates the likelihood thata given page will be reached by a web user who randomly surfs the web, and follows
links from one page to another. In effect, this means that some links are stronger than others, as a higher PageRank page is more likely to be reached
by the randomsurfer.

Page and Brin founded Google in 1998. Google attracted a loyal following among the growing number of Internet users, who liked its simple
design.m Off-page factors (such as PageRank and hyperlink analysis) were considered as well as on-page factors (such as keyword frequency,
meta tags, headings, links and site structure) to enable Google to avoid the kind of manipulation seen in search engines that only considered on-
page factors for their rankings. Although PageRank was more difficult to game, webmasters had already developed link building tools and
schemes to influence the Inktomi search engine, and these methods proved similarly applicable to gaming PageRank. Many sites focused on
exchanging, buying, and selling links, often on a massive scale. Some of these schemes, or link farms, involved the creation of thousands of
sites for the sole purpose of link spamming.[9]

By 2004, search engines had incorporated a wide range of undisclosed factors in their ranking algorithms to reduce the impact of link
manipulation. Google says it ranks sites using more than 200 different signals.[w] The leading search engines, Google, Bing, and Yahoo, do
not disclose the algorithms they use to rank pages. SEO service providers,suchasRandFishkin, Barry Schwartz, Aaron Walland Jill Whalen,
have studied different approaches to search engine optimization, and have published their opinions in online forums and blogs.[“]m] SEO

practitioners may also study patents held by various search engines to gaininsight into theal gorithms.[ 13]
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In 2005, Google began personalizing search results for each user. Depending on their history of previous searches, Google crafted results for
logged in users. 'Y In 2008, Bruce Clay said that "ranking is dead" because of personalized search. It would become meaningless to
discuss how a website ranked, because its rank would potentially be different for each user and each search.['”)

In2007, Google announced a campaign against paid links that transfer PageRank.“ﬂ On June 15,2009, Google disclosed that they had taken
measures to mitigate the effects of PageRank sculpting by use of the nofollow attribute on links. Matt Cutts, a well-known software engineer at
Google, announced that Google Bot would no longer treat nofollowed links in the same way, in order to prevent SEO service providers from
using nofollow for PageRank sculpting.[”] Asaresultofthischange theusage ofnofollow leads to evaporation ofpagerank. Inordertoavoidthe
above, SEO engineers developed alternative techniques that replace nofollowed tags with obfuscated Javascript and thus permit PageRank
sculpting. Additionally several solutions have been suggested that include the usage of iframes, Flash and J avascript.[lsl

InDecember2009, Google announced it would be using the websearch history of all itsusers inordertopopulate search results.!"”

Google Instant, real-time-search, was introduced in late 2009 in an attempt to make search results more timely and relevant. Historically site

administrators have spent months or even years optimizing a website to increase search rankings. With the growth in popularity of social media
(20]

sitesandblogsthe leading engines made changestotheir algorithms to allow fresh content to rank quickly within the search results.

Relationship with search engines

By 1997, search engines recognized that webmasters were making efforts to rank well
in their search engines, and that some webmasters were even manipulating their
rankings in search results by stuffing pages with excessive or irrelevant keywords.
Early search engines, such as Altavista and Infoseek, adjusted their algorithms in an

effort to prevent webmasters from manipulating rankings.[2 1

Due to the high marketing value of targeted search results, there is potential for an

adversarial relationship between search engines and Yahoo and Google offices
SEO service providers. In 2005, an annual conference, AIRWeb, Adversarial Information Retrieval on the Web,m]
was created to discuss and minimize the damaging effects of aggressive web content providers.

Companies that employ overly aggressive techniques can get their client websites banned from the search results. In 2005, the Wall Street Journal
reported on a company, Traffic Power, which allegedly used high-risk techniques and failed to disclose those risks to its clients. ™ Wired magazine
reported that the same company sued blogger and SEO Aaron Wall for writing about the ban.2¥ Google's Matt Cutts later confirmed that Google

didin fact ban Traffic Power and some of its clients. )

Some search engines have also reached out to the SEO industry, and are frequent sponsors and guests at SEO conferences, chats, and
seminars. Major search engines provide information and guidelines to help with site optimization.[26][27] Google has a Sitemaps programm]
to help webmasters learn if Google is having any problems indexing their website and also provides data on Google traffic to the website. Bing
Toolbox provides a way from webmasters to submit a sitemap and web feeds, allowing users to determine the crawl rate, and how many pages

have been indexed by their search engine.
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Methods

Getting indexed

The leading search engines, such as Google, Bing and Yahoo!, use crawlers to find pages for their algorithmic search results. Pages that are linked
from other search engine indexed pages do not need to be submitted because they are found automatically. Some search engines, notably
Yahoo!, operate a paid submission service that guarantee crawling for either a set fee or cost per click.® Such programs usually guarantee
inclusioninthedatabase, butdo not guarantee specific ranking within the search results. *”1 Two major directories, the Yahoo Directory and the
Open Directory Project both require manual submission and human editorial review.!) Google offers Google WebmasterTools, forwhich
an XML Sitemap feed can be created and submitted for free to ensure that all pages are found, especially pages that aren't discoverable by

automatically following links.[*?!

Searchengine crawlers may look atanumberofdifferent factorswhencrawlingasite. Noteverypageisindexedby the search engines. Distance of

pages fromtherootdirectory ofasite mayalsobea factorin whetherornot pages get crawled 1*’]

Preventing crawling

Toavoid undesirable content in the search indexes, webmasters can instruct spiders not to crawl certain files or directories through the standard
robots. txt file in the root directory of the domain. Additionally, a page can be explicitly excluded from a search engine's database by using a
meta tag specific to robots. When a search engine visitsasite, therobots. txtlocated intherootdirectoryisthe firstfilecrawled. Therobots. txtfileis
thenparsed,and willinstructtherobotastowhichpagesarenottobecrawled. Asasearchenginecrawlermaykeepacachedcopyof thisfile, itmay
onoccasion crawl pages a webmaster does not wish crawled. Pages typically prevented from being crawled include login specific pages such as
shopping carts and user-specific content such as search results from internal searches. In March 2007, Google warned webmasters that they

should prevent indexing of internal search results because those pages are considered search spam.[34]

Increasing prominence

A variety of methods can increase the prominence of a webpage within the search results. Cross linking between pages of the same website to
provide more links to most important pages may improve its visibility.[35] Writing content that includes frequently searched keyword phrase, so
as to be relevant to a wide variety of search queries will tend to increase traffic.* Updating content so as to keep search engines crawling
back frequently can give additional weight to a site. Adding relevant keywords to a web page's meta data, including the title tag and meta
description, will tend to improve the relevancy of a site's search listings, thus increasing traffic. URL normalization of webpagesaccessible via

36]

multipleurls,usingthe"canonical"metatag " orvia301 redirectscanhelpmakesure links to different versions of the url all count towards the

page's link popularity score.

Image search optimization

Image search optimization is the process of organizing the content of a webpage to increase relevance to a specific keyword on image search
engines. Like search engine optimization, the aim s to achieve a higher organic search listing and thus increasing the volume of traffic from
search engines.

Image search optimization techniques can be viewed as a subset of search engine optimization techniques that focuses on gaining high
ranks on image search engine results.

Unlike normal SEQ process, there is not much to do for ISO. Making high quality images accessible to search enginesand providing some
descriptionaboutimages is almost all that can be done for ISO.
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White hat versus black hat

SEO techniques can be classified into two broad categories: techniques that search engines recommend as part of good design, and those
techniques of which search engines do not approve. The search engines attempt to minimize the effect of the latter, among them spamdexing.
Industry commentators have classified these methods, and the practitioners who employ them, as either white hat SEO, or black hat SEO.7 White
hats tend to produce results that last a long time, whereas black hats anticipate that their sites may eventually be banned either temporarily or

permanently once the search engines discover what they are doing.m]

An SEO technique is considered white hat if it conforms to the search engines' guidelines and involves no deception. As the search engine

(61271090 gre not written as a series of rules or commandments, this is an important distinction to note. White hat SEQ is not just about

guidelines
following guidelines, but is about ensuring that the content a search engine indexes and subsequently ranks is the same content a user will see.
White hat advice is generally summed up as creating content for users, not for search engines, and then making that content easily accessible to the
spiders, rather than attempting to trick the algorithm from its intended purpose. White hat SEQ is in many ways similar to web development

thatpromotes accessibility,[40] althoughthetwoarenotidentical.

Black hat SEO attempts to improve rankings in ways that are disapproved of by the search engines, or involve deception. One black hat
technique uses text that is hidden, either as text colored similar to the background, inan invisible div, or positioned off screen. Another method
gives a different page depending on whether the page is being requested by a human visitor or a search engine, a technique known as
cloaking.

Search engines may penalize sites they discover using black hat methods, either by reducing their rankings or eliminating their listings from
their databases altogether. Such penalties can be applied either automatically by the search engines' algorithms, or by a manual site review. One
infamous example was the February 2006 Google removal ofboth BMW Germany and Ricoh Germany foruse of deceptive practices.[41 IBoth

companies, however, quickly apologized, fixed the offending pages, and were restored to Google's list 142!

As a marketing strategy

SEQ is not an appropriate strategy for every website, and other Internet marketing strategies can be more effective, depending on the site operator's
goals.[43] A successful Internet marketing campaign may also depend upon building high quality web pages to engage and persuade, setting up

. . . . . . 44
analytics programs to enable site owners to measure results, and improving a site's conversion rate. 4!

SEO may generate an adequate return on investment. However, search engines are not paid for organic search traffic, their algorithms change, and
there are no guarantees of continued referrals. Due to this lack of guarantees and certainty, a business thatrelies heavily on search engine traffic
can suffer major losses if the search engines stop sending visitors.**) Search engines can change their algorithms, impacting a website's placement,
possibly resulting in a serious loss of traffic. According to Google's CEO, Erick Schmidt, in 2010, Google made over 500 algorithm changes -
almost 1.5 per day.[%] It is considered wise business practice for website operators to liberate themselves from dependence on search engine
traffic. 7] Seomoz.org has suggested that "search marketers, in a twist of irony, receive a very small share of their traffic from search engines."

Instead, theirmainsourcesoftrafficare links from other websites. [ 8]

International markets

Optimization techniques are highly tuned to the dominant search engines in the target market. The search engines' market shares vary from
market to market, as does competition. In 2003, Danny Sullivan stated that Google represented about 75% of all searches.*”) In markets
outside the United States, Google's share is often larger, and Google remains the dominant search engine worldwide as of 2007.5% Asof 2006,
Googlehad an 85-90% market share inGermany.[5 ! While there were hundreds of SEO firmsinthe US atthattime, therewere only about fivein
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Germany.[5 U AsofJune 2008, themarketshare of Google inthe UK wascloseto 90%accordingto Hitwise.*2) That market share is achieved in
anumber of countries.

Asof2009, there are only a few large markets where Google is not the leading search engine. Inmost cases, when Google is not leading ina given
market, it is lagging behind a local player. The most notable markets where this s the case are China, Japan, South Korea, Russia and the Czech
Republic where respectively Baidu, Yahoo! Japan, Naver, Yandex and Seznam are market leaders.

Successful search optimization for international markets may require professional translation of web pages, registrationofadomainname
with atop level domain in the target market, and web hosting that provides a local IP address. Otherwise, the fundamental elements of search
optimization are essentially the same, regardless of language.[su

Legal precedents

On October 17, 2002, SearchKing filed suit in the United States District Court, Western District of Oklahoma, against the search engine
Google. SearchKing's claim was that Google's tactics to prevent spamdexing constituted a tortious interference with contractual relations. On May

27, 2003, the court granted Google's motion to dismiss the complaint because SearchKing "failed to state a claim upon which relief may be

granted."[53][54]

In March 2006, KinderStart filed a lawsuit against Google over search engine rankings. Kinderstart's website was removed from Google's index
prior to the lawsuit and the amount of traffic to the site dropped by 70%. On March 16, 2007 the United States District Court for the Northern

District of California (San Jose Division) dismissed KinderStart's complaint without leave to amend, and partially granted Google's motion for

Rule 11 sanctions against KinderStart's attorney, requiring him to pay part of Google's legal expenses.[551[56]
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Search engine

A web search engine is designed to search for information on the World Wide Web and FTP servers. The search results are generally
presented in a list of results often referred to as SERPS, or "search engine results pages". The information may consist of web pages, images,
information and other types of files. Some search engines alsomine data available in databases or open directories. Unlike web directories, which
are maintained only by human editors, searchengines alsomaintainreal-time information by running analgorithm ona web crawler.

History
Timeline (full list)
Year Engine Current status
1993 | W3Catalog Inactive
Aliweb Inactive
1994 | WebCrawler Active, Aggregator
Go.com Active, Yahoo Search
Lycos Active
1995 | AltaVista Inactive(URLredirectedto Yahoo!)
Daum Active
Magellan Inactive
Excite Active
SAPO Active
Yahoo! Active, Launched as a directory
1996 | Dogpile Active, Aggregator
Inktomi Acquired by Yahoo!
HotBot Active (lycos.com)
Ask Jeeves Active(ask.com, Jeeveswentaway)
1997 | Northern Light Inactive
Yandex Active
1998 | Google Active
MSN Search Active as Bing
1999 | AlltheWeb Inactive(URLredirectedto Yahoo!)
GenieKnows Active, rebranded Yellowee.com
Naver Active
Teoma Active
Vivisimo Inactive
2000 | Baidu Active
Exalead Acquired by Dassault Systémes
2002 | Inktomi Acquired by Yahoo!
2003 | Info.com Active
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2004

Yahoo! Search

A9.com

Sogou

2005

AOL Search

Ask.com Active

GoodSearch Active

SearchMe Closed

2006

wikiseek
Quaero

Ask.com Active

Live Search ActiveasBing, Launchedas
rebrandedMSN Search

ChaCha

Guruji.com

2007

wikiseek
Sproose
Wikia Search

Blackle.com

2008

Powerset
Picollator
Viewzi

Boogami
LeapFish
Forestle

VADLO

Duck Duck Go

2009

Bing

Yebol
Megafore
Mugurdy
Goby

2010

Black Google Mobile
Blekko
Cuil

Yandex

Yummly

2011

Interred

2012

Volunia
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During the early development of the web, there was a list of webservers edited by Tim Berners-Lee and hosted on the CERN webserver. One
historical snapshot from 1992 remains. (11 As more webservers went online the central list couldnot keepup. Onthe NCSAsite new servers were
announcedunderthetitle"What'sNew!"">

Thevery firsttool used forsearchingonthe Internetwas Archie.*) The namestands for "archive" withoutthe"v".It was created in 1990 by Alan
Emtage, Bill Heelan and J. Peter Deutsch, computer science students at McGill University in Montreal. The program downloaded the
directory listings of all the files located on public anonymous FTP (File Transfer Protocol) sites, creating a searchable database of file names;
however, Archiedidnotindex the contents ofthesesitessincetheamountofdatawasso limiteditcouldbereadily searchedmanually.

The rise of Gopher (created in 1991 by Mark McCabhill at the University of Minnesota) led to two new search programs, Veronica and
Jughead. Like Archie, they searched the file names and titles stored in Gopherindex systems. Veronica (Very Easy Rodent-Oriented Net-
wide Index to Computerized Archives) provided a keyword search of most Gopher menu titles in the entire Gopher listings. Jughead
(Jonzy's Universal Gopher Hierarchy Excavation And Display) was atool for obtaining menu information from specific Gopher servers. While
the name of the search engine "Archie" was not a reference to the Archie comic book series, "Veronica" and "Jughead” are characters in the
series, thus referencing their predecessor.

In the summer of 1993, no search engine existed yet for the web, though numerous specialized catalogues were maintained by hand. Oscar
Nierstrasz at the University of Geneva wrote a series of Perl scripts that would periodically mirror these pages and rewrite them into a
standard format which formed the basis for W3Catalog,the web's first primitive search engine, released on September 2, 19931

In June 1993, Matthew Gray, then at MIT, produced what was probably the first webrobot, the Perl-based World Wide Web Wanderer, and used
it to generate an index called 'Wandex'. The purpose of the Wanderer was to measure the size of the World Wide Web, which it did until late 1995.
The web's second search engine Aliweb appeared in November 1993. Aliwebdidnotuse a webrobot, butinstead depended onbeing notified by
websiteadministrators of the existence at each site of an index file in a particular format.

JumpStation (released in December 1993[5]) used a web robot to find web pages and to build its index, and used a web form as the interface to its
query program. It was thus the first WWW resource-discovery tool to combine the three essential features of a web search engine (crawling,
indexing, and searching) as described below. Because of the limited resources available on the platform on which it ran, its indexing and hence
searching were limited to the titles and headings found in the web pages the crawler encountered.

One of the first "full text" crawler-based search engines was WebCrawler, which came out in 1994. Unlike its predecessors, it let users
search for any word in any webpage, which has become the standard for all major search engines since. It was also the first one to be widely
known by the public. Also in 1994, Lycos (which started at Carnegie Mellon University) was launched and became a major commercial
endeavor.

Soon after, many search engines appeared and vied for popularity. These included Magellan, Excite, Infoseek, Inktomi, Northern Light, and
AltaVista. Yahoo! was among the most popular ways for people to find web pages of interest, but its search function operated on its web directory,
rather than full-text copies of web pages. Information seekers could also browse the directory instead of doing a keyword-based search.

In1996, Netscape was looking to give asingle search engine an exclusive deal to be the featured searchengine on Netscape's web browser. There
was so much interest that instead a deal was struck with Netscape by five of the major search engines, where for $5 million per year each search

engine would be in rotation on the Netscape search engine page. The five engines were Yahoo!, Magellan, Lycos, Infoseek, and Excite.[*17)

Searchengines were alsoknownas some of the brightest stars in the Internet investing frenzy thatoccurred in the late 1990s.®1 Several companies
entered the market spectacularly, receiving record gains during their initial public offerings. Some have taken down their public search engine,
and are marketing enterprise-only editions, such as Northern Light. Many search engine companies were caught up in the dot-com bubble, a
speculation-drivenmarket




Searchengine

48

boom that peaked in 1999 and ended in 2001.

Around 2000, Google's search engine rose to prominence. The company achieved better results for many searches with an innovation called
PageRank. This iterative algorithm ranks web pages based on the number and PageRank of other web sites and pages that link there, on the premise
that good or desirable pages are linked to more than others. Google also maintained a minimalist interface to its search engine. In contrast, many of
its competitors embedded a search engine in a web portal.

By 2000, Yahoo! was providing search services based on Inktomi's search engine. Yahoo! acquired Inktomi in2002, and Overture (which owned
AlltheWeb and AltaVista) in 2003. Yahoo! switched to Google's search engine until 2004, whenitlaunched its ownsearchenginebased on
thecombinedtechnologiesofitsacquisitions.

Microsoft first launched MSN Search in the fall of 1998 using search results from Inktomi. In early 1999 the site began to display listings from
Looksmart blended with results from Inktomi except for a short time in 1999 when results from AltaVista were used instead. In 2004,
Microsoft began a transition to its own searchtechnology, powered by its own web crawler (called msnbot).

Microsoft's rebranded search engine, Bing, was launched on June 1, 2009. On July 29,2009, Yahoo! and Microsoft finalized a deal in which
Yahoo! Search would be powered by Microsoft Bing technology.

How web search engines work

A search engine operates in the following order:

1. Web crawling World Wide

2. Indexing Web

3. Searching

Web search engines work by storing information about many Web pages

web pages, which they retrieve from the HTML itself. These

pages areretrieved by a Web crawler (sometimes also known URLs | Multi-threaded
. Scheduler downloader

as aspider) Text and
—an automated Web browser which follows every link metadata

on the site. Exclusions can be made by the use of f—"

Queue [
robots.txt. The contents of each page are then analyzed I URLs
to determine how it should be indexed (for example,

Storage

words are extracted from the titles, headings, or special

fields called meta tags). Data about web pages High-level architecture of a standard Web crawler
arestored inan index database foruse in later queries. A query can be asingle word. The purpose ofan index is to allow information to be found as
quickly as possible. Some search engines, such as Google, store all or part of the source page (referredtoasacache)as wellas informationabout
the web pages, whereas others, such as AltaVista, store every word of every page they find. This cached page always holds the actual search text
sinceitistheonethat wasactuallyindexed,soitcanbeveryuseful whenthecontentofthe currentpagehasbeenupdatedandthesearch terms areno
longer in it. This problem might be considered to be a mild form of linkrot, and Google's handling of it increases usability by satisfying user
expectations that the search terms will be on the returned webpage. This satisfies the principle of least astonishment since the user normally
expects the search terms to be on the returned pages. Increased search relevance makes these cached pages very useful, even beyond the fact that
they may contain data that may no longer be available elsewhere.

When a user enters a query into a search engine (typically by using keywords), the engine examines its index and provides a listing of best-
matching web pages according to its criteria, usually with a short summary containingthe document's title and sometimes parts of the text. The
index is built from the information stored with the data and the
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method by which the information is indexed. Unfortunately, there are currently no known public search engines that allow documents to be searched
by date. Most search engines support the use of the boolean operators AND, OR and NOTto furtherspecify the searchquery. Booleanoperatorsare
forliteralsearchesthatallowtheusertorefineand extendthetermsofthesearch. Theenginelooks forthe wordsorphrasesexactly asentered. Some
search engines provide an advanced feature called proximity search which allows users to define the distance between keywords. There is also
concept-based searching where the research involves using statistical analysis on pages containing the words or phrases you search for. As well,
natural language queries allow the user to type a question in the same form one would ask it to a human. A site like this would be ask.com.

The usefulness of a search engine depends on the relevance of the result set it gives back. While there may be millions of web pages that
include a particular word or phrase, some pages may be more relevant, popular, or authoritative than others. Most search engines employ
methods to rank the results to provide the "best" results first. How a search engine decides which pages are the best matches, and what order the results
should be shown in, varies widely from one engine to another. The methods also change over time as Internet usage changes and new
techniquesevolve. There aretwomaintypes of search engine thathave evolved: oneisasystemof predefined and hierarchically ordered keywords
that humans have programmed extensively. The other is a system that generates an "inverted index" by analyzing texts it locates. This second form
reliesmuch moreheavily onthe computeritselfto do the bulk of the work.

Most Web search engines are commercial ventures supported by advertising revenue and, as a result, some employ the practice of allowing
advertisers to pay money to have their listings ranked higher in search results. Those search engines which do not accept money for their search
engine results make money by running search related ads alongside the regular search engine results. The search engines make money every
timesomeoneclicksononeof these ads.

Market share
Search engine | Market share in May 2011 |\ 0o December 2010[9|
Google 82.80% 84.65%
Yahoo! 6.42% 6.69%
Baidu 4.89% 3.39%
Bing 391% 3.29%
Ask 0.52% 0.56%
AOL 0.36% 0.42%

Google's worldwide market share peaked at 86.3% in April 2010.11% Yahoo!, Bing and other search engines are more popular in the US
than in Europe.

According to Hitwise, market share in the U.S. for October 2011 was Google 65.38%, Bing-powered (Bing and Yahoo!) 28.62%, and the
remaining 66 search engines 6%. However, an Experian Hit wise report released in August 2011 gave the "success rate" of searches sampled in
July. Over80percentof Yahoo! and Bingsearchesresultedin the users visiting a web site, while Google's rate was just under 68 percent.[ ]
[12]

In the People's Republic of China, Baidu held a 61.6% market share for web search in July 2009.1%
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Search engine bias

Although search engines are programmed to rank websites based on their popularity and relevancy, empirical studies indicate various political,
economic, and social biases in the information they provide.[M][lS] These biases could be a direct result of economic and commercial processes (€.g.,
companies that advertise with a search engine can become also more popular in its organic search results), and political processes (e.g., the removal of
search results in order to complywithlocal laws).[ 16]Google Bombingisoneexampleofanattempttomanipulatesearchresults forpolitical, social

or commercial reasons.
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Search engine results page

A search engine results page (SERP), is the listing of web pages returned by a search engine in response to a keywordquery. The
resultsnormallyincludealistofwebpageswithtitles,alinktothepage,andashortdescription showing where the Keywords have matched content
within the page. A SERP may refer to a single page of links returned, or to the set of all links returned for a search query.

Query caching

Some search engines cache pages for frequent searches and display the cached pages instead of a live page to increase the performance of the
search engine. The search engine updates the search results periodically to account fornew pages, and possibly to modify the rankings of pages in
thesearchresults. Mostoftheresultsareweirdand hard work is needed to make them readable.

Search result refreshing can take several days or weeks which can occasionally cause results to be inaccurate or out of date.

Different types of results

SERPs of major search engines like Google, Yahoo!, Bing, may include different types of listings: contextual, algorithmic or organic
search listings, as well as sponsored listings, images, maps, definitions, videos or suggested search refinements.

The major search engines visually differentiate specific content types, such as images, news, and blogs. Many contenttypes have specialized
SERPtemplates and visual enhancements on the main search result page.

Advertising (sponsored listings)

SERPs may contain advertisements. This is how commercial search engines fund their operations. Common examples of these
advertisements are displayed on the right hand side of the page as small classified style ads or directly above the main organic search results
on the left.

Generation of SERPs

Majorsearchengineslike Google, Yahoo! and Bing primarily use contentcontained withinthe page and fallback to metadata tags of a web page to
generate the content that makes up a search snippet. The html title tag will be used as thetitleofthe snippet whilethemostrelevantoruseful contents
ofthe webpage (descriptiontagorpagecopy)will be used for the description. If the web page is not available, information about the page from
dmoz may be used instead ']

SERP tracking

Webmasters use search engine optimization (SEO) to increase their website's ranking on a specific keyword's SERP. As a result, webmasters often
check SERPs to track their search engine optimization progress. To speed up the trackingprocess, programmerscreatedautomated softwareto
trackmultiplekeywords formultiplewebsites.
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Search engine marketing

Search engine marketing (SEM) is a form of Internet marketing that involves the promotion of websites by increasing their
visibility in search engine results pages (SERPs) through the use of paid placement, contextual advertising, and paid inclusion.! Depending
on the context, SEM can be an umbrella term for various means of marketing a website including search engine optimization (SEO), which
"optimizes" website content to achieve a higher ranking in search engine results pages, or it may contrast with SEQ, focusing on only paid

components.m

Market

In 2008, North American advertisers spent US$13.5 billion on search engine marketing. The largest SEM vendors were Google AdWords,
Yahoo! Search Marketing and Microsoft adCenter." As of 2006, SEM was growing much faster than traditional advertising and even other
channels of online marketing.m Because of the complex technology, a secondary "search marketing agency" market has evolved. Some
marketers have difficulty understanding the intricacies of search engine marketing and choose to rely on third party agencies to manage their
search marketing.

History

Asthenumberofsitesonthe Webincreased inthe mid-to-late 90s, searchenginesstartedappearingtohelp people find information quickly. Search
engines developed business models to finance their services, such as pay per click programs offered by Open Text™) in 1996 and then

B in 1998. Goto.com later changed its name® to Overture in 2001, and was purchased by Yahoo! in 2003, and now offers paid

Goto.com
search opportunities foradvertisers through Yahoo! Search Marketing. Google also began to offer advertisements on search results pages in
2000 through the Google AdWords program. By 2007, pay-per-click programs proved to be primary money-makersm for search engines. In a
market dominated by Google, in 2009 Yahoo! and Microsoft announced the intention to forge an alliance. The Yahoo! & Microsoft Search

Alliance eventually received approval from regulators in the US and Europe in February 2010.8!

Search engine optimization consultants expanded their offerings to help businesses learn about and use the advertising opportunities
offered by search engines, and new agencies focusing primarily upon marketing and advertising through search engines emerged. The term
"Search Engine Marketing" was proposed by Danny Sullivan in 2001 to cover the spectrum of activities involved in performing SEO,
managing paid listings at the search engines, submitting sites to directories, and developing online marketing strategies for businesses,
organizations, and individuals.

SEM methods and metrics

There are four categories of methods and metrics used to optimize websites through search engine marketing [1o)[11j[12][13

1. Keyword research and analysis involvesthree"steps:" (a) Ensuringthesitecanbeindexedinthesearch engines; (b) finding the
most relevant and popular keywords for the site and its products; and (c) using those keywords on the site in a way that will generate
and convert traffic.

2. Website saturation and popularity, howmuchpresenceawebsitehasonsearchengines, canbe analyzed through the number of
pages of the site that are indexed on search engines (saturation) and how many backlinks the site has (popularity). It requires your pages
containing those keywords people are looking for and ensure that theyrankhighenoughinsearchenginerankings. Mostsearchenginesinclude
someformoflinkpopularityin theirrankingalgorithms. The followingsare major toolsmeasuring variousaspectsofsaturationand link
popularity: Link Popularity, Top 10 Google Analysis,and Marketleap's Link Popularity and Search Engine
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Saturation.!!
3. Back end tools, including Web analytic tools and HTML validators, provide data on a website and its visitors andallowthesuccessofa

websitetobemeasured. Theyrange fromsimpletraffic counterstotoolsthat work with log files!"

and to more sophisticated tools that are
based on page tagging (putting JavaScript or an image on a page to track actions). These tools can deliver conversion-related information. There
are three major tools used by EBSCO: (a) log fileanalyzingtool: WebTrends by NetiQ; (b)tag-based analytic programs WebSideStory's
Hitbox;(c)transaction-basedtool: TeaLeafRealiTea. Validatorschecktheinvisiblepartsofwebsites, highlighting potential problems
and many usability issues ensure your website meets W3C code standards. Try to usemorethanoneHTMLvalidator orspidersimulator
becauseeachtests, highlights, andreportsonslightly different aspects of yourwebsite.

4. Whoistoolsrevealtheownersofvariouswebsites,andcanprovide valuableinformationrelatingtocopyright and trademark issues.['?!

Paid inclusion

Paid inclusion involves a search engine company charging fees for the inclusion of a website in their results pages. Also known as sponsored
listings, paid inclusion products are provided by most search engine companies, the most notable being Google.

The fee structure is both a filter against superfluous submissions and a revenue generator. Typically, the feecovers an annual subscription for one
webpage, which will automatically be catalogued on a regular basis. However, some companies are experimenting with non-subscription based
fee structures where purchased listings are displayed permanently.[M] A per-click fee may also apply. Each search engine is different. Some
sites allow only paid inclusion, although these have had little success. More frequently, many search engines, like Yahoo!,[lsl mix paid
inclusion (per-page and per-click fee) with results from web crawling. Others, like Google (and as of 2006, Ask.com[16][17]), do not let
webmasters pay to be in their search engine listing (advertisements are shown separately and labeled assuch).

Some detractors of paid inclusion allege that it causes searches to return results based more on the economic standing of the interests of a
website, and less on the relevancy of that site to end-users.

Often the line between pay per click advertising and paid inclusion is debatable. Some have lobbied for any paid listings to be labeled as an
advertisement, while defenders insist they are not actually ads since the webmasters do not control the content of the listing, its ranking, or even
whether it is shown to any users. Another advantage of paid inclusion is that it allows site owners to specify particular schedules for crawling pages.
In the general case, one has no control as to when their page will be crawled or added to a search engine index. Paid inclusion proves to be
particularlyuseful forcases where pagesare dynamically generated and frequently modified.

Paid inclusion is a search engine marketing method in itself, but also a tool of search engine optimization, since experts and firms can test out

different approaches to improving ranking, and see the results often within a couple of days, instead of waiting weeks or months. Knowledge
gained this way can be used to optimize other web pages, without paying the search engine company.

Comparison with SEO

SEM is the wider discipline that incorporates SEQ. SEM includes both paid search results (Adwords) and organic search results (SEO). SEM
uses AdWords,[lsl pay per click (particularly beneficial for local providers as it enables potential consumers to contact a company directly with
one click), article submissions, advertising and making sure SEO has been done. A keyword analysis is performed for both SEO and SEM, but not
necessarilyatthe sametime. SEM and SEQ both needto bemonitoredandupdated frequently toreflectevolvingbest practices.
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g particularly in the commercial advertising

In some contexts, the term SEM is used exclusively to mean pay per click advertising,
and marketing communities which have a vested interest in this narrow definition. Such usage excludes the wider search marketing community

that is engaged in other forms of SEM such as search engine optimization and searchretargeting.

Another part of SEM is social media marketing (SMM). SMM is a type of marketing that involves exploiting social media to influence
consumers that one company’s products and/or services are valuable.™®) Some of the latest theoretical advances include search engine
marketing management (SEMM). SEMM relates to activities including SEO but focuses on return on investment (ROI) management instead of
relevant traffic building (as is the case of mainstream SEQ). SEMM also integrates organic SEQ, trying to achieve top ranking without using
paid means of achievingtop insearchengines, andpay per click SEO. Forexample some of the attention is placed onthe webpage layout design
and how content and information is displayed to the website visitor.

Ethical questions

Paid search advertising has not been without controversy, and the issue of how search engines present advertising on their search result pages has
been the target of a series of studies and repons[20][21][22] by Consumer Reports WebWatch. The Federal Trade Commission (FTC) also issued

(231

a letter™ in 2002 about the importance ofdisclosure of paid advertising on search engines, in response to a complaint from Commercial Alert,

aconsumer advocacy group with ties to Ralph Nader.

Another ethical controversy associated with search marketing has been the issue of trademark infringement. The debate as to whether third parties
should have the right to bid on their competitors' brand names has been underway foryears. In2009 Google changed their policy, which formerly
prohibited these tactics, allowing 3rd parties tobid on branded terms as long as their landing page in fact provides information on the trademarked

term. ¥ Though the policy has been changed this continues to be a source of heated debate.?!

At the end of February 2011 many started to see that Google has started to penalize companies that are buying links for the purpose of passing off
the rank. SEM has however nothing to do with link buying and focuses on organic SEO and PPC management.

Examples

Asuccessful SEM project was undertaken by one of London’s top SEM companies involving AdWords. AdWords is recognisedasaweb-based
advertisingutensilsinceitadoptskeywords whichcandeliveradvertsexplicitlytoweb users looking for information in respect to a certain product
or service. This project is highly practical for advertisers as the projecthinges oncost per click (CPC) pricing, thus the payment of the service only
applies if their advert has been clicked on. SEM companies have embarked on AdWords projects as a way to publicize their SEM and SEO
services. This promotionhashelpedtheirbusiness elaborate, offeringadded value toconsumers whoendeavorto employ AdWords for promoting
their products and services. One of the most successful approaches to the strategy of this project was to focus on making sure that PPC
advertising funds were prudently invested. Moreover, SEM companies have described AdWords as a fine practical tool for increasing a
consumer’s investment earnings on Internet advertising. The use of conversion tracking and Google Analytics tools was deemed to be
practical for presenting to clients the performance of their canvass from click to conversion. AdWords project has enabled SEM companies to
train their clients on the utensil and delivers better performance to the canvass. The assistance of AdWord canvass could contribute to the huge

success in the growth of web traffic for a number of its consumer’s website, by as much as 250% in only nine months.['®)

Another way Search Engine Marketing is managed is by contextual advertising. Here marketers place ads on other sites or portals that carry
information relevant to their products so that the ads jump into the circle of vision of browsers who are seeking information from those sites.
A successful SEM plan is the approach to capture the
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relationships amongst information searchers, businesses, and search engines. Search engines were not important to some industries inthe past but

over the past years, the use of search engines for accessing information has become vital to increase business opportunities.[26] The use of SEM

strategic tools for businesses such as tourism can attract potential consumers to view their products but it could also pose various challenges.[zé]

These challenges could be the competition that companies face amongst their industry and other sources of information that could draw the
attention of online consumers.”®) To assist the combat of challenges, the main objective for businesses applying SEM is to improve and
maintain their ranking as high as possible on SERPs so that they can gain visibility. Therefore search engines are adjusting and developing
algorithms and the shifting criteria by which web pages are ranked sequentially to combat against search engine misuse and spamming, and
to supply the most relevant information to searchers.””®) This could enhance the relationship amongst information searchers, businesses, and
search engines by understanding the strategies of marketing to attract business.
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Image search

Animage retrieval system is a computer system for browsing, searching and retrieving images from a large database of digital images.
Most traditional and common methods of image retrieval utilize some method of adding metadata such as captioning, keywords, or descriptions
tothe images so that retrieval can be performed over the annotation words. Manual image annotation is time-consuming, laborious and expensive;
to address this, there has been a large amount of research done on automatic image annotation. Additionally, the increase in social web
applicationsandthesemantic webhaveinspiredthedevelopmentofseveral web-basedimageannotationtools.

The first microcomputer-based image database retrieval system was developed at MIT, in the 1980s, by Banireddy Prasaad, Amar Gupta, Hoo-
min Toong, and Stuart Madnick [

A 2008 survey article documented progresses after 2007

Search methods

Image search is a specialized data search used to find images. To search for images, a user may provide query terms such as keyword, image
file/link, or click on some image, and the system will return images "similar" to the query. The similarity used for search criteria could be meta tags,
color distribution in images, region/shape attributes, etc.

+  Image meta search - search of images based on associated metadata such as keywords, text, etc.

+  Content-based image retrieval (CBIR) - the application of computer vision to the image retrieval. CBIR aims at avoidingtheuseoftextual
descriptionsandinsteadretrievesimagesbasedonsimilaritiesintheircontents (textures, colors, shapesetc.)toauser-suppliedquery
imageoruser-specifiedimage features.

¢ Listof CBIR Engines-listofengineswhichsearchforimagesbasedimagevisualcontentsuchascolor, texture, shape/object, etc.

Data Scope

Itiscrucial tounderstandthe scope and nature ofimage datain orderto determine the complexity ofimage search systemdesign. Thedesignisalso
largelyinfluencedby factorssuchasthediversity ofuser-base andexpecteduser traffic forasearchsystem. Along this dimension, search data can
beclassified intothe following categories:

* Archives - usually contain large volumes of structured or semi-structured homogeneous data pertaining to specific topics.

+ Domain-Specific Collection - this is a homogeneous collection providing access to controlled users with very specificobjectives.
Examplesofsuchacollectionarebiomedicalandsatelliteimagedatabases.

+  Enterprise Collection -aheterogeneous collection of images that is accessible tousers withinan organization’s intranet. Pictures may
be stored in many different locations.
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+ Personal Collection - usually consists of a largely homogeneous collection and is generally small in size, accessible primarily
toits owner, and usually stored onalocal storage media.

¢+ Web-WorldWideWebimagesareaccessibletoeveryonewithanInternetconnection. Theseimagecollections aresemi-structured,non-
homogeneousandmassiveinvolume,andareusuallystoredinlargediskarrays.

Evaluations
There are evaluation workshops for image retrieval systems aiming to investigate and improve the performance of such systems.

¢ ImageCLEF B, continuing track of the Cross Language Evaluation Forum ™) that evaluates systems using both textual and pure-image
retrieval methods.
¢ Content-based Access of Imageand Video Libraries 1>). aseries of IEEE workshops from 1998 t0 2001.
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External links

+  microsoft.com (http://research.microsoft.com/en-us/um/people/larryz/zitnickefir03.pdf), Content-Free Image Retrieval by C.
Lawrence Zitnick and Takeo Kanade, May 2003

+ PDF (http://www.asis.org/Bulletin/Jun-09/JunJul09_Uzwyshyn.pdf) Bulletin of the American Society for Information
Science &  Technology ~ Special  Issue on  Visual  Search  (http://uwf.edu/ruzwyshyn/2009PDF/
Bulletin_JunJul09_Finaloptimized.pdf). June/July2009.35:5ISSN: 1550-8366.

+ alipr.com (http://www.alipr.com) Automatic image tagging and visual image search. Developed with Stanford and Penn State
technologies.

¢ CIRES (http://amazon.ece.utexas.edu/~qasim/research.htm) Image retrieval system developed by the University of Texas at
Austin.

¢ FIRE (http://thomas.deselaers.de/FIRE) Image retrieval system developed by the RWTH Aachen University, Aachen, Germany.

¢ GIFT (http://www.gnu.org/software/gift/) GNU Image Finding Tool, originally developed at the University of Geneva, Switzerland.

¢ ImageCLEF (http://www.imageclef.org) Abenchmark tocomparetheperformanceofimageretrieval systems.

+  imgSeek (http://www.imgseek.net) Open-source desktop photo collection manager and viewer with content-based search
and many other features.

+  isk-daemon (http://server.imgseek net) Open-source database server capable of adding content-based (visual) image searching to any
image related website or software.

¢ img (Anaktisi) (http://www.anaktisi.net) This Web-Solution implements a new family of CBIR descriptors. These descriptors
combine in one histogram color and texture information and are suitable for accurately retrieving images.

+  Caliph & Emir (http://www.semanticmetadata.net/): Creation and Retrieval of images based onMPEG-7 (GPL).

¢ img(Rummager) (http://www.img-rummager.com): Image retrieval Engine (Freeware Application).

¢ PicsLikeThat (http://www.picslikethat.com): Visual and semantic image retrieval.
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Video search

Avideo search engine is aweb-based search engine which crawls the web for video content. Some video search engines parse externally
hosted content while others allow content to be uploaded and hosted on their own servers. Some engines also allow users to search by video
format type and by length of the clip. Searchresults areusually accompanied by a thumbnail view of the video.

Video search engines are computer programs designed to find videos stored on digital devices, either through Internet servers or in storage
units from the same computer. These searches can be made through audiovisual indexing, which can extract information from audiovisual
material and record it as metadata, which will be tracked by search engines.

Utility
The main use of these search engines is the increasing creation of audiovisual content and the need to manage it properly. The digitization of

audiovisual archives and the establishment of the Internet, has led to large quantities of video files stored inbig databases, whoserecovery canbe
verydifficultbecauseofthehugevolumesofdataandthe existence of a semanticgap.

Search criterion

The search criterion used by each search engine depends on its nature and purpose of the searches.

Metadata

Metadata is information about facts. It could be information about who is the author of the video, creation date, duration, and all the
information you would like to extract and include in the same files. Internet is often used in a language called XML to encode metadata, which
works very well through the web and isreadable by people. Thus, through this information contained in these files is the easiest way to find
dataofinteresttous.

Inthe videos there are two types of metadata, that we can integrate in the video code itself and external metadata from the page where the video is.
In both cases we optimize them to make them ideal when indexed.

Internal metadata

All video formats incorporate their own metadata. The title, description, coding quality or transcription of the content arepossible. Toreview these
dataexistprogramslike FLVMetaDatalnjector, Sorenson SqueezeorCastfire. Each one has some utilities and special specifications.

Keep in mind that converting from one format to another can lose much of this data, so check that the new format information is correct. It is
therefore advisable tohave the videoinlots of formats, sothatall searchrobots willbe able to find andindex.

External metadata

CAM Bundie

In most cases you must apply the same mechanisms as in the positioning of an
image or text content.

Title and Description

They are the most important factors when positioning a video, because there you will find Video metadata
most of the necessary information. Thetitles have
to be clearly descriptive and should be removed every word or phrase that is not useful.
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Filename

Itshould be descriptive, including keywords that describe the video withnoneed to see theirtitle or description. Ideally, separate the words by
dashes "-".

Tags

Onthepagewherethevideois, itshouldbealistofkeywordslinkedto the microformat "rel-tag". Thesewordswill be used by search engines as
abasis for organizing information.

Transcription and subtitles

Although not completely standard, there are two formats that store information in a temporal component that is specified, one for subtitlesand
another for transcripts, which canalso beused for subtitles.

The formatsare SRT or SUB for subtitles and TTXT for transcripts. To manage this type
of formats it is interesting to use MP4Box program with which you can get this kind of
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files and formats.

Speech Recognition

Speechrecognition consists of a transcript of the speech of the audio track ofthe videos,
creatingatextfile. Inthis way and withthe help of a phrase extractor can easily search
if the video content is of our interest.
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recognition

Some search engines apart from using speech recognition to search for videos, alsouseit
to find the specific point of a multimedia file in which you cite a specific word or

phrase and so go directly to this point. Gaudi (Google Audio Indexing), a project
developed by Google Labs, uses voice recognition technology to locate the exact
moment that one or more words have been spoken within an audio, allowing the usertogo

directly to exact moment that the words were spoken. If the searchquery matchessome

videosfromYouTubel l],thepositions are indicated by yellow markers, and must pass the
mouse over to read the transcribed text.

Sample search for videos with text recognition
"TalkMiner"
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Text Recognition

The text recognition can be very useful to recognize characters in the videos through "chyrons". As with speech recognizers, there are search
engines that allow, through character recognition, to play a video from a particular point where you see the word you want.

TalkMiner [2], an example of search of specific fragments from videos by text recognition, analyzes each video once per second looking for
indetifier signsofaslide, suchasits shapeandstatic nature, capturesthe image ofthe slide anduses Optical Character Recognition (OCR) to detect
2

videos from institutions such as Stanford University, the University of California at Berkeley, and TED.

the words on the slides. Then, these words are indexed in the search engine of TalkMiner “, which currently offers to users more than 20,000

Frame Analysis

Through the visual descriptors we can analyze the frames of a video and extract
information that can be scored as metadata. Descriptions are generated automatically and
can describe different aspects of the frames, suchascolor, texture, shape, motion,and
thesituation.

Ranking criterion

Samplesearchforvideosbyframeanalysis

The usefulness of a search engine depends on the relevance of the result set returned.
While there may be millions of videos that include a

particular word or phrase, some videos may be more relevant, popular or have more authority than others. This arrangement has a lot to do
with search engine optimization.

Most search engines use different methods to classify the results and provide the best video in the first results. However, most programs
allow you to sort the results by several criterions.

Order by relevance

This criterion is more ambiguous and less objective, but sometimes it is the closest to what we want; depends entirely onthesearcherandthe
algorithmthattheownerhaschosen. That's why ithasalways been discussedand nowthatsearchresultsaresoingrainedintooursociety ithasbeen

discussedevenmore. Thistypeofmanagement often depends on the number of times that the searched word comes out, the number of viewings of

this, the number of pages that link to this content and ratings given by users who have seen it. Bl

Order by date of upload

This is a criterion based totally on the timeline where you can sort the results according to their seniority in the repository.

Order by number of views

It can give us an idea of the popularity of each video.

Order by user rating

It is common practice in repositories let the users rate the videos, so that a content of quality and relevance will have ahighrankonthelistofresults
gainingvisibility. Thispracticeiscloselyrelatedtovirtual communities.
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Interfaces

We can distinguish two basic types of interfaces, some are web pages hosted on servers which are accessed by Internet and searched through
the network, and the others are computer programs that search within a private network.

Internet

Within Internet interfaces we can find repositories that host video files which incorporate a search engine that searches only their own
databases, and video searchers without repository that search in sources of external software.

Repositories with video searcher

Dailymotion

Provides accommodation in video files stored on its servers and usually has an
integrated search engine that searches through videos uploaded by its users. One of the
first web repositories, or at least the most famous arethe portals Vimeo, Dailymotion
andYouTube.

Their searches are often based on reading the metadata tags, titles and descriptions that
users assign to their videos. The disposal and order criterion of the results of these
searches are usually selectable between the file upload date, the number of viewings or

what they call the relevance. Still, sorting criterion are now a days the main weapon of
. . L. . . Repository with video searcher "Dailymotion”
these websites, because in terms of promotion is very important the positioning that

they can give to your video.

Video searchers repositories

They are websites specialized in searching videos across the network or certain pre-selected repositories. They work by web spiders that inspect the
network in an automated way to create copies of the visited websites, which will then be indexed by search engines, so they can provide faster
searches.

Private Network

Youcanalso find the case where a search engine only searches in audiovisual files
stored within a computer or, as it happens in televisions, on a private server where cm—-‘j

users access through a local area network. These searchers are usually softwares or §
B E U
this type of software would be the Digition Suite, which apart from being abenchmark A 4

in this kind of interfaces is very close to us as for the storage and retrieval files E—‘m
system from the Corporacié Catalana de Mitjans Audiovisuals. “

a1801eue uow

rich Internet applications with a very specific search options for maximum speed and

lendip uow

efficiency when presenting the results. They are typically used for large databases and are 3
therefore highly focused to satisfy the needs of television companies. An example of l

a180jeue uow

Functioning scheme
This particular suite and perhaps in its strongest point is that it integrates the entire process of creating, indexing, storing, searching, editing, anda
recovery. Once we have a digitized audiovisual content is indexed with different techniques of different level depending on the importance of
contentand it's stored. The user, when he wants to retrieve a particular file, has to fill a search fields such as program title, issue date, characters who
act or the name of the producer, and the robot starts the search. Once the results appear and they arranged according to preferences, the user can play
the low quality videos to work as quickly as possible. When he finds the desired content, it is
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downloaded with good definition, it’s edited and reproduced.

[5]

Design and algorithms

Video searchhasevolved slowly throughseveral basic search formats whichexisttoday and all use keywords. The keywords for each search can

be found in the title of the media, any text attached to the media and content linked web pages, also defined by authors and users of video

hosted resources.

Some video search is performed using human powered search, others create technological systems that work automatically to detect what is

in the video and match the searchers needs. Many efforts to improve video search including both human powered search as well as writing

algorithm that recognize what's inside the video have meant complete redevelopment of search efforts.

It is generally acknowledged that speech to text is possible, though recently Thomas Wilde, the new CEO of Everyzing, acknowledged

that Everyzing works 70% of the time when there is music, ambient noise or more than one person speaking. If newscast style speaking (one

person, speakingclearly, noambientnoise)isavailable, that can rise to 93%. (From the Web Video Summit, San Jose, CA, June 27,2007).

Around 40 phonemes exist in every language with about 400 in all spoken languages. Rather than applying a text search algorithm after speech-

to-text processing is completed, some engines use a phonetic search algorithm to find results within the spoken word. Others work by literally

listening to the entire podcast and creating a text transcription using a sophisticated speech-to-text process. Once the text file is created, the

website lets you search the file for any number of search words and phrases.

It is generally acknowledged that visual search into video does not work well and that no company is usingit publicly. Researchers at UC

San Diego and Carnegie Mellon University have been working on the visual search problem for morethan 15 years, and admitted at a "Future

of Search" conference at UC Berkeley inthe Spring of 2007 that it was years away from being viable even in simple search.

Popular video search engines

Agnostic search

Search that is not affected by the hosting of video, where results are agnostic no matter where the video is located:

AltaVista Video Search had one ofthe first video search engines with easy accessible use. Is found on a direct linkcalled "Video" off
themainpageabovethetextblock.[Since2 February 2009 this featurehasnotbeen available from Altavista.com]

blinkx waslaunchedin2004andusesspeechrecognitionandvisualanalysistoprocessspideredvideorather than rely on metadata alone.
blinkx claims to have the largest archive of video on the web and puts its collection at around 26,000,000 hours of content.

CastTV isaWeb-widevideosearchenginethatwasfoundedin2006and fundedby Draper Fisher Jurvetson, Ron Conway, and Marc
Andreessen.

Cliptaisadeepcrawlingvideosearchenginethatindexesmillionsofvideosfromacrossthelnternet. Cliptawas founded and launched in
2008.

Munax released their first version all-content search engine in 2005 and powers both nation-wide and worldwide search engines with
videosearch.

Picsearch Video Search hasbeen licensedto searchportals since 2006. Picsearchis asearch technology provider whopowersimage,
videoandaudiosearch forover 100 major searchenginesaround theworld.

ScienceStage is an integrated universal search engine for science-oriented video (lectures, conferences, documentaries, webinars,
tutorials, demonstrations, grand rounds, etc.). All videos are also semantically matched to millions of research documents from open-
access databases.
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Truveo is a Web-wide video search engine that was founded in 2004 and launched in September 2005. Truveo claims to index over 650
million videos from thousands of sources across the Web, and uses speech recognition and visual analysis in its search technology.
Vedeo.tv Spanishsite, butallowssearchinEnglishand showsresults frommanyvideosites, includinglocal news websites.
VideoSurf!®uses computer visiontechniquestoenhanceitssearchresults, andhas mobileapplicationsthat

query based on video captured with the phone camera.

yovisto is an academic video search engine for lecture recordings and scientific conference talks based on speech processing, OCR, and
user annotation.

Non-agnostic search

Search results are modified, or suspect, due to the large hosted video being given preferential treatment in search results:

AOL Video offersaleading video searchengine that canbeusedto find video located on popular video destinations acrossthe

web. InDecember 2005, AOL acquired Truveo Video Search.

Google Videos isapopularvideosearchengine whichusedto permititsvisitors toupload videos. Itsearches YouTube and many
other video hosting sites.

Yahoo! Video Search Yahoo!'s search engine examines video files on the internet using its Media RSS standard. Is found on a direct
link called "Video" off the main page above the text block.
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Local search

Local search istheuse of specialized Internet searchenginesthatallowuserstosubmit geographically constrained searches against a structured
database of local business listings. Typical local search queries include not only informationabout "what" the site visitor is searching for (such
as keywords, a business category, or the name of a consumer product) but also "where" information, such as a street address, city name, postal
code, or geographic coordinates like latitude and longitude. Examples of local searches include "Hong Kong hotels", "Manhattan
restaurants", and "Dublin Hertz". Local searches exhibit explicit or implicit local intent. A search that includes a location modifier, such as
"Bellevue, WA" or "14th arrondissement", is an explicit local search. A search that referencesaproductorservicethatistypically consumed
locally,suchas"restaurant" or "nailsalon", isanimplicit local search.

Local search sites are primarily supported by advertising from businesses that wish to be prominently featured when users search for specific
products and services in specific locations. Local search advertising can be highly effective becauseitallowsadstobetargeted verypreciselyto
thesearchtermsandlocationprovidedbytheuser.

Evolution

Local search is the natural evolution of traditional off-line advertising, typically distributed by newspaper publishers and TV and radio
broadcasters, to the Web. Historically, consumers relied on local newspapers and local TV and radio stations to find local product and
services. With the advent of the Web, consumers are increasingly using search engines to find these local products and services online. In recent
years, the number of local searches online has grown rapidly while off-line information searches, such as print Yellow Page lookups, have
declined. As a natural consequence of this shift in consumer behavior, local product and service providers are slowly shifting their advertising
investments from traditional off-line media to local search engines.

A variety of search engines are currently providing local search, including efforts backed by the largest search engines, and new start-ups.
Some of these efforts are further targeted to specific vertical segments while others are tied to mapping products.

Various geolocation techniques may be used to match visitors' queries with information of interest. The sources and types of information and
pointsofinterestreturned varies with the type of local search engine.

Google Maps (formerly Google Local) looks for physical addresses mentioned in regular web pages. It provides these results to visitors, along
with business listings and maps. Product-specific search engines] use techniques such as targeted web crawling and direct feeds to collect information

about products for sale in a specific geographic area.
Other local search engines adjunct to major web search portals include general Windows Live Local, Yahoo! Local, and ask.com's AskCity.
Yahoo!, for example, separates its local search engine features into Yahoo! Local and Yahoo! Maps, the former being focused on
business data and correlating it with web data, the latter focused primarily on the map features (e.g. directions, larger map, navigation).
Searchengines offer local businesses the possibility toupload their business datato their respective local search databases.
Local search, like ordinary search, can be applied in two ways. As John Battelle coined it in his book "The Search," search can be either
recovery search or discovery search.

This perfect search also has perfect recall - it knows what you've seen, and can discern between a journey of discovery—

where you wantto find something new — and recovery — where you want to find something you've seenbefore.
This applies especially to local search. Recovery search implies, for example, that a consumer knows who she is looking for (i.e., Main Street
Pizza Parlor) but she does not know where they are, or needs their phone number.
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Discovery search implies that the searcher knows, for example, what she wants but not who she needs it from (i.e., pizza on Main Street in
Springfield).
In February 2012, Google announced that they made 40 changes to their search algorithm, including one codenamed "Venice" which Google states

(1

willimprove local searchresultsby "relyingmore on theranking of (Google's) main searchresults as a signal"," - meaning local search will now

rely more on organic SERPs (Search Engine Result Pages).

Private label local search

Traditional local media companies, including newspaper publishers and television and radio broadcasters, are starting to add local search to
their local websites in an effort to attract their share of local search traffic and advertising revenues in the markets they serve. These local media
companies either develop their own technology, or license "private label" or "white label" local search solutions from third-party local search
solution providers. In either case, local media companies base their solution on business listings databases developed in-house or licensed from a
third-party datapublisher.

Traditional print directory publishers also provide local search portals. Most regions around print directory publishers have an online
presence.

Social local search

Local search that incorporates internal or external social signals could be considered social local search driven. The firstsiteto incorporatethistype
of search was Explore To Yellow Pages. Explore To uses Facebook Likes as one of the signals to increase the ranking of listings where other
factors may be equal or almost equal. Typical ranking signals in local search, such as keyword relevancy and distance from centroid can
thereforebelayered withthese social signals to give a better crowdsourced experience for users.

Mobile local search

Several providers have been experimenting with providing local search for mobile devices. Some of these are location aware. In the United
States, Google previously operated an experimental voice-based locative service (1-800-GOOG-411 [2]) but terminated the service in
November, 2010. Many mobile web portals require the subscriber to download a small Java application, however the recently added .mobi
top level domain has given impetus to the development of mobile targeted search sites are based upon a standard mobile specific XML protocol
that all modern mobile browsers understand. The advantage is that no software needs to be downloaded and installed, plus these sites may
be designed to simultaneously provide conventional content to traditional PC users by means of automatic browser detection.

Business owners and local search

Electronic publishers (such as businesses or individuals) who would like information such as their name, address, phone number, website,
business description and business hours to appear on local search engines have several options. The mostreliable way to include accurate local
businessinformationistoclaimbusiness listingsthrough Google's, Yahoo!'s, or Bings's respective local business centers.

Itisever somore importanttoday thatsmallbusiness ownersclaimtheir freelocal listing with Google Places since Google Places is often one of the
first listings seen on Google's search result page whenever there algorithm deems a keyword query to have local intent.

Exampleof|googleplaceslistingsinorganic search[3]fromGoogle'ssearchengine,basedontheuser’slPaddress in Toronto.
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Business listing information can also be distributed via the traditional Yellow Pages, electronic Yellow Pages aggregators, and search
engine optimization services. Some search engines will pick up on web pages that contain regular street addresses displayed in machine-readable
text (rather than a picture of text, which is more difficultto interpret). Web pages can also use geotagging techniques.
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Web presence

Adigital footprint isatrail leftby an entity's interactionsinadigital environment; including theirusage of TV, mobile phone, internetand
world wide web, mobile web and other devices and sensors. Digital footprints provide data on what an entity has performed in the digital
environment; and are valuable in assisting behavioural targeting, personalisation, targeted marketing, digital reputation, and other social mediaor
social graphingservices.[l]

In social media, a digital footprint is the size of an individual's online presence; as it relates to the number of individuals they interact
with.

Description

A digital footprint is a collection of activities and behaviours recorded when an entity (such as a person) interacts in a digital environment. It
may include the recording of activities such as system login and logouts, visits to a web-page, accessed or created files, or emails and chat
messages. The digital footprint allows interested parties to access this data; possibly for data mining, or profiling purposes.

One of the first references to a digital footprint was by Nicholas Negroponte, naming it the s/ug trail in his book Being Digital in 1996. John
Battelle called digital footprints the clickstream exhaust, while Tim O'Reilly and Esther Dysontitled itthe data exhaust. 2l Early usage of
the term focused on information left by web activity alone, but came to represent data created and consumed by all devices and

S€nsors. 3]

Footprinting process

Inputs to digital footprint include attention, location, time of day, search results and key words, content created and consumed, digitalactivityand
datafromsensor,and fromtheuserssocial crowd. Some datacancome fromdeep IP and Internet data, such as footprinting. Value created from
the collection of inputs and analysis of the data are recommendation, protection, personalisation, ability to trade or barter and contextual
adaptation. Part of the analysis phase is Reality mining
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Feedback loop

In an open system, data is collected from a user, which is used to build a profile (see Profiling practices); becoming usable by interested third
parties to improve recommendation. Collection of data from multiple user interactions and purchases generates improved recommendations. If the
same parties collect data on how that user interacts with, or influences others interactions, the service, there is an additional component of data -
the output of one process becomes the input to the next.

The closed loop digital footprint was first explained by Tony Fish* in his book on digital footprints in January 2010. Theclosedloop
takes data from the open loop and provides this as anew data input. This new data determines what the user has reacted to, or how they have been
influenced. The feedback then builds a digital footprint based on social data, and the controller of the social digital footprint data can determine who
and why people purchase and behave. According to a Pew Internet report published in 2007, there are two main classifications for digital
footprints: passive and active. A passive digital footprint is created when data is collected about an action without any client activation, whereas
active digital footprints are created when personal data is released deliberately by a user for the purpose of sharing information about

oneself.l’

Passive digital footprints can be stored in many ways depending on the situation. In an online environment a footprint may be stored
in an online data base as a hit. This footprint may track the user IP address, when it was created, and where they came from; with the footprint
later being analyzed. Inan offline environment, a footprint may be stored in files, which can be accessed by administrators to view the actions
performed on the machine, without being able to see who performed them.

Active digital footprints can be also be stored in many ways depending on the situation. In an online environment, a footprintcanbestoredby
auserbeingloggedintoasitewhenmakingapostoredit, withtheregisterednamebeing connectedtotheedit. Inan offline environment a footprint
may be stored in files, when the owner of the computer uses akeylogger, so logs can show the actions performed on the machine, and who
performedthem.

Web browsing

The digital footprint applicable specifically to the World Wide Web is the internet footprint;[6] also known as cyber shadow or digital
shadow, information is left behind as a result of a user's web-browsing activities, including through the use of cookies. The term usually applies
toanindividual person, but canalso referto abusiness, organization, corporation or object.

Information may be intentionally or unintentionally left behind by the user; with it being either passively or actively collected by other interested
parties. Depending on the amount of information left behind, it may be simple for other parties to gather large amounts of information on that
individual using simple search engines. Internet footprints are used by interested parties for several reasons; including cyber-vetting, where
interviewers could research applicants based on their online activities. Internet footprints are also used by law enforcement agencies, to provide
information that would be unavailable otherwise due to a lack of probable cause.

Social networking systems may record activities of individuals, with data becoming a /ife stream. Such usage of social media and roaming
services allow digital tracing data to include individual interests, social groups, behaviours, and location. Such data can be gathered from
sensors within devices, and collected and analyzed without user awareness.
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Privacy issues

Digital footprints are not a digital identity or passport, but the meta data collected impacts upon internet privacy, trust, security, digital
reputation, and recommendation. As the digital world expands and integrates with more aspects of life, ownership and rights of data becomes
important. Digital footprints are controversial in that privacy and openness are in competition.m Scott McNealy said in 1999 Get Over It
when referring to privacy on the intemet,[8] becoming acommonlyused quote in relationship to private dataand what companies do with it.

While a digital footprint can be used to infer personal information without their knowledge, it also exposes individuals private
psychological sphere into the social sphere (see Bruno Latour's article (Latour 2007)). Lifelogging is an example of indiscriminate collection of
information concerning an individuals life and behaviour (Kieron, Tuffield & Shadbolt2009).

Notes

+  Kieron, O'Hara; Tuffield, Mischa M.; Shadbolt, Nigel (2009), "Lifelogging: Privacy and empowerment with memories forlife",
Identity in the Information Society (Springer)1:155,doi: 10.1007/s12394-009-0008-4
¢ Latour,Bruno(2007),"Bewareyourimaginationleavesdigitaltraces" 19], Times Higher Literary Supplement, 6th
April 2007
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Internet marketing

Internet marketing, also known as web marketing, online marketing, webvertising, or e-marketing, is referred to as the
marketing (generally promotion) of products or services over the Internet. iMarketing is used as an abbreviated form for Internet
Marketing.

Internet marketing is considered to be broad in scope because it not only refers to marketing on the Internet, but also includes marketing done via e-
mail and wireless media. Digital customer data and electronic customer relationship management (ECRM) systems are also often grouped

togetherunder internet marketing.[”

Internet marketing ties together the creative and technical aspects of the Internet, including design, development, advertising and sales.”” Internet
marketing also refers to the placement of media along many different stages of the customer engagement cycle through search engine marketing
(SEM), search engine optimization (SEQ), banner ads on specific websites, email marketing, mobile advertising, and Web 2.0 strategies.

In 2008, The New York Times, working with comScore, published an initial estimate to quantify the user data collected by large Internet-
based companies. Counting four types of interactions with company websites inaddition to the hits from advertisements served from advertising
networks, the authors found that the potential for collecting data was up to 2,500 times per user per month.©!

Types of Internet marketing
Internet marketing is broadly divided in to the following[4] types:

+ Display Advertising: the use of web banners or banner ads placed on a third-party website to drive traffic to a company's own website
(4]

¢ Search Engine Marketing (SEM): a form of marketing that seeks to promote websites by increasing their visibility in search engine result pages

and increase product awareness.

(SERPs) through the use of either paid placement, contextual advertising, and paid inclusion, or through the use of free search engine

optimization techniques.[5]

+  SearchEngineOptimization(SEO):theprocessofimprovingthevisibilityofawebsiteorawebpageinsearch engines via the "natural" or

(6]

¢ Social Media Marketing: the process of gaining traffic or attention through social media websites such as Facebook, Twitter and
LinkedIn [

. EmailMarketing:involvesdirectlymarketingacommercialmessagetoagroupofpeopleusingelectronicmail.[8]

un-paid ("organic" or "algorithmic") searchresults.

+  Referral Marketing: a method of promoting products or services to new customers through referrals, usually word of mouth.””

+  Affiliate Marketing: a marketing practice in which a business rewards one or more affiliates for each visitor or customer brought about by
the affiliate's own marketing efforts.[!"]
+  Content Marketing: involves creating and freely sharing informative content as a means of converting prospects into customers and

customers into repeat buyers.[l 1

Business models
Internet marketing is associated with several business models:

¢ E-commerce: a model whereby goods and services are sold directly to consumers (B2C), businesses (B2B), or from consumer to
consumer (C2C) using computers connected toa network.['?!

¢ Lead-based websites: a strategy whereby an organization generates value by acquiring sales leads from its website. Similar to walk-in
customers in retail world. These prospects are often referred to as organic leads.

+  Affiliate Marketing: a process wherein a product or service developed by one entity is sold by other active sellers for a share of profits. The
entity that owns the product may provide some marketing material (e.g., sales letters, affiliate links, tracking facilities, etc.); however, the vast
majority of affiliate marketing relationships come from
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e-commerce businesses that offer affiliate programs.
+  Local Internet marketing: a strategy through which a small company utilizes the Internet to find and to nurture relationships that can be used for

(13]

real-world advantages. Local Internet marketing uses tools such as social media marketing, local directory listing," ~ and targeted online

sales promotions.

One-to-one approaches

In a one-to-one approach, marketers target a user browsing the Internet alone and so that the marketers'messages reach the user personally.[M] This
approach is used in search marketing, for which the advertisements are based on search engine keywords entered by the users. This approach
usuallyworksunderthepayperclick(PPC)method.

Appeal to specific interests

When appealing to specific interests, marketers place an emphasis on appealing to a specific behavior or interest, rather than reaching out to a
broadly defined demographic. These marketers typically segment their markets according to age group, gender, geography, and other
general factors.

Niche marketing

Niche and hyper-niche internet marketing put further emphasis on creating destinations for web users and consumers on specific topics and products.
Niche marketers differ from traditional Internet marketers as they have a more specialized topic knowledge. For example, whereas in traditional
Internet marketing a website would be created and promoted on a high-level topic such as kitchen appliances, niche marketing would focus on more
specific topics such as 4-slice toasters.

Niche marketing provides end users of such sites very targeted information, and allows the creators to establish themselves as authorities on
the topic or product.

Geo-targeting
In Internet marketing, geo targeting and geo marketing are the methods of determining the geolocation of a website visitor with geolocation

software, and delivering different content to that visitor based on his or her location, such as latitude and longitude, country, region or state, city,
metro code or zip code, organization, Internet Protocol (IP) address, ISP, and othercriteria.

Advantages and limitations of Internet marketing

Advantages

Internet marketing is inexpensive when examining theratio of cost to thereach of the target audience. Companies canreach a wide audience fora
small fraction of traditional advertising budgets. The nature of the medium allows consumers to research and to purchase products and services
conveniently. Therefore, businesses have the advantage of appealing to consumers in a medium that can bring results quickly. The strategy and
overall effectiveness of marketing campaigns depend on business goals and cost-volume-profit (CVP) analysis.

Internet marketers also have the advantage of measuring statistics easily and inexpensively; almost all aspects of an Internet marketing campaign
can be traced, measured, and tested, in many cases through the use of an ad server. The advertisers can use a variety of methods, such as pay per
impression, pay per click, pay perplay, and pay peraction. Therefore, marketers can determine which messages or offerings are more appealing to
the audience. The results of campaigns can be measured and tracked immediately because online marketing initiatives usually require users to
click on an advertisement, to visit a website, and to perform a targeted action.
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Limitations

However, fromthe buyer's perspective, the inability of shoppers totouch, tosmell, totaste, and "totry on" tangible goods before making an online
purchase can be limiting. However, there is an industry standard for e-commerce vendors toreassure customers by having liberal return policies
aswellasproviding in-storepick-upservices.

Security concerns

Information security is important both to companies and consumers that participate in online business. Many consumers are hesitant to
purchase items over the Interet because they do not believe that their personal information will remain private. Some companies that purchase
customer information offer the option for individuals to have their information removed from their promotional redistribution, also known as
opting out. However, many customers are unaware if and when their information is being shared, and are unable to stop the transfer of their
information between companies if such activity occurs. Additionally, companies holding private information are vulnerable to data attacks
andleaks.

Internet browsing privacy is a related consumer concern. Web sites routinely capture browsing and search history which can be used to provide
targeted advertising. Privacy policies can provide transparency to these practices. Spyware prevention software can also be used to shield
the consumer.

Another consumer e-commerce concern is whether or not they will receive exactly what they purchase. Online merchants have attempted to
address this concern by investing in and building strong consumer brands (e.g., Amazon.com, eBay, and Overstock.com), and by leveraging
merchant and feedback rating systems ande-commerce bonding solutions. All these solutions attempt to assure consumers that their transactions
will be free of problems because the merchants can be trusted to provide reliable products and services. Additionally, several major online
payment mechanisms (credit cards, PayPal, Google Checkout, etc.) have provided back-end buyer protection systems to address
problems if they occur.

Usage trends

Technological advancements in the telecommunications industry have dramatically affected online advertising techniques. Many firms are
embracing a paradigm that is shifting the focus of advertising methodology from traditional text and image advertisements to those
containing more recent technologies like JavaScript and Adobe Flash. As a result, advertisers can more effectively engage and connect their
audience with their campaigns that seek to shape consumer attitudes and feelings towards specific products and services.

Effects on industries

The number of banks offering the ability to perform banking tasks over the internet has increased. Online banking appealsto customers becauseit
is oﬁenfasterandconsideredmoreconvenientthanvisitingbankbranches.[15]

Internet auctions

Internetauctionshave becomeamulti-billion dollar business. Uniqueitems that could only previously be foundat flea markets are now being sold
on Internet auction websites such as eBay. Specialized e-stores sell a vast amount of items like antiques, movie props, clothing, gadgets, and

SO On.[lé][”]

As the premier online reselling platform, eBay is often used as a price-basis for specialized items. Buyers and sellers often look at prices on the
websitebefore going to fleamarkets; the price shownoneBay often becomestheitem's selling price.
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Advertising industry

In addition to the major effect internet marketing has had on the technology industry, the effect on the advertising industry itself has been
profound. In just a few years, online advertising has grown to be worth tens of billions of dollars annually.[lsl[w]m] PricewaterhouseCoopers
reported that US$16.9 billion was spent on Online marketing in the U.S. in 2006.2")

This has caused a growing impact on the United States' electoral process. In 2008, candidates for President heavily utilized Internet marketing
strategies to reach constituents. During the 2007 primaries candidates added, on average, over 500 social network supporters per day to help spread
their message.m] President Barack Obama raised over US$1millioninoneday during hisextensive Democratic candidacy campaign, largely due

toonlinedonors.[*!

Several industries have heavily invested in and benefited from internet marketing and online advertising. Some of them were originally brick and
mortar businesses such as publishing, music, automotive or gambling, while others have sprung up as purely online businesses, such as digital
design and media, blogging, and internet service hosting,

References

[1] JaakkoSinisaloetal. (2007). "Mobile customer relationship management: underlying issues and challenges". Business Process Management Journal 13 (6): 772.
doi:10.1108/14637150710834541.

[2] Charlesworth, Alan (2009). Internet marketing: a practical approach. Butterworth-Heinemann. p. 49.

[3] Story,LouiseandcomScore(March10,2008)."TheyKnowMoreThanY ouThink" (http:/www.nytimes.com/imagepages/2008/03/10/
technology/20080310_PRIVACY_GRAPHIC html)(JPEG).The New York Times..inStory,Louise(March10,2008)."ToAimAds, Web IsKeepingCloserEye
onYou"(http://www.nytimes.com/2008/03/10/technology/10privacy.html). The New York Times (TheNew
YorkTimesCompany).. Retrieved2008-03-09.

[4] "Define Online Marketing" (http://reference.yourdictionary.com/word-definitions/define-online-marketing html). Yourdictionary.com. . Retrieved 9 January2012.

[5] "WhatIsSEM/SearchEngineMarketing?" (http://searchengineland.com/guide/what-is-sem). Search Engine Land. February 1,2012..

[6] Gurevych,Vadym(2007).OsCommerce Webmaster's Guide to Selling Online: Increase Your Sales and Profits with Experts Tips on SEQ,
Marketing, Design, Selling Strategies Etc. Birmingham. p. 49. ISBN 978-1-847192-02-8.

[7] "WhatIs Social Media Marketing" (http://searchengineland.com/guide/what-is-social-media-marketing). Search Engine Land. . Retrieved 9 January 2012.

[8] Miller, Michael (2009). Selling Online 2.0: Migrating from EBay to Amazon, Craigslist, and Your Own E-commerce Website. Indianapolis, IN. p.
287.1SBN 978-0-7897-3974-2.

[9] Thurow, Shari (2008). Search Engine Visibility. Berkeley, CA.p. 2. ISBN 978-0-321-50324-4.

[10] Croll, Alistair, and Sean Power (2009). Complete Web Monitoring. Beijing: O'Reilly. p. 97.ISBN 978-0-596-15513-1.

[11] "ContentMarketing 101: HowtoBuild Y our Business With Content" (http://www.copyblogger.com/content-marketing/). copyblogger. .

[12] Peacock,Michael(2008).Selling Onlinewith Drupal E-Commerce: Walkthroughthe Creation of an Online Store with Drupal's E-
Commerce Module. Birmingham. p. 2. ISBN 978-1-84719-406-0.

[13] Rayner, Andrew (April 21, 2010). "Put the E-mphasis on Local Internet Marketing and reach first page on Google" (http://www.prlog.org/ 10638959-put-the-mphasis-on-
local-intemet-marketing-and-reach-first-page-on-google.html). . Retrieved August 15,2010.

[14] One to One Marketing — Overview (http://www.managingchange.com/onetoone/overview.htm). Managingchange.com (1995-04-05). Retrieved on2011-10-30.

[15] Study Finds Convenience Drives Online Banking (http:/www.consumeraffairs.com/news04/online_banking_survey.html). Consumeraffairs.com (2004-

12-29). Retrieved on 2011-10-30.

[16] Mohr, Tan (February 27, 2006). "Movie props on the block: Mouse to auction Miramax leftovers" (http://www.variety com/article/
VR1117938954 html?categoryid=1238&cs=1). pReed Business Information. .

[17] James, David (February 24, 2007). "Bid on Dreamgirls Costumes for Charity™" (http://offtherack people.com/2007/02/dress_like a_dr. html#comment-66215834).
Time, Inc...

[18] eMarketer—Online Ad Spendingto Total $19.5 Billionin 2007 (http://www.emarketer.com/Article.aspx?1004635) (2007-2-28)

[19] The Register— Internet advertising shoots past estimates (http://www.theregister.co.uk/2006/09/29/internet_advertising_booms/) (2006-09-29)

[20] InternetAdvertisingBureau—Online Adspend(http://www.iabuk.net/en/1/iabknowledgebankadspend.html)(2007-06-18)

[21] PricewaterhouseCoopers reported U.S. Internet marketing spend totaled $16.9 billion (http://www.directtraffic.org/OnlineNews/
Internet_marketing_20075115473.html) in 2006" (Accessed 18-June-2007)

[22] "Spartan Internet Consulting — Political Performance Index (http://spartaninternet.com/2008/news.asp?id=9) (SIPP)" (Accessed 28-June-2008)




Internet marketing

74

[23] "Center For Responsive Politics (http://www.opensecrets.org/pres08/summary.php?id=N00009638) Fundraising Profile Barack Obama" (Accessed 28-June-2008)

Web crawler

A Web crawler is a computer program that browses the World Wide Web in a methodical, automated manner or in an orderly fashion. Other

(2]

terms for Web crawlers are ants, automatic indexers, bots,[l] Web spiders,[z] Web robots,” or—especially in the FOAF

community—Web scutters’)

This process is called Web crawling or spidering. Many sites, in particular search engines, use spidering as a means of providing up-to-date
data. Web crawlers are mainly used to create a copy of all the visited pages for later processing by a search engine that will index the
downloaded pagestoprovidefastsearches. Crawlers canalsobe used for automating maintenance tasks on a Web site, such as checking links
or validating HTML code. Also, crawlers can be used to gather specific types of information from Web pages, such as harvesting e-mail
addresses (usually for sendingspam).

A Web crawler is one type of bot, or software agent. In general, it starts with a list of URLSs to visit, called the seeds. Asthe crawler visits these
URLs, itidentifies all the hyperlinks in the page and adds themto the list of URLs to visit, called the craw! frontier. URLs from the frontier are
recursively visitedaccordingtoaset of policies.

The large volume implies that the crawler can only download a fraction of the Web pages within a given time, so it needs to prioritize its
downloads. The high rate of change implies that the pages might have already been updated or even deleted.

The number of possible crawlable URLSs being generated by server-side software has also made it difficult for web crawlers to avoid retrieving
duplicate content. Endless combinations of HTTP GET (URL-based) parameters exist, of which only a smallselection will actually return unique
content. For example, a simple online photo gallery may offer three options to users, as specified through HT TP GET parameters in the URL. If
there exist four ways to sort images, three choices of thumbnail size, two file formats, and an option to disable user-provided content, then the
same set of content can be accessed with 48 different URLs, all of which may be linked on the site. This mathematical combination
creates a problem for crawlers, as they must sort through endless combinations of relatively minor scripted changes in order to retrieve
unique content.

AsEdwardset al. noted, "Given that the bandwidth for conducting crawls is neither infinite nor free, itisbecoming essential to crawlthe Webin
not only ascalable, but efficient way, if some reasonable measure of quality or freshnessistobe maintained."¥ Acrawlermustcarefully
chooseateachstepwhichpagestovisitnext.

The behavior of a Web crawler is the outcome of a combination of policies:[S]

+ aselection policy that states which pages to download,

+ are-visit policy that states when to check for changes to the pages,

+ apoliteness policy that states how to avoid overloading Web sites, and

+ aparallelization policy that states how to coordinate distributed Web crawlers.

Selection policy

Given the current size of the Web, even large search engines cover only a portion of the publicly-available part. A 2005 study showed that large-
scale search engines index no more than 40%-70% of the indexable Web;[6] a previous study by Dr. Steve Lawrence and Lee Giles showed that
no search engine indexed more than 16% of the Web in 1999.7 Asa crawler always downloads just a fraction of the Web pages, it is highly
desirablethatthedownloaded fraction contains the most relevant pages and not just arandom sample of the Web.

This requires a metric of importance for prioritizing Web pages. The importance of a page is a function of its intrinsic quality, its
popularityintermsoflinksorvisits,andevenofits URL (thelatteristhecaseof vertical search
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enginesrestricted to a single top-level domain, or search engines restricted to a fixed Web site). Designing a good selection policy has an added
difficulty: itmustwork with partial information, as the complete setof Webpagesis not known duringcrawling.

Cho et al. made the first study on policies for crawling scheduling. Their data set was a 180,000-pages crawl from the stanford.edu
domain, in which a crawling simulation was done with different strategies.[sl The ordering metrics tested were breadth-first, backlink-count
and partial Pagerank calculations. One of the conclusions was that if the crawler wants to download pages with high Pagerank early during the
crawling process, then the partial Pagerank strategy is the better, followed by breadth-first and backlink-count. However, these results are for just

a single domain. Cho also wrote his Ph.D. dissertation at Stanford on web crawling.[9]

Najork and Wiener performed an actual crawl on 328 million pages, using breadth-first ordering.[lo] They found that a breadth-firstcrawl captures
pages with high Pagerank early in the crawl (but they did not compare this strategy against other strategies). The explanation given by the authors
for this result is that "the most important pages have many linksto them fromnumerous hosts,and those links will be found early, regardless of on
whichhostorpagethe crawl originates."

Abiteboul designed a crawling strategy based on an algorithm called OPIC (On-line Page Importance Computation).[”] InOPIC,
eachpageisgivenaninitial sumof"cash" thatisdistributed equallyamongthe pagesit pointsto. Itissimilar toa Pagerank computation, butitis
faster and is only done in one step. An OPIC-driven crawler downloads first the pages in the crawling frontier with higher amounts of "cash”.
Experiments were carried ina 100,000-pages synthetic graph with a power-law distribution of in-links. However, there was no comparison with
other strategies nor experiments in the real Web.

Boldi et al. used simulation on subsets of the Web of 40 million pages from the . 1t domain and 100 million pages from the WebBase crawl,
testing breadth-first against depth-first, random ordering and an omniscient strategy. The comparison wasbased onhow well PageRank computed
on a partial crawl approximates the true PageRank value. Surprisingly, some visits that accumulate PageRank very quickly (most notably,

breadth-firstand the omniscent visit) provide very poor progressive approximations.[u]m]

Baeza-Yates et al. used simulation on two subsets of the Web of 3 million pages from the .gr and .c1l domain, testing several crawling
strategies.[M] They showed that both the OPIC strategy and a strategy that uses the length of the per-site queues are better than breadth-first
crawling, andthatitisalso veryeffectivetouseapreviouscrawl, when it is available, to guide the current one.

Daneshpajouh ez al. designed a community based algorithm for discovering good seeds."*) Their method crawls web pages with high PageRank
from different communities in less iteration in comparison with crawl starting from random seeds. One can extract good seed from a
previously-crawled-Web graph using this new method. Using these seeds a new crawl can be very effective.

Focused crawling

The importance of a page for a crawler can also be expressed as a function of the similarity of a page to a given query. Web crawlers that
attempt to download pages that are similar to each other are called focused crawler or topical crawlers. The concepts of topical and
focused crawling were first introduced by Menczer "'l and by Chakrabarti et all'¥

Themain problem infocused crawling is thatin the context ofa Web crawler, we would liketo beable topredict the similarity of the text ofa given
page to the query before actually downloading the page. A possible predictor is the anchor text of links; this was the approach taken by
Pinkerton'*!
already visited to infer the similarity between the driving query and the pages that have not been visited yet. The performance of a focused

in the first web crawler of the early days of the Web. Diligenti et al. (201 propose using the complete content of the pages

crawling depends mostly on the richness of links in the specific topic being searched, and a focused crawling usually relies on a general Web
search engine for providing starting points..
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Restricting followed links

A crawler may only want to seek out HTML pages and avoid all other MIME types. In order to request only HTML resources, a crawler may
make an HTTP HEAD request to determine a Web resource's MIME type before requesting the entire resource with a GET request. To avoid
making numerous HEAD requests, a crawler may examine the URL and only request aresource ifthe URL ends with certain characters suchas
‘html, htm, .asp, .aspx,.php, jsp,

Jspx or a slash. This strategy may cause numerous HTML Web resources to be unintentionally skipped.

Some crawlers may also avoid requesting any resources that have a "?" in them (are dynamically produced) in order to avoid spider traps that may
cause the crawler to download an infinite number of URLs from a Web site. This strategy is unreliable if the site uses URL rewriting to
simplify its URLs.

URL normalization

Crawlers usually perform some type of URL normalization in order to avoid crawling the same resource more than once. The term URL
normalization, also called URL canonicalization, refers to the process of modifying and standardizing a URL in a consistent manner.
There are several types of normalization that may be performed including conversion of URLs to lowercase, removal of "." and "."
segments, and adding trailing slashes to the non-empty path component.[2 1

Path-ascending crawling

Some crawlers intend to download as many resources as possible from a particular web site. So path-ascending crawler was introduced
that would ascend to every path in each URL that it intends to crawl. 2 For example, when given a seed URL of
http://llama.org/hamster/monkey/page.html, it will attempt to crawl /hamster/monkey/,

/hamster/, and /. Cothey found that a path-ascending crawler was very effective in finding isolated resources, or resources for which no
inbound link would have been found in regular crawling.

Many path-ascending crawlers are also known as Web harvesting software, because they're used to "harvest" or collect all the content—
perhapsthecollectionofphotosinagallery— fromaspecificpageorhost.

Re-visit policy

The Web has a very dynamic nature, and crawling a fraction of the Web can take weeks or months. By the time a Web crawler has finished its
crawl, many events could have happened, including creations, updates and deletions.

From the search engine's point of view, there is a cost associated with not detecting an event, and thus having an outdated copy of a resource.

The most-used cost functions are freshness and age.m]

Freshness: This is a binary measure that indicates whether the local copy is accurate or not. The freshness of a page
p in the repository at time ¢ is defined as:

1 if p is equal to the local copy at time ¢
2 p(t) =

0 otherwise

Age: This is a measure that indicates how outdated the local copy is. The age of a page p in the repository, at time ¢
is defined as:

0 if p is not modified at time ¢

A) =

Coffman et al. worked with a definition of the objective of a Web crawler that is equivalent to freshness, but use a different wording: they

t — modification time of p otherwise

propose that a crawler must minimize the fraction of time pages remain outdated. They also noted that the problem of Web crawling can be
modeled as a multiple-queue, single-server polling system, on which the Web crawler is the server and the Web sites are the queues. Page
modifications are the arrival of the customers, andswitch-overtimesarethe interval between pageaccessestoasingle Website. Underthismodel,
meanwaiting
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time for a customer in the polling system is equivalent to the average age for the Web crawler.*¥

Theobjectiveofthecrawleristokeeptheaverage freshnessofpagesinitscollectionashighaspossible, ortokeep theaverageage ofpagesaslowas
possible. Theseobjectivesarenotequivalent: inthe first case, the crawlerisjust concerned withhowmany pagesare out-dated, whileinthesecond
case, thecrawlerisconcernedwithhowoldthe local copies of pagesare.

Two simple re-visiting policies were studied by Cho and Garcia-Molina:**)

Uniform policy: This involves re-visiting all pages in the collection with the same frequency, regardless of their rates of change.

Proportional policy: This involves re-visiting more often the pages that change more frequently. The visiting frequency is directly
proportional to the (estimated) change frequency.

(In both cases, the repeated crawling order of pages can be done either in a random or a fixed order.)

Cho and Garcia-Molina proved the surprising result that, in terms of average freshness, the uniform policy outperforms the proportional
policy in both a simulated Web and a real Web crawl. Intuitively, the reasoning is that, as web crawlers have a limit to how many pages they can
crawl in a given time frame, (1) they will allocate too many new crawls to rapidly changing pages at the expense of less frequently updating pages,
and (2) the freshness of rapidly changing pages lasts for shorter period than that of less frequently changing pages. In other words, a
proportional policyallocates moreresources to crawling frequently updating pages, butexperiences less overall freshness time fromthem.

To improve freshness, the crawler should penalize the elements that change too often.”8 The optimal re-visiting policy is neither the uniform
policy nor the proportional policy. The optimal method for keeping average freshness highincludesignoring thepagesthat changetoooften,and
the optimal forkeepingaverageagelowistouseaccess frequencies that monotonically (and sub-linearly) increase with the rate of change of each
page. Inboth cases, the optimal is closer to the uniform policy than to the proportional policy: as Coffman ez al. note, "in order to minimize the
expected obsolescence time, the accesses to any particular page should be kept as evenly spaced as possible".[24] Explicit formulas for the re-visit
policy are not attainable in general, but they are obtained numerically, as they depend on the distribution of page changes. Cho and Garcia-
Molina show that the exponential distribution is a good fitfor describingpage changes,[26] whilelIpeirotiset al. showhowtousestatistical toolsto
discoverparametersthat affect this distribution. 2 Note that the re-visiting policies considered here regard all pages as homogeneous in terms
of quality ("all pages on the Web are worth the same"), something that is not a realistic scenario, so further information about the Web page
quality shouldbeincludedtoachieve abetter crawling policy.

Politeness policy

Crawlers can retrieve data much quicker and in greater depth than human searchers, so they can have a crippling impact on the performance ofa
site. Needless tosay, ifasingle crawler is performing multiple requests per second and/ordownloading large files,aserverwouldhaveahardtime
keepingupwithrequests frommultiplecrawlers.

Asnoted by Koster, the use of Web crawlers is useful for a number oftasks, but comes with a price for the general community.[28] The costs of
using Web crawlers include:
*  network resources, as crawlers require considerable bandwidth and operate with a high degree of parallelism during a long period of
time;
+ server overload, especially if the frequency of accesses to a given server is too high;
+  poorly-writtencrawlers, whichcancrashserversorrouters,orwhichdownload pagestheycannothandle;and
+ personal crawlers that, if deployed by too many users, can disrupt networks and Web servers.

A partial solution to these problems is the robots exclusion protocol, also known as the robots. txt protocol that is a standard for administrators to
indicate which parts of their Web servers should not be accessed by crawlers.”) This standard does not include a suggestion for the interval of
visitstothesame server, eventhoughthisinterval isthe
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most effective way of avoiding server overload. Recently commercial search engines like Ask Jeeves, MSN and Yahoo are able to use an
extra"Crawl-delay:" parameter inthe robots. txt file to indicate thenumber of secondsto delay between requests.

The first proposed interval between connections was 60 seconds 1*" However, if pages were downloaded at this rate fromawebsitewithmorethan
100,000 pages over a perfect connection with zero latency and infinite bandwidth, it would take more than 2 monthsto download only that entire
Website;also,onlyafractionoftheresourcesfromthat Web server would be used. This does not seem acceptable.

Cho uses 10 seconds as an interval for accesses,[25] andthe WIRE crawler uses 15 seconds as the default. ') The MercatorWeb crawler follows
an adaptive politeness policy: if it took ¢ seconds to download a document from a given server, the crawler waits for 10¢ seconds before
downloadingthenextpage.ml Dillet al. use I second ]

For those using Web crawlers for research purposes, a more detailed cost-benefit analysis is needed and ethical considerations should be
takenintoaccountwhendeciding whereto crawlandhow fasttocrawl. 4!

Anecdotal evidence from access logs shows that access intervals from known crawlers vary between 20 seconds and 3—4 minutes. It is worth
noticing that even when being very polite, and taking all the safeguards to avoid overloading Web servers, some complaints from Web server
administrators are received. Brin and Page note that: "... running a crawler which connects to more than halfamillion servers (...) generates a fair
amount ofe-mail and phone calls. Because of the vast number of people coming on line, there are always those who do not know what a crawler

is, because this is the first one they have seen.")

Parallelization policy

Aparallel crawler isa crawler that runs multiple processes in parallel. The goal is to maximize the download rate while minimizing the overhead
from parallelization and to avoid repeated downloads of the same page. To avoid downloading the same page more than once, the crawling
system requires a policy for assigning the new URLSs discovered during the crawling process, as the same URL can be found by two different
crawlingprocesses.

Architectures

A crawler must not only have a good crawling

strategy, as noted in the previous sections, but
World Wide

it should also haveahighlyoptimized Web

architecture. Shkapenyuk and Suelnoted

that:!
Web pages
While it is fairly easy to build a slow Pag

crawler that downloads a few pages per

second for a short period of time, Schedul URLs | Multi-threaded
cheduier - downloader

building a high-performance system Text and

that can download hundreds of metadata

millions of pages over several weeks Y
—

A

presents a number of challenges in Queue
system design, /O and network URLs
efficiency, and robustness and N~——

manageability.

Storage

High-level architecture of a standard Web crawler
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Web crawlers are a central part of search engines, and details on their algorithms and architecture are kept as business secrets. When crawler

designs are published, there is often an important lack of detail that prevents others from reproducing the work. There are also emerging concerns

about "search engine spamming", which prevent major search engines from publishing their ranking algorithms.

Crawler identification

Web crawlers typically identify themselves to a Web server by using the User-agent field of an HTTP request. Web site administrators typically

examine their Web servers' log and use the user agent field to determine which crawlers have visited the web server and how often. The user agent

field may include a URL where the Web site administrator may find out more information about the crawler. Spambots and other malicious Web

crawlers are unlikely toplace identifying information in the user agent field, or they may mask their identity as a browser or other well-known

crawler.

It is important for Web crawlers to identify themselves so that Web site administrators can contact the owner if needed. In some cases,

crawlers may be accidentally trapped in a crawler trap or they may be overloading a Web server with requests, and the owner needs to stop the

crawler. Identification is also useful for administrators that are interested in knowing when they may expect their Web pages to be indexed by a

particular searchengine.

Examples

The following is a list of published crawler architectures for general-purpose crawlers (excluding focused web crawlers), with a brief

description that includes the names given to the different components and outstanding features:

Yahoo! Slurp is the name of the Yahoo Search crawler.

Bingbot is the name of Microsoft's Bing webcrawler. It replaced Msnbot.

FAST Crawler” isadistributed crawler,usedby Fast Search & Transfer, andageneral descriptionofits architecture is available.
Googlebotlm is described in some detail, but the reference is only about an early version of its architecture,

which was based in C++and Python. The crawler was integrated with the indexing process, because text parsing was done for full-textindexing
andalsoforURL extraction. ThereisaURL serverthatsendslists of URLs tobe fetched by several crawling processes. During parsing, the
URLSs found were passed to a URL server that checked ifthe URL have been previously seen. Ifnot, the URL wasadded tothe queue of the
URLserver.

PolyBotl“’J is a distributed crawler written in C++and Python, which is composed of a "crawl manager", one or
more"downloaders"and one ormore"DNSresolvers". Collected URLsareaddedtoaqueueondisk,and processed later to search for

seen URLS in batch mode. The politeness policy considers both third and second level domains (e.g.: www.example.com and
www2.example.com are third level domains) because third level domains are usually hosted by the same Web server.

RBSE ¥ wasthe first published web crawler. It was based on two programs: the first program, "spider"
maintainsaqueueinarelational database, andthesecondprogram "mi te", isamodifiedwww ASCIIbrowser that downloads the pages
from the Web.

WebCrawler!*'wasusedto build the first publicly-available full-text index of asubset of the Web. It was based

on lib-WWW to download pages, and another program to parse and order URLs for breadth-first exploration of the Web graph. It also
included a real-time crawler that followed links based on the similarity of the anchor text with the provided query.

World Wide Web Worm'* wasacrawlerused tobuildasimpleindexofdocumenttitlesand URLs. Theindex

could be searched by using the grep Unix command.

WebFountain*! isadistributed, modularcrawlersimilartoMercatorbutwritteninC++ Itfeaturesa "controller” machine that
coordinates a series of "ant" machines. After repeatedly downloading pages, a change
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rate is inferred for each page and a non-linear programming method must be used to solve the equation system for maximizing freshness. The
authors recommend to use this crawling order in the early stages of the crawl, and then switch to auniform crawling order, in whichall pages
arebeingvisited withthe same frequency.

+ WebRACE"isa crawling and caching module implemented in Java, and used as a part of a more generic
system called eRACE. The system receives requests from users for downloading web pages, so the crawler acts in partasasmartproxyserver.
Thesystemalsohandlesrequests for"subscriptions" to Webpagesthatmust be monitored: when the pages change, they must be downloaded by
the crawler and the subscriber must be notified. Themostoutstandingfeatureof WebRACEisthat, whilemostcrawlersstartwithasetof
"seed"URLs, WebRACE is continuously receiving new starting URLSs to crawl from.

In addition to the specific crawler architectures listed above, there are general crawler architectures published by Cho™ and Chakrabarti.[*?!

Open-source crawlers

+  Aspseek isacrawler, indexer and a search engine written in C++and licensed under the GPL

+ DataparkSearch is a crawler and search engine released under the GNU General Public License.

+  GNU Wget isacommand-line-operated crawler written in C andreleased under the GPL. Itistypicallyusedto mirror Web and FTP
sites.

*  GRUB isanopen source distributed search crawler that Wikia Search used to crawl the web.

+  Heritrix is the Internet Archive's archival-quality crawler, designed for archiving periodic snapshots of alarge portion of the Web. It
was written in Java.

+  ht://Dig includes a Web crawler in its indexing engine.

+  HTTrack usesa Webcrawler tocreate amirror ofa web site for off-line viewing. It iswrittenin C andreleased under the GPL.

+ ICDL Crawler isacross-platformwebcrawler writtenin C++andintendedtocrawl Websites basedon Web-site Parse
Templates using computer's free CPU resources only.

+  mnoGoSearch isacrawler, indexerand asearch engine written in C and licensed under the GPL (Linux machines only)

+  NutchisacrawlerwritteninJavaandreleasedunderan ApacheLicense. Itcanbeusedinconjunctionwiththe Lucene text-indexing
package.

+ Open Search Server is asearch engine and web crawler software release under the GPL.

+  Pavuk isacommand-line Web mirror tool with optional X11 GUI crawler and released under the GPL. Ithas bunch of advanced features
compared to wget and httrack, e.g., regular expression based filtering and file creation rules.

+  PHP-Crawler isasimple PHP and MySQL based crawler released under the BSD. Easy to install it became popular for small
MySQL-driven websites on shared hosting.

+  thetk WWW Robot, acrawler based on the tk WWW web browser (licensed under GPL).

+ YaCy,afreedistributedsearchengine, built onprinciples of peer-to-peer networks (licensed under GPL).

+  Seeks, a free distributed search engine (licensed under Affero General Public License).
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Crawling the Deep Web

A vast amount of Web pages lie in the deep or invisible Web. These pages are typically only accessible by submitting queries to a
database, and regular crawlers are unable to find these pages if there are no links that point to them. Google's Sitemap Protocol and mod oai*lare
intendedtoallowdiscoveryofthese deep-Webresources.

Deep Web crawling also multiplies the number of Web links to be crawled. Some crawlers only take some of the
<a href="URL"-shaped URLs. In some cases, such as the Googlebot, Web crawling is done on all text contained inside the hypertext
content, tags, or text.

Crawling Web 2.0 Applications

¢ Sheeraj Shah provides insight into Crawling Ajax-driven Web 2.0 Applications (431,

. InterestedreadersmightwishtoreadAJAXSearch:Crawling,IndexingandSearchingWeb2.0Applicationsl46].

. MakingAJAXApplicationsCrawlable[47],fromGoogleCode.Itdeﬁnesanagreementbetweenwebserversand searchenginecrawlersthat
allowsfordynamicallycreatedcontenttobevisibletocrawlers. Googlecurrently supports this agreement.[48]
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Backlinks

Backlinks, also known as incoming links, inbound links, inlinks, and inward links, are incoming links to a websiteor web

page. In basic link terminology, a backlink is any link received by a web node (web page, directory, website, or top level domain) from

another webnode.[!]

Inbound links were originally important (prior to the emergence of search engines) as a primary means of web navigation; today, their
significance lies in search engine optimization (SEO). The number of backlinks is one indication of the popularity or importance of that
websiteorpage (forexample, thisisused by Googletodetermine the PageRank ofawebpage). Outsideof SEO, thebacklinksofawebpagemaybe
ofsignificantpersonal, culturalor semantic interest: they indicate who is paying attention to that page.

Search engine rankings

Search engines often use the number of backlinks that a website has as one of the most important factors for determining that website's search
engine ranking, popularity and importance. Google's description of their PageRank system, for instance, notes that Google interprets a
link from page A to page B as a vote, by page A, for page B. el Knowledge of this form of search engine rankings has fueled a
portion of the SEO industry commonly termed linkspam, where a company attempts to place as many inbound links as possible to their site
regardless of the context of the originatingsite.

Websites often employ various search engine optimization techniques to increase the number of backlinks pointing to their website. Some methods
are free for use by everyone whereas some methods like linkbaiting requires quite a bit of planning and marketing to work. Some websites stumble
upon "linkbaiting" naturally; the sites that are the first with a tidbit of "breaking news' about a celebrity are good examples of that. When "linkbait"
happens, many websites willlink tothe 'baiting' website because there is information there that is of extreme interest toa large number of people.

Thereare several factors that determine the value of a backlink. Backlinks from authoritative sites on a given topic are highly valuable.*!If both
sites have content geared toward the keyword topic, the backlink is considered relevant and believed to have strong influence on the search engine
rankings of the webpage granted the backlink. A backlink represents a favorable "editorial vote' for the receiving webpage from another granting
webpage. Another important
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factor is the anchor text of the backlink. Anchor text is the descriptive labeling of the hyperlink as it appears on a webpage. Searchengine bots
(i.e., spiders, crawlers, etc.) examine the anchor text to evaluate how relevant it is to the content on a webpage. Anchor text and webpage content
congruency are highly weighted in search engine results page (SERP) rankings of a webpage with respect to any given keyword query by a
searchengineuser.

Increasingly, inbound links are being weighed against link popularity and originating context. This transition is reducing thenotionofone
link, onevote inSEQ,atrend proponentshopewillhelpcurblinkspamasawhole.

Technical

WhenHTML (Hyper TextMarkup Language) wasdesigned, there wasnoexplicitmechanisminthe designtokeep track ofbacklinks in
software, as this carried additional logistical and network overhead.

Most Content management systems include features to track backlinks, provided the external site linking in sends notification to the target site.
Most wiki systems include the capability of determining what pages link internally to any given page, but do not track external links to any
given page.

Most commercial search engines provide a mechanism to determine the number of backlinks they have recorded to a particular web
page. For example, Google can be searched using
Google:link:http://www.wikipedia.org|link:wikipedia.org to find the number of pages on the Web pointing to http:// wikipedia.org/.Google only

showsa small fraction of the number of links pointing to asite. It credits many more backlinks than it shows for each website.

Other mechanisms have been developed to track backlinks between disparate webpages controlled by organizations that aren't associated with
each other. The most notable example of this is TrackBacks between blogs.
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Keyword stuffing

Keyword stuffing is considered to be an unethical search engine optimization (SEO) technique. Keyword stuffing occurswhenawebpageis
loadedwithkeywordsinthe metatagsorincontent. Therepetition of wordsinmetatags may explain why many search engines no longer use
these tags.

Keyword stuffing had been used in the past to obtain maximum search engine ranking and visibility for particular phrases. This method is
completely outdated and adds no value to rankings today. In particular, Google no longer gives good rankings to pages employing this
technique.

Hiding text from the visitor is done in many different ways. Text colored to blend with the background, CSS "Z" positioning to place text
"behind" an image — and therefore out of view of the visitor — and CSS absolute positioning to have the text positioned far from the page
center are all common techniques. By 2005, many invisible text techniques were easily detected by major search engines.

"Noscript" tags are another way to place hidden content within a page. While they are a valid optimization method for displaying an alternative
representation of scripted content, they may be abused, since search engines may index content that is invisible to mostvisitors.

Sometimes inserted text includes words that are frequently searched (such as "sex"), even if those terms bear little connection to the content of
a page, in order to attract traffic to advert-driven pages.

Inthe past, keywordstuffing wasconsidered tobeeitherawhitehat orablack hattactic, depending onthe context of the technique, and the opinion
of the person judging it. While a great deal of keyword stuffing was employed to aidinspamdexing, whichisoflittle benefitto the user, keyword
stuffing in certain circumstances was not intended to skew results in a deceptive manner. Whether the term carries a pejorative or neutral
connotation is dependent on whether the practice is used to pollute the results with pages of little relevance, or to direct traffic to a page of
relevance that would have otherwise been de-emphasized due to the search engine's inability to interpret and understand related ideas. This is
no longer the case. Search engines now employ themed, related keyword techniques to interpret the intent of the content on a page.

With relevance to keyword stuffing, it is quoted by the largest of search engines that they recommend Keyword Research M anduse (with
respecttothequality contentyouhavetooffertheweb), toaidtheirvisitorsinthesearch of your valuable material. To prevent Keyword Stuffing
you should wisely use keywords in respect with SEO, Search Engine Optimization. It could be best described as keywords should be
reasonable and necessary, yet it is acceptable to assist with proper placement and your targeted effort to achieve search results. Placement of
such words in the provided areas of HTML are perfectly allowed and reasonable. Google discusses keyword stuffing as Randomly Repeated

Keywords @,

In online journalism

Headlines in online news sites are increasingly packed with just the search-friendly keywords that identify the story. Puns and plays on words

have gone by the wayside. Overusing this strategy isalso called keyword stuffing. Old-schoolreportersandeditors frownonthepractice, but

itiseffectiveinoptimizingnewsstories forsearch.’
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External links

+ Google Guidelines (http://www.google.com/support/webmasters/bin/answer.py?answer=35769)
+ Yahoo! Guidelines(http://help.yahoo.com/l/us/yahoo/search/basics/basics-18.html)
¢ Live Search (MSN Search) Guidelines (http://help.live.com/Help.aspx?market=en-US&
project=WL_Webmasters&querytype=topic&
query=WL_WEBMASTERS REF_GuidelinesforSuccessfullndexing.htm)

Article spinning

Article spinning is a search engine optimization technique by which blog or website owners post a unique version of relevant content on their
sites. It works by rewriting existing articles, or parts of articles, and replacing elements to provide a slightly different perspective on the topic. Many
article marketers believe that article spinning helps avoid the feared penalties in the Search Engine Results pages (SERP) for using duplicate content.
If the original articles are plagiarized from other websites or if the original article was used without the copyright owner's permission, such
copyright infringements may result in the writer facing a legal challenge, while writers producing multipleversions of their own original writing
need not worry about such things.

Website owners may pay writers to performspinning manually, rewriting all or parts of articles. Writersalso spin their own articles, manually or
automatically, allowing them to sell the same articles with slight variations to a number of clients or to use the article formultiple purposes, for
exampleascontentandalso forarticle marketing. There are a number of software applications which will automatically replace words or phrases in
articles. Automatic rewriting can change the meaning of a sentence through the use of words with similar but subtly different meaning to the original.
For example, the word "picture” could be replaced by the word "image" or "photo." Thousands of word-for-word combinationsarestored in
eitheratextfileordatabasethesaurustodraw from. Thisensuresthata large percentage of words are different from the original article.

Article spinning requires "spintax." Spintax (or spin syntax) is the list of text, sentences, or synonyms that are embedded into an article. The
spinning software then substitutes your synonym choices into the article to create new, unique variations of the base article.

Contrary to popular opinion, Google until 2010 did not penalize web sites that have duplicated content on them, but the advances in filtering
techniques mean that duplicate content will rarely feature well in SERPS.1 1 1 2010 and 201 1, changes to Google's search algorithm targeting
content farms aim to penalize sites containing significant duplicate content. Bl

The duplication of web content may also break copyright law in many countries. See, for example, the United States Online Copyright
Infringement Liability Limitation Act (OCILLA)and the Digital Millennium Copyright Act.
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Link farm

For the discussion about Wikipedia, see Wikipedia is not a link farm.

Onthe World Wide Web, alink farm isany groupofwebsitesthatall hyperlink toevery othersite inthe group. Although some link farms can
be created by hand, most are created through automated programs and services. A link farm is a form of spamming the index of a search engine
(sometimes called spamdexing or spamexing). Other link exchange systems are designed to allow individual websites to selectively
exchange links with other relevant websites and are not considered a form of spamdexing.

Search engines require ways to confirm page relevancy. A known method is to examine for one-way links coming directly from relevant
websites. The process of building links should not be confused with being listed on link farms, as the latter requires reciprocal return links, which
often renders the overall backlink advantage useless. This is due to oscillation, causing confusion over which is the vendor site and which is
the promotingsite.

History

Link farms were developed by search engine optimizers in 1999 to take advantage of the Inktomi search engine's dependence upon link
popularity. Although link popularity is used by some search engines to help establish a ranking order for search results, the Inktomi engine
at the time maintained two indexes. Search results were produced from the primary index which was limited to approximately 100 million
listings. Pageswithfew inbound links fell out of the Inktomi index on a monthly basis.

Inktomi was targeted for manipulation through link farms because it was then used by several independent but popular search engines.
Yahoo!, then the most popular search service, also used Inktomi results to supplement ts directory search feature. The link farms helped stabilize
listings primarily for online business Web sites that had few natural links from larger, more stable sites in the Inktomi index.

Link farm exchanges were at first handled on an informal basis, but several service companies were founded to provide automated
registration, categorization, and link page updates tomember Websites.

When the Google search engine became popular, search engine optimizers learned that Google's ranking algorithm depended in part on a link
weighting scheme called PageRank. Rather than simply countall inbound links equally, the PageRank algorithm determines that some links may
be more valuable than others, and therefore assigns them moreweightthanothers. Link farming wasadapted tohelpincreasethePageRank of
memberpages.

However, the link farms became susceptible to manipulation by unscrupulous webmasters who joined the services, received inbound linkage, and
then found ways to hide their outbound links or to avoid posting any links on their sites at all. Link farm managers had to implement quality
controls and monitor member compliance with theirrules to ensure fairness.

Alternative link farm products emerged, particularly link-finding software that identified potential reciprocal link partners, sent them template-
based emails offering to exchange links, and created directory-like link pages for Web sites, in the hope of building their link popularity and
PageRank.

Search engines countered the link farm movement by identifying specific attributes associated with link farm pages and filtering those pages from
indexing and search results. In some cases, entire domains were removed from the search engine indexes in order to prevent them from
influencing searchresults.
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External links

+ Google Information for Webmasters!"

* Yahoo!'s Search Content Quality Guidelines e

+ MSN Guidelines for Successful Indexing Bl

+ The Dirty Little Secrets of Search (4]t The New York Times
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Spamdexing

In computing, spamdexing (also known as search spam, search engine spam, web spam or search engine poisoning)[” is the
deliberate manipulation of search engine indexes. It involves a number of methods, such as repeating unrelated phrases, to manipulate the
relevance or prominence of resources indexed in a manner inconsistent with the purpose of the indexing system.[zlm Some consider it
to be a part of search engine optimization, though there are many search engine optimization methods that improve the quality and appearance of
the content of web sites and serve content useful to many users. ! Search engines use a variety of algorithms to determine relevancy ranking.
Some of these include determining whether the search term appears in the META keywords tag, others whether the search term appears in the
body text or URL of a web page. Many search engines check for instances of spamdexing and will remove suspect pages from their indexes.
Also, people working for a search-engine organization can quickly block the results-listing from entire websites that use spamdexing, perhaps
alerted by user complaints of false matches. The rise of spamdexing in the mid-1990s made the leading search engines of the time less
useful.

Commonspamdexingtechniquescanbeclassifiedintotwobroadclasses: contentspam[4] (orterm spam)andlink spam. B3l

History

The earliest known reference?! to the term spamdexing is by Eric Convey in his article "Porn sneaks way back on Web," The Boston
Herald, May 22, 1996, where he said:
The problemarises when site operators load their Web pages with hundreds of extraneous terms so search engines will list them among

legitimate addresses.

The process is called "spamdexing," a combination of spamming — the Internet term for sending users unsolicited information —

and "indexing." 2l
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Content spam

Thesetechniques involve altering the logical view that a search engine has over the page's contents. They all aimat variants of the vector space
model for information retrieval on text collections.

Keyword stuffing

Keywordstuffinginvolvesthecalculated placement ofkeywordswithinapagetoraisethe keyword count, variety, anddensity of thepage. Thisis
useful to make a page appear to be relevant for a web crawler in a way that makes it more likely to be found. Example: A promoter of a Ponzi
scheme wants to attract web surfers to a site where he advertises his scam. He places hidden text appropriate for a fan page of a popular music
group on his page, hoping that the page will be listed as a fan site and receive many visits from music lovers. Older versions of indexing
programs simply counted how often a keyword appeared, and used that to determine relevance levels. Most modern search engines have the ability
to analyze a page for keyword stuffing and determine whether the frequency is consistent with other sites created specifically to attract search
engine traffic. Also, large webpages are truncated, so that massive dictionary lists cannot be indexed on a single webpage.

Hidden or invisible text

Unrelatedhiddentextisdisguisedbymakingitthe same colorasthe background, usingatiny fontsize, orhiding it within HTML code such as "no
frame" sections, alt attributes, zero-sized DIVs, and "no script" sections. People screening websites for a search-engine company might
temporarily or permanently block an entire website for having invisible text on some of its pages. However, hidden text is not always
spamdexing: it can also be used to enhance accessibility.

Meta-tag stuffing

This involves repeating keywords in the Meta tags, and using meta keywords that are unrelated to the site's content. This tactic has been
ineffective since 2005.

Doorway pages

"Gateway" or doorway pages are low-quality web pages created with very little content but are instead stuffed with very similar keywords and
phrases. They are designed to rank highly within the search results, but serve no purpose to visitors looking for information. A doorway page
willgenerallyhave"clickheretoenter" onthepage.

Scraper sites

Scraper sites are created using various programs designed to "scrape" search-engine results pages or other sources of content and create "content" for
a website.l’) The specific presentation of content on these sites is unique, but is merely an amalgamation of content taken from other sources,
often without permission. Such websites are generally full of advertising (such as pay-per-click adsm), or they redirect the user to other sites. It is
even feasible for scraper sites to outrank original websites for their own information and organization names.
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Article spinning
Atticle spinning involves rewriting existing articles, as opposed to merely scraping content from other sites, to avoid penalties imposed by search
engines for duplicate content. This process is undertaken by hired writers or automated using a thesaurus database or a neural network.

Link spam

Link spam is defined as links between pages that are present for reasons other than merit. ! Link spam takes advantage of link-based
ranking algorithms, which gives websites higher rankings the more other highly ranked websites link to it. These techniques also aim at
influencingother link-based ranking techniques suchasthe HITS algorithm.

Link-building software

A common form of link spam is the use of link-building software to automate the search engine optimization process.

Link farms

Link farms are tightly-knit communities of pages referencing each other, also known facetiously as mutual admiration societies!.

Hidden links

Puttinghyperlinkswherevisitorswillnotseethemtoincreaselink popularity. Highlightedlink textcanhelpranka webpage higher for matching
that phrase.

Sybil attack

A Sybil attack is the forging of multiple identities for malicious intent, named after the famous multiple personality disorder patient "Sybil"
(Shirley Ardell Mason). A spammer may create multiple web sites at different domain names that all link to each other, such as fake blogs
(known as spam blogs).

Spam blogs

Spam blogs are blogs created solely for commercial promotion and the passage of link authority to target sites. Often these "splogs" are designedina
misleading manner that will give the effect of a legitimate website but upon close inspection will often be written using spinning software or very
poorly written and barely readable content. They are similar in nature to link farms.

Page hijacking

Page hijacking is achieved by creating a rogue copy of a popular website which shows contents similar to the original to a web crawler
but redirects web surfers to unrelated or malicious websites.

Buying expired domains
Some link spammers monitor DNS records for domains that will expire soon, then buy them when they expire and replace the pages with links to

their pages. See Domaining. However Google resets the link data on expired domains. Some of these techniques may be applied for creating a
Google bomb— that is, to cooperate with other users to boost the ranking of a particular page for a particular query.
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Cookie stuffing

Cookie stuffing involves placing an affiliate tracking cookie on a website visitor's computer without their knowledge, which will then
generate revenue for the person doing the cookie stuffing. This not only generates fraudulent affiliate sales, but also has the potential to
overwriteotheraffiliates' cookies, essentially stealingtheir legitimately earned commissions.

Using world-writable pages

Web sites that can be edited by users can be used by spamdexers to insert links to spam sites if the appropriate anti-spam measures are not
taken.

Automated spambots can rapidly make the user-editable portion of a site unusable. Programmers have developed a variety of automated spam
prevention techniques to block or at least slow down spambots.

Spam in blogs
Spam in blogs is the placing or solicitation of links randomly on other sites, placing a desired keyword into the hyperlinked text of the

inbound link. Guest books, forums, blogs, and any site that accepts visitors' comments are particular targets and are often victims of drive-by
spamming where automated software creates nonsense posts with links that are usually irrelevant and unwanted.

Comment spam

Comment spam is a form of link spam that has arisen in web pages that allow dynamic user editing such as wikis, blogs, and guestbooks. It can be
problematic because agents can be written that automatically randomly select a user edited web page, such as a Wikipedia article, and add
spamming links. "

Wiki spam

Wiki spam is a form of link spam on wiki pages. The spammer uses the open editability of wiki systems to place links from the wiki site tothe
spamsite. The subject of the spamssite is often unrelated to the wiki page where the linkisadded. Inearly 2005, Wikipediaimplemented adefault
"nofollow" value for the "rel" HTML attribute. Links with this attribute are ignored by Google's PageRank algorithm. Forum and Wiki admins can
use these to discourage Wiki spam.

Referrer log spamming

Referrer spam takes place when a spam perpetrator or facilitator accesses a web page (the referee), by following a link from another web page
(the referrer), so that the referee is given the address of the referrer by the person's Internet browser. Some websites have areferrer log which
shows which pages link to that site. By having a robot randomly access many sites enough times, with a message or specific address given as the
referrer, that message or Internet address then appears in the referrer log of those sites that have referrer logs. Since some Web search engines base the
importance of sites on the number of different sites linking to them, referrer-log spam may increase the search engine rankings of the spammer's
sites. Also, site administrators who notice the referrer log entries in their logs may follow the link back to the spammer's referrer page.
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Other types of spamdexing

Mirror websites

Amirrorsiteisthehosting of multiple websites with conceptually similar content butusing different URLs. Some searchengines giveahigher
rank toresults wherethekeywordsearched forappearsinthe URL.

URL redirection

URLredirection s the taking of the user to another page without his or her intervention, e.g., using MET A refresh tags, Flash, JavaScript, Java
or Server side redirects.

Cloaking

Cloaking refers to any of several means to serve a page to the search-engine spider that is different from that seen by human users. It can be an attempt
tomislead search engines regarding the content on a particular webssite. Cloaking, however, can also be used to ethically increase accessibility of a site
to users with disabilities or provide human users with content that search engines aren't able to process or parse. It is also used to deliver content
basedonauser's location; Google itselfuses IP delivery, a form of cloaking, to deliver results. Another form of cloaking is code swapping,
i.e., optimizing a page for top ranking and then swapping another page in its place once a top ranking is achieved.
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External links

To report spamdexed pages

+  Found on Google search engine (http://www.google.com/contact/spamreport.html) results
+ FoundonYahoo! searchengine (http://help.yahoo.com/l/us/yahoo/search/spam_abuse.html) results

Search engine help pages for webmasters

+ Google's Webmaster Guidelines page (http://www.google.com/support/webmasters/bin/answer. py?answer=35769)
+ Yahoo!'s Search Engine Indexing page (http://help.yahoo.com/help/us/ysearch/indexing/index.html)

Other tools and information for webmasters

+ AIRWebseriesofworkshopson Adversarial Information Retrieval onthe Web (http://airweb.cse.lehigh.edw/)
+  Popular Black Hat SEO Techniques (http://sitemonetized.com/Top-Black-Hat-SEO-Techniques/)
+  CMMS (http://winmain.vn)

Index

Search engine indexing collects, parses, and stores data to facilitate fast and accurate information retrieval. Index design incorporates
interdisciplinary concepts from linguistics, cognitive psychology, mathematics, informatics, physics,and computerscience. Analternatename for
theprocessinthecontextofsearchenginesdesignedtofind web pages on the Internet is web indexing.

[2]

Popular engines focus on the full-text indexing of online, natural language documents.!] Media types such as video and audio'™ and

graphics[3][4] are also searchable.

Meta search engines reuse the indices of other services and do not store a local index, whereas cache-basedsearch engines permanently store the
index along with the corpus. Unlike full-text indices, partial-text services restrict the depth indexed to reduce index size. Larger services typically
perform indexing at a predetermined time interval due to the required time and processing costs, while agent-based search engines index in real
time.

Indexing

The purpose of storing an index is to optimize speed and performance in finding relevant documents for a search query. Without an index, the
search engine would scan every document in the corpus, which would require considerable time and computing power. For example, while
an index of 10,000 documents can be queried within milliseconds, a sequential scan of every word in 10,000 large documents could take hours.
The additional computer storage required to store the index, as well as the considerable increase in the time required for an update to take place,
are traded off for the time saved during information retrieval.
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Index design factors
Major factors in designinga search engine's architecture include: Merge factors

How data enters the index, or how words or subject features are added to the index during text corpus traversal, and whether
multiple indexers can work asynchronously. The indexer must first check whether it is updating old content or adding new content.

Traversal typically correlates to the data collection policy. Search

engine index merging is similar in concept to the SQL Merge command and other merge algorithms.l5J

Storage techniques

How to store the index data, that is, whether information should be data compressed or filtered.
Index size

How much computer storage is required to support the index.
Lookup speed

How quickly a word can be found in the inverted index. The speed of finding an entry in a data structure, compared withhowquickly
itcanbeupdatedorremoved, isacentral focusofcomputerscience.

Maintenance
How the index is maintained over time.®) Fault tolerance

How important it is for the service tobe reliable. Issues include dealing with index corruption, determining whether baddatacanbe
treated inisolation, dealing with bad hardware, partitioning, and schemessuchas
hash-based or composite paltitioning,m as well as replication.

Index data structures

Search engine architectures vary in the way indexing is performed and in methods of index storage to meet the various design factors. Types
of indicesinclude:

Suffix tree

Figuratively structured like a tree, supports linear time lookup. Built by storing the suffixes of words. The suffix tree is a type of trie.
Tries support extendable hashing, which is important for search engine indexing.[sl Used for searching for patterns in DNA sequences and
clustering. A major drawback is that storing a word in the tree may require space beyond that required to store the word itself [ An
alternate representation is a suffix array, which is considered to require less virtual memory and supports data compression such as the
BWT algorithm.

Inverted index

Storesalistofoccurrences ofeachatomicsearch criterion,[m] typically inthe formofahashtable or binary tree [ 111012]

Citation index

Stores citations or hyperlinks between documents to support citation analysis, a subject of Bibliometrics.
Ngram index

Stores sequences of length of data to support other types of retrieval or text mining.m] Document-term
matrix

Usedinlatentsemanticanalysis, storesthe occurrences of wordsindocumentsinatwo-dimensional sparse matrix.
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Challenges in parallelism

A major challenge in the design of search engines is the management of serial computing processes. There are many opportunities for race
conditionsand coherent faults. Forexample, anew document isaddedtothe corpus and the index must be updated, but the index simultaneously
needs to continue responding to search queries. This is a collision between two competing tasks. Consider that authors are producers of
information, and a web crawler is the consumer of this information, grabbing the text and storing it in a cache (or corpus). The forward index
is the consumer of the information produced by the corpus, and the inverted index is the consumer of information produced by the
forward index. This is commonly referred to as a producer-consumer model. The indexer is the producer of searchable information and
users are the consumers that need to search. The challenge is magnified when working with distributed storage and distributed processing. In
an effort to scale with larger amounts of indexed information, the search engine's architecture may involve distributed computing, where the
search engine consists of several machines operating in unison. This increases the possibilities for incoherency and makes it more difficult to

maintain a fully synchronized, distributed, parallel architecture.!!*!

Inverted indices

Many search engines incorporate an inverted index when evaluating a search query to quickly locate documents containing the words in a query
and then rank these documents by relevance. Because the inverted index stores a list ofthe documents containing each word, the search engine can
use direct access to find the documents associated with each word in the query in order to retrieve the matching documents quickly. The
following is a simplified illustration of an invertedindex:

Inverted Index

Word Documents

the Document 1, Document3, Document4, Document 5

cow Document 2, Document 3, Document 4

says Document 5

moo | Document 7

This index can only determine whether a word exists within a particular document, since it stores no information regarding the frequency and
position of the word; it is therefore considered to be a boolean index. Such an index determines which documents match a query but does not
rank matched documents. In some designs the index includes additional information such as the frequency of each word in each document or
the positions of a word in each document. ™ Position information enables the search algorithm to identify word proximity to support searching for
phrases; frequency can be used to help in ranking the relevance of documents to the query. Such topics are the central research focus of

information retrieval.

The inverted index is a sparse matrix, since not all words are present in each document. To reduce computer storage memory requirements, it is
stored differently from a two dimensional array. The index is similar to the term document matrices employed by latent semantic analysis.
The inverted index can be considered a form of a hash table. In some cases the index is a form of a binary tree, which requires additional storage but

may reduce the lookup time. In larger indices the architecture is typically a distributed hash table.['®!
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Index merging

Theinvertedindexisfilledviaamergeorrebuild. A rebuildissimilartoamergebut firstdeletesthe contents of the inverted index. The architecture

may be designed to support incremental indexing,[”][lsl

where a merge identifies the document or documents to be added or updated and then
parses each document into words. For technical accuracy, a merge conflates newly indexed documents, typically residing in virtual memory,

withthe index cache residing on one or more computer hard drives.

After parsing, the indexer adds the referenced document to the document list for the appropriate words. In alarger search engine, the process of
finding each word in the inverted index (in order to report that it occurred within a document) may be too time consuming, and so this processis
commonlysplitupintotwoparts, thedevelopmentof a forward index and a process which sorts the contents of the forward index into the inverted
index. The inverted index is so named because it is an inversion of the forward index.

The forward index

The forward index stores a list of words for each document. The following is a simplified form of the forward index:

Forward Index

Document Words

Document 1 | the,cow,says,moo

Document 2 | the,cat,and,the hat

Document 3 | the,dish,ran,away,with,the spoon

The rationale behind developing a forward index is that as documents are parsing, it is better to immediately store the words per document. The
delineation enables Asynchronous system processing, which partially circumvents the inverted index update bottleneck.!"”) The forward index s
sorted to transform it to an inverted index. The forward index is essentially a list of pairs consisting of a document and a word, collated by the
document. Converting the forward index to an inverted index is only a matter of sorting the pairs by the words. In this regard, the inverted
index is a word-sorted forward index.

Compression

Generating or maintaining a large-scale search engine index represents a significant storage and processing challenge. Manysearchengines
utilize a form of compression to reduce the size of the indices on disk.2% Consider the following scenario for a full text, Internet search
engine.

¢ Anestimated 2,000,000,000 different web pages exist as of the year 2000121

+ Suppose there are 250 words on each webpage (based on the assumption they are similar to the pages ofa novel.[?2!
+ Ittakes 8 bits (or 1 byte) to store a single character. Some encodings use 2 bytes per character 1124
+  The average number of characters in any given word on a page may be estimated at 5 (Wikipedia:Size comparisons)

+ Theaverage personal computer comes with 100 to 250 gigabytes of usable spacew]

Given this scenario, an uncompressed index (assuming a non-conflated, simple, index) for 2 billion web pages would need to store 500 billion
word entries. At 1 byte per character, or 5 bytes per word, this would require 2500 gigabytes of storage space alone, more than the average
free disk space of 25 personal computers. This space requirement may be even larger for a fault-tolerant distributed storage architecture.
Depending on the compression technique chosen, the index can be reduced to a fraction of this size. The tradeoff is the time and processing power
required to perform compression and decompression.
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Notably, large scale search engine designs incorporate the cost of storage as well as the costs of electricity to power the storage. Thus
compression is a measure of cost.

Document parsing

Document parsing breaks apart the components (words) of a document or other form of media for insertion into the forward and inverted indices.
The words found are called tokens, and so, in the context of search engine indexing and natural language processing, parsing is more commonly
referred to as tokenization. It is also sometimes called word boundary disambiguation, tagging, text segmentation, content analysis, text analysis,
text mining, concordance generation, speech segmentation, lexing, or lexical analysis. The terms 'indexing, 'parsing, and 'tokenization' are used
interchangeably in corporate slang.

Natural language processing, as of 2006, is the subject of continuous research and technological improvement. Tokenization presents many
challenges in extracting the necessary information from documents for indexing to support quality searching. Tokenization for indexing
involves multiple technologies, the implementation of which are commonly kept as corporate secrets.

Challenges in natural language processing
Word Boundary Ambiguity

Native English speakers may at first consider tokenization to be a straightforward task, but this is not the case with designing a multilingual
indexer. In digital form, the texts of other languages such as Chinese, Japanese or Arabic represent a greater challenge, as words are not
clearly delineated by whitespace. The goal during tokenizationistoidentify words forwhichuserswillsearch. Language-specificlogicis
employed to properly identify the boundaries of words, which is often the rationale for designing a parser for each language
supported (or for groups of languages with similar boundary markers and syntax).

Language Ambiguity
To assist with properly ranking matching documents, many search engines collect additional information about each word, such as
its language or lexical category (part of speech). These techniques are language-dependent, as the syntax varies among
languages. Documents do not always clearly identify the language of the document or represent it accurately. In tokenizing the document,
some search engines attempt to automatically identify the language of the document.

Diverse File Formats
In order to correctly identify which bytes of a document represent characters, the file format must be correctly handled. Search engines
which support multiple file formats must be able to correctly open and access the document and be able to tokenize the characters of
the document.

Faulty Storage

The quality of the natural language data may not always be perfect. An unspecified number of documents, particular on the Internet, do
not closely obey proper file protocol. binary characters may be mistakenly encoded into various parts of a document. Without
recognition of these characters and appropriate handling, the index quality or indexer performance could degrade.
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Tokenization

Unlike literate humans, computers do not understand the structure of a natural language document and cannot automatically recognize words
and sentences. To a computer, a document is only a sequence of bytes. Computers do not 'know' that a space character separates words in a
document. Instead, humans must program the computer to identify what constitutes an individual or distinct word, referred to as atoken. Sucha
programiscommonly calleda tokenizer or parser or lexer. Many search engines, as well as other natural language processing software, incorporate
specialized programs for parsing, such as YACC or Lex.

During tokenization, the parser identifies sequences of characters which represent words and other elements, such as punctuation, which are
represented by numeric codes, some of which are non-printing control characters. The parser can also identify entities such as email addresses,
phone numbers, and URLs. When identifying each token, several characteristics may be stored, such as the token's case (upper, lower, mixed,
proper), language or encoding, lexical category (part of speech, like 'noun' or 'verb'), position, sentence number, sentence position, length, and line
number.

Language recognition

If the search engine supports multiple languages, a common initial step during tokenization is to identify each document's language; many of
the subsequent steps are language dependent (such as stemming and part of speech tagging). Language recognition is the process by which a
computer program attempts to automatically identify, or categorize, the language of a document. Other names for language recognition include
language classification, language analysis, language identification, and language tagging. Automated language recognition is the subject of
ongoing research in natural language processing. Finding which language the words belongs to may involve the use of a language recognition
chart.

Format analysis

If the search engine supports multiple document formats, documents must be prepared for tokenization. The challenge is that many
document formats contain formatting information in addition to textual content. For example, HTML documentscontainHTML tags,whichspecify
formatting information such as new line starts, bold emphasis, and font size or style. If the search engine were to ignore the difference between
contentand 'markup', extraneous information would be included in the index, leading to poor search results. Format analysis is the identification
and handling of the formatting content embedded within documents which controls the way the document is rendered on a computer screen or
interpreted by a software program. Format analysis is also referred to as structure analysis, format parsing, tag stripping, format stripping, text
normalization, text cleaning, and text preparation. The challenge of format analysis is further complicated by the intricacies of various file
formats. Certain file formats are proprietary with very little information disclosed, while others are well documented. Common, well-
documented file formats that many search engines support include:

+ HTML

¢+ ASCII text files (a text document without specific computer readable formatting)
+  Adobe's Portable Document Format(PDF)
¢ PostScript (PS)

+ LaTeX

¢ UseNetnetnewsserver formats

+ XMLandderivativeslikeRSS

+ SGML

¢+ Multimedia meta data formats like ID3

+ Microsoft Word

+ Microsoft Excel

+ Microsoft Powerpoint
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+ IBM Lotus Notes

Options fordealing with various formats includeusingapublicly available commercial parsing tool thatis offered by the organization which
developed, maintains, orowns the format,and writingacustomparser.

Some search engines support inspection of files that are stored in a compressed or encrypted file format. When working with a compressed
format, the indexer first decompresses the document; this step may result in one or more files, each of which must be indexed separately.
Commonlysupportedcompressedfileformatsinclude:

+ ZIP-Zip archive file

¢+ RAR-Roshal ARchive File

+ CAB - Microsoft Windows Cabinet File

+ Gzip - File compressed with gzip

+ BZIP - File compressed using bzip2

+ Tape ARchive (TAR), Unix archive file, not (itself) compressed

+ TAR.Z,TAR.GZor TAR BZ2- Unix archive files compressed with Compress, GZIP or BZIP2

Format analysis can involve quality improvement methods to avoid including 'bad information’ in the index. Content can manipulate the formatting
information to include additional content. Examples of abusing document formatting for spamdexing:

¢ Including hundreds or thousands of words in a section which is hidden from view on the computer screen, but visibletotheindexer, byuse
offormatting(e.g. hidden"div"taginHTML, whichmay incorporate theuse of CSS or Javascript to do so).

+  Setting the foreground font color of words to the same as the background color, making words hidden on the computerscreentoa
person viewing the document, butnot hidden to the indexer.

Section recognition

Some search engines incorporate section recognition, the identification of major parts of a document, prior to tokenization. Not all the
documents in a corpus read like a well-written book, divided into organized chapters and pages. Many documents on the web, such as
newsletters and corporate reports, contain erroneous content and side-sections which donot contain primary material (that which the document
isabout). Forexample, thisarticle displays a side menu with links to other web pages. Some file formats, like HTML or PDF, allow for content
to be displayed in columns. Even though the content is displayed, or rendered, in different areas of the view, the raw markup content may store
this information sequentially. Words that appear sequentially in the raw source content are indexed sequentially, even though these sentences and
paragraphs are rendered in different parts of the computer screen. Ifsearchengines index this contentasifitwerenormal content, the quality of the
indexandsearchquality may be degraded due tothe mixed content and improper word proximity. Two primary problems are noted:

+ Content in different sections is treated as related in the index, when inreality itis not
+  Organizational 'side bar' content is included in the index, but the side bar content does not contribute to the meaningofthedocument,
andtheindexisfilledwithapoorrepresentation ofitsdocuments.

Section analysis may require the search engine to implement the rendering logic of each document, essentially an abstract representation of the
actual document, and then index the representation instead. For example, some content on the Internet is rendered via Javascript. If the search engine
does not render the page and evaluate the Javascript within the page, it would not 'see’ this content in the same way and would index the document
incorrectly. Given that some search engines do not bother with rendering issues, many web page designers avoid displaying content via
Javascript or use the Noscript tag to ensure that the web page is indexed properly. At the same time, this fact can also be exploited to cause the search
engine indexer to 'see’ different content than the viewer.
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Meta tag indexing

Specific documents often contain embedded meta information such as author, keywords, description, and language. For HTML pages, the meta
tag contains keywords which are also included in the index. Earlier Internet search engine technology would only index the keywords in the
meta tags for the forward index; the full document would notbe parsed. At that time full-text indexing was not as well established, nor was the
hardware abletosupportsuch technology. The designofthe HTML markup language initially included support for meta tags for the very purpose
of being properly and easily indexed, without requiring tokenization. !

As the Internet grew through the 1990s, many brick-and-mortar corporations went 'online' and established corporate websites. The keywordsusedto
describe webpages (many of which were corporate-oriented webpages similar to product brochures) changed from descriptive to marketing-
oriented keywords designed to drive sales by placing the webpage high in the search results for specific search queries. The fact that these
keywords were subjectively specified was leading to spamdexing, which drove many search engines to adopt full-text indexing technologies in
the 1990s. Search engine designers and companies could only place so many 'marketing keywords' into thecontent of a webpage before draining
it of all interesting and useful information. Given that conflict of interest with the business goal of designing user-oriented websites which
were 'sticky', the customer lifetime value equation was changed to incorporate more useful content into the website in hopes of retaining the
visitor. Inthis sense, full-text indexing was more objective and increased the quality of search engine results, as it was one more step away from
subjective control of search engine result placement, which in turn furthered research of full-text indexing technologies.

InDesktopsearch, manysolutionsincorporatemetatagstoprovideaway forauthorstofurthercustomizehowthe searchengine willindex content
from various files that is not evident from the file content. Desktop search is more under the control of the user, while Internet search engines
mustfocusmoreonthefull textindex.
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Black hat

Ablack hat is the villain or bad guy, especially in a western movie in which such a character would stereotypically wear a black hat in contrast

to the hero's white hat, especially in black and white movies.[! In Jewish circles, it refers tothe more orthodox Jews who wear large-brimmed black

hats. The phrase is oftenused figuratively, especially in computing slang, where it refers to a computer security hacker who breaks into networks

or computers, or creates COmputer viruses.

(2]

Notable actors playing black hat villains in movies

Jack Palance
Lee Marvin
Lee VanCleef
Leo Gordon
Wallace Beery
Henry Fonda
Ben Kingsley
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Danny Sullivan

Danny Sullivan is the editor-in-chief of Search Engine Land, a blog that
covers news and information about search engines, and search marketing.

Search Engine Land is owned by Third Door Media, of which Danny Sullivan is
partner and chief content officer. Third Door Media also owns and operates other
search related companies, including Search Marketing Now, which provides webcasts
and webinars, both live and on demand, about web marketing; and Search Marketing
Expo, a search engine marketing conference.['11?]

Biography

Sullivan was born in 1965 and raised in Newport Beach, California. His name is
Danny, notDaniel. */He graduated from the University of California, Irvine and spent a

year in England working for the BBC. 1 " i 1 e
He married his wife while there and moved back to California where / LI Aoy S J& / 1
he worked in the graphic design department and was a reporter for the Los Angeles Times and The Orang[e)a&%t%giﬁggister. Bl e got
his start in technology when he helped found Maximized Online with programmer Ken Spreitzer.

HethenmovedtoChitteme,asmallvillageinEnglandwithhiswifeandtwosons.[4] Hisfamilyrecentlyreturnedto Newport Beach.

Affiliated websites

Search Engine Watch

Sullivan started Search Engine Watch in June 1997 after he posted research about search engines, called 4 Webmaster's Guide To
Search Engines, in April 1996. Search Engine Watch was a website with tips on how to get good searchengine results. Shortly after
beginning in November that year, he sold it for anundisclosed amount to MecklerMedia (now Jupitermedia). He stayed on to maintain the site,
and be the editor-in-chief */In 2006, it was sold to Incisive Media for $43 million. Search Engine Watch was considered by Matt Cutts

of Google as "must reading", and Tim Mayer of Yahoo! as the "most authoritative source on search."¥

He has also staged the Search Engine Strategies conference six times each year, attracting 1,500 to 6,000 attendees each time.™ On August 29,
2006, Sullivan announced he would be leaving Search Engine Watch on November 30, 2006. He later came to an agreement with

Jupitermediatocontinue participatingin SES through2007.[7][8][9]
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Search Engine Land

Search Engine Land is a news web site that covers search engine marketing and search engine optimization. It was founded in 2006 by

Sullivan after he left Search Engine Watch. Search Engine Land stories have been cited numerous times by other media

outlets 111 HI12]

Search Engine Land reports that it attracted 95,000 unique users in February, 2007, representing 15% of the world marketforsearch
advertising. Thisusergroupspendsapproximately US$1.5 billionperannum.[ 131
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Meta element

Meta elements are the HTML or XHTML <meta ... > element used to provide structured metadata about a Web page. Multiple
elements are often used on the same page: the element is the same, but its attributes are different. Meta elements can be used to specify page
description, keywords and any other metadata not provided through the other head elements and attributes.

The meta element has two uses: either to emulate the use of the HTTP response header, or to embed additional metadata within the HTML
document.

With HTML up to and including HTML 4.01 and XHTML, there were four valid attributes: content, http-equiv, name
and scheme. Under HTML 5 there are now five valid attributes: charset having been added. http-equiv isused to emulate the
HTTP header. name to embed metadata. The value of the statement, in either case, is contained in the content attribute, which is the
only required attribute unless charset is given. charset isused to indicate the character set of the document, and is available in
HTMLS.

Such elements must be placed as tags in the head section of an HTML or XHTML document.

An example of the use of the meta element

Inone form,meta elements can specify HTTP headers which should be sent before the actual content when the HTML page is served from
Web server to client. For example:

<meta http-equiv="Content-Type" content="text/html" >

This specifies that the page should be served with an HTTP header called 'Content-Type' that has a value 'text/html'. In the general form, ameta
element specifiesname andassociated content attributes describingaspects ofthe HTML page. Forexample:

<meta name="keywords" content="wikipedia,encyclopedia" >

In this example, the meta element identifies itself as containing the 'keywords' relevant to the document, Wikipedia and encyclopedia.

Meta tags can be used to indicate the location a business serves:

<meta name="zipcode" content="45212,45208,45218" >

In this example, geographical information is given according to ZIP codes. Default charset

for plain text is simply set with meta:

<meta http-equiv="Content-Type" content="text/html; charset=UTF-8" >

Meta element used in search engine optimization

Meta elements provide information about a given Web page, most often to help search engines categorize them correctly. Theyareinsertedinto
theHTML document, butareoftennotdirectly visibletoauservisitingthesite.

They have been the focus of a field of marketing research known as search engine optimization (SEO), where different methods are
explored to provide a user's site with a higher ranking on search engines. In the mid to late 1990s, search engines were reliant on meta data to
correctly classify a Web page and webmasters quickly leamned the commercial significance of having the right meta element, as it frequently led to a
high ranking in the search engines

— and thus, high traffic to the website.

As search engine traffic achieved greater significance in online marketing plans, consultants were brought in who were well versed in how search
engines perceive a website. These consultants used a variety of techniques
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(legitimate and otherwise) to improve ranking for their clients.

Meta elements have significantly less effect on search engine results pages today than they did in the 1990s and their utility has decreased
dramatically as search engine robots have become more sophisticated. This is due in part to the nearly infinite re-occurrence (keyword stuffing) of
meta elements and/or to attempts by unscrupulous website placementconsultantstomanipulate(spamdexing)orotherwise circumventsearch
enginerankingalgorithms.

While search engine optimization can improve search engine ranking, consumers of such services should be careful to employ only reputable
providers. Given the extraordinary competition and technological craftsmanship required for top search engine placement, the implication of the
term "search engine optimization" has deteriorated over the last decade. Where it once implied bringing a website to the top of a search
engine's results page, for some consumers it now implies a relationship with keyword spamming or optimizing a site's internal search engine
for improved performance.

Major search engine robots are more likely to quantify such extant factors as the volume of incoming links from related websites, quantity and
quality of content, technical precision of source code, spelling, functional v. broken hyperlinks, volume and consistency of searches and/or
viewer traffic, time within website, page views, revisits, click-throughs, technical user-features, uniqueness, redundancy, relevance, advertising
revenue yield, freshness, geography, language and other intrinsic characteristics.

The keywords attribute

The keywords attribute was popularized by search engines such as Infoseek and AltaVista in 1995, and its popularity quickly grew
until it became one of the most commonly used meta elements.!" By late 1997, however, search engine providers realized that information
stored inmeta elements, especially the keywords attribute, was often unreliable and misleading, and at worst, used to draw users into spam
sites. (Unscrupulous webmasters could easily place false keywords intotheirmeta elementsinordertodraw peopletotheirsite.)

Search engines began dropping support for metadata provided by the meta element in 1998, and by the early 2000s, most search engines
had veered completely away from reliance onmeta elements. In July 2002, AltaVista, one of the last major search engines to still offer

support, finally stopped considering them. el

No consensus exists whether or not the keywords attribute has any effect on ranking at any of the major search engines today. It is
speculated that it does, if the keywords used in the meta can also be found in the page copy itself. With respect to Google, thirty-seven
leaders in search engine optimization concluded in April 2007 that the relevance ofhaving yourkeywords intheme t a-attribute keywords

is little tononel*! “

andin September 2009 Matt Cutts of Google announced that they are no longer taking keywords into account whatsoever.
However, both these articles suggest that Yahoo! still makes use of the keywords meta tag in some of its rankings. Yahoo! itself claims support
for the keywords meta tag in conjunction with other factors for improving search rankings.[S] In Oct 2009 Search Engine Round Table announced
that "Yahoo Drops The Meta Keywords Tag Also"® butinformed us that the announcement made by Yahoo!'s Senior Director of Search was
incorrect.”) In the corrected statement Yahoo! Senior Director of Search states that " What changed with Yahoo's ranking algorithms is that
while we still index the meta keyword tag, the ranking importance given to meta keyword tags receives the lowest ranking signal inoursystem....

itwillactually have lesseffect than introducing those same words in the body of the document, or any other section."l’!

The description attribute

Unlikethe keywords attribute, thedescription attribute is supported by most major search engines, like Yahoo! and Bing, while
Google will fall back on this tag when information about the page itself is requested (e.g. using the related: query) keywords are very
important in description to increase the ranking of site in search engine. The description attribute provides a concise explanation of a
Web page's content. This allows the Web page authors to give a more meaningful description for listings than might be displayed if the search
engine was
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unable to automatically create its own description based on the page content. The description is often, but not always, displayed on search
engine results pages, so it can affect click-through rates. Industry commentators have suggested that major search engines also consider
keywords located in the description attribute when ranking pages.[gl W3C doesn't specify the size of this description meta tag, but almost
all search engines recommend it to be shorter than 155 characters of plain text.

The 1anguage attribute

The language attributetells searchengines what natural language the website is writtenin (e.g. English, Spanish or French), as opposed to the
coding language (e.g. HTML). It is normally an IETF language tag for the language name. It is of most use when a website is written in
multiple languages and can be included on each page to tell search engines in which language a particular page is written.'’)

The robots attribute

(10]

Therobots attribute, supportedbyseveralmajorsearchengines," " controlswhethersearchengine spidersare allowedtoindexapage, ornot,

and whetherthey should follow links fromapage, ornot. Theattribute cancontain oneormorecomma-separatevalues. Thenoindex value
preventsapage frombeingindexed,andnofollow preventslinksfrombeingcrawled. Othervaluesrecognizedby one ormoresearch
engines caninfluencehow the engine indexes pages, and how those pages appear on the search results. These include noarchive, which
instructs a search engine not to store an archived copy of the page, and nosnippet, which asks that the search engine not include a snippet
from the page along with the page's listing in search results.!'!

Metatagsarenotthebestoptiontopreventsearchengines fromindexingcontentofawebsite. Amorereliableand efficient method is the use of the
robots.txt file (robots exclusion standard).

Additional attributes for search engines

NOODP

The search engines Google, Yahoo! and MSN use in some cases the title and abstract of the Open Directory Project (ODP) listing of a website for
the title and/or description (also called snippet or abstract) in the search engine results pages(SERP). To give webmasters the option to specify that
the ODP content should not be used for listings of their website, Microsoft introduced in May 2006 the new "NOODP" value for the "robots"
element of the meta tags.m] Google followed in July 2006!"* and Yahoo! in October 20061

The syntax is the same for all search engines who support the tag.

<meta name="robots" content="noodp" >
WebmasterscandecideiftheywanttodisallowtheuseoftheirODPlistingonapersearchenginebasis Google:
<meta name="googlebot" content="noodp" >

Yahoo!

<meta name="Slurp" content="noodp" >

MSN and Live Search:

<meta name="msnbot" content="noodp" >
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NOYDIR

Yahoo! puts content from their own Yahoo! directory next to the ODP listing. In 2007 they introduced a meta tag that lets web designers opt-

out of this.[**]

If you add the NOYDIR tag to a page, Yahoo! won't display the Yahoo! Directory titles and abstracts.

<meta name="robots" content="noydir" >
<meta name="Slurp" content="noydir" >

Robots-NoContent

Yahoo! also introduced in May 2007 the attribute value: class="robots-nocontent" [l This is notameta tag, but an attribute
and value, which can be used throughout Web page tags where needed. Content of the page where this attribute is being used will be ignored by
the Yahoo! crawler and not included in the search engine's index.

Examples for the use of the robots-nocontent tag:

<div class="robots-nocontent">excluded content</div>
<span class="robots-nocontent">excluded content</span>
<p class="robots-nocontent">excluded content</p>

Academic studies

Google does not use HTML keyword or meta tag elements for indexing. The Director of Research at Google, Monika Henzinger, was
quoted (in 2002) as saying, "Currently we don't trust metadata because we are afraid of being manipulated.” U7 Other search engines developed
techniques to penalize Web sites considered to be "cheating the system". For example, a Web site repeating the same meta keyword several
times may have its ranking decreased by a search engine trying to eliminate this practice, though that is unlikely. It is more likely that a search
engine will ignore the meta keyword element completely, and most do regardless of how many words used in the element.

Google does, however, use meta tag elements for displaying site links. The title tags are used to create the link in search results:
The meta description often appears in Google search results to describe the link:

<meta name="description" content="A blurb to describe the content of the page appears here" >

Redirects

Meta refresh elements can be used to instruct a Web browser to automatically refresh a Web page after a given time interval. It is also possible to
specify an alternative URL and use this technique in order to redirect the user to a different location. Auto refreshing via a META element

(18] (19]

has been deprecated for more than ten years, - and recognized as problematic before that.

The W3C suggests that user agents should allow users to disable it, otherwise META refresh should not be used by web pages. For Internet
Explorer's security settings, under the miscellaneous category, meta refresh can be turned off by the user, thereby disabling its redirect ability. In

MozillaFirefoxitcanbedisabledintheconfigurationfileunder the key name"accessibility.blockautorefresh".[20]

Many web design tutorials also point out that client-side redirecting tends to interfere with the normal functioning of aWebbrowser's"back" button.
Afterbeing redirected, clicking the back button will cause the user to go back to the redirect page, which redirects them again. Some modern
browsers seem to overcome this problem however,
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including Safari, Mozilla Firefox and Opera.

Auto-redirects via markup (versus server-side redirects) are not in compliance with the W3C's - Web Content Accessibility Guidelines
(WCAG) 1.0 (guideline 7.5).2!1

HTTP message headers

Metaelements ofthe form <meta http-equiv="foo" content="bar"> canbeusedasalternativesto http headers.
Forexample, <meta http-equiv="expires" content="Wed, 21 June 2006
14:25:27 GMT"> wouldtell thebrowserthatthepage "expires" onJune21,2006at 14:25:27 GMT and thatit may safely cache the
page until then.

Alternative to meta elements

Analternativetometa elements for enhanced subject access within a website is the use of a back-of-book-style index for the website. See

(22]

the American Society of Indexers “* website for an example.

In 1994, ALIWEB, also used an index file to provide the type of information commonly found in meta keywords attributes.
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External links
+ W3C HTML 4.01 Specification: section 7.4.4, Meta data (http://www.w3.org/TR/html4/struct/global. html#h-7.4.4)

Meta tags

Meta elements are the HTML or XHTML <meta ... > element used to provide structured metadata about a Web page. Multiple
elements are often used on the same page: the element is the same, but its attributes are different. Meta elements can be used to specify page
description, keywords and any other metadata not provided through the other head elements and attributes.

The meta element has two uses: either to emulate the use of the HTTP response header, or to embed additional metadata within the HTML
document.

With HTML up to and including HTML 4.01 and XHTML, there were four valid attributes: content, http-equiv, name
and scheme. Under HTML 5 there are now five valid attributes: charset having been added. http-equiv isused to emulate the
HTTP header. name to embed metadata. The value of the statement, in either case, is contained in the content attribute, which is the
only required attribute unless charset is given. charset isused to indicate the character set of the document, and is available in
HTMLS.

Such elements must be placed as tags in the head section of an HTML or XHTML document.

An example of the use of the meta element

Inone form,meta elements can specify HTTP headers which should be sent before the actual content when the HTML page is served from
Web server to client. For example:

<meta http-equiv="Content-Type" content="text/html" >

This specifies that the page should be served with an HTTP header called 'Content-Type' that has a value 'text/html'. In the general form, ameta
element specifiesname andassociated content attributes describingaspects ofthe HTML page. Forexample:

<meta name="keywords" content="wikipedia,encyclopedia" >
In this example, the meta element identifies itself as containing the 'keywords' relevant to the document, Wikipedia and encyclopedia.
Meta tags can be used to indicate the location a business serves:

<meta name="zipcode" content="45212,45208,45218" >

In this example, geographical information is given according to ZIP codes. Default charset

for plain text is simply set with meta:

<meta http-equiv="Content-Type" content="text/html; charset=UTF-8" >
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Meta element used in search engine optimization

Meta elements provide information about a given Web page, most often to help search engines categorize them correctly. Theyareinsertedinto
theHTML document, butareoftennotdirectly visibletoauservisitingthesite.

They have been the focus of a field of marketing research known as search engine optimization (SEO), where different methods are
explored to provide a user's site with a higher ranking on search engines. In the mid to late 1990s, search engines were reliant on meta data to
correctly classify a Web page and webmasters quickly leamned the commercial significance of having the right meta element, as it frequently led to a
high ranking in the search engines

— and thus, high traffic to thewebsite.

As search engine traffic achieved greater significance in online marketing plans, consultants were brought in who were well versed in how
search engines perceive a website. These consultants used a variety of techniques (legitimate and otherwise) to improve ranking for
their clients.

Meta elements have significantly less effect on search engine results pages today than they did in the 1990s and their utility has decreased
dramatically as search engine robots have become more sophisticated. This is due in part to the nearly infinite re-occurrence (keyword stuffing) of
meta elements and/or to attempts by unscrupulous website placementconsultantstomanipulate(spamdexing)orotherwise circumventsearch
enginerankingalgorithms.

While search engine optimization can improve search engine ranking, consumers of such services should be careful to employ only reputable
providers. Given the extraordinary competition and technological craftsmanship required for top search engine placement, the implication of the
term "search engine optimization" has deteriorated over the last decade. Where it once implied bringing a website to the top of a search
engine's results page, for some consumers it now implies a relationship with keyword spamming or optimizing a site's internal search engine
for improved performance.

Major search engine robots are more likely to quantify such extant factors as the volume of incoming links from related websites, quantity and
quality of content, technical precision of source code, spelling, functional v. broken hyperlinks, volume and consistency of searches and/or
viewer traffic, time within website, page views, revisits, click-throughs, technical user-features, uniqueness, redundancy, relevance, advertising
revenue yield, freshness, geography, language and other intrinsic characteristics.

The keywords attribute

The keywords attribute was popularized by search engines such as Infoseek and AltaVista in 1995, and its popularity quickly grew
until it became one of the most commonly used meta elements." By late 1997, however, search engine providers realized that information
stored inmeta elements, especially the keywords attribute, was often unreliable and misleading, and at worst, used to draw users into spam
sites. (Unscrupulous webmasters could easily place false keywords intotheirmeta elementsinordertodraw peopletotheirsite.)

Search engines began dropping support for metadata provided by the meta element in 1998, and by the early 2000s, most search engines
had veered completely away from reliance onmeta elements. In July 2002, AltaVista, one of the last major search engines to still offer

support, finally stopped considering them. el

No consensus exists whether or not the keywords attribute has any effect on ranking at any of the major search engines today. It is
speculated that it does, if the keywords used in the meta can also be found in the page copy itself. With respect to Google, thirty-seven
leaders in search engine optimization concluded in April 2007 that the relevance ofhaving yourkeywords intheme t a-attribute keywords
islittle tonone!* andin September 2009 Matt Cutts of Google announced that they are no longer taking keywords into account whatsoever.¥
However, both these articles suggest that Yahoo! still makes use of the keywords meta tag in some of its rankings. Yahoo! itself claims support
for the keywords meta tag in conjunction with other factors for improving search rankings.[S] In Oct 2009 Search Engine Round Table announced
that "Yahoo Drops The Meta Keywords Tag Also"® butinformed us that the announcement made by Yahoo!'s Senior Director of Search was
incorrect. ) In the corrected statement
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Yahoo! Senior Director of Search states that "... What changed with Yahoo's ranking algorithms is that while we still index the meta keyword tag,
the ranking importance given to meta keyword tags receives the lowest ranking signal in our system.... it will actually have less effect than
introducing those same words inthe body ofthe document, or any other section."”!

The description attribute

Unlikethe keywords attribute, thedescription attribute is supported by most major search engines, like Yahoo! and Bing, while
Google will fall back on this tag when information about the page itself is requested (e.g. using the related: query) keywords are very
important in description to increase the ranking of site in search engine. The description attribute provides a concise explanation of a
Web page's content. This allows the Web page authors to give a more meaningful description for listings than might be displayed if the search
engine was unable to automatically create its own description based on the page content. The description is often, but not always, displayed
on search engine results pages, so it can affect click-through rates. Industry commentators have suggested that major search engines also
consider keywords located in the description attribute when ranking pages.[8] W3C doesn't specify the size of this description meta tag,
but almost all search engines recommend it to be shorter than 155 characters of plain text.

The 1anguage attribute

The language attributetells searchengines what natural language the website is writtenin (e.g. English, Spanish or French), as opposed to the
coding language (e.g. HTML). It is normally an IETF language tag for the language name. It is of most use when a website is written in

multiple languages and can be included on each page to tell search engines in which language a particular page is written.”’

The robots attribute

Therobots attribute, supportedbyseveral majorsearch engines,[m] controlswhethersearchenginespidersare allowedtoindexapage,ornot,
and whetherthey should follow links fromapage, ornot. Theattribute can contain oneormorecomma-separatevalues. Thenoindex value
preventsapage frombeingindexed,andnofollow preventslinksfrombeingcrawled. Othervaluesrecognizedby one ormoresearch
engines caninfluencehow the engine indexes pages, and how those pages appear on the search results. These include noarchive, which
instructs a search engine not to store an archived copy of the page, and nosnippet, which asks that the search engine not include a snippet

from the page along with the page's listing in search results.[!!]

Metatagsarenotthebestoptiontopreventsearchengines fromindexingcontentofawebsite. Amorereliableand efficient method is the use of the
robots.txt file (robots exclusion standard).

Additional attributes for search engines

NOODP

The search engines Google, Yahoo! and MSN use in some cases the title and abstract of the Open Directory Project (ODP) listing of a website for
the title and/or description (also called snippet or abstract) in the search engine results pages(SERP). To give webmasters the option to specify that
the ODP content should not be used for listings of their website, Microsoft introduced in May 2006 the new "NOODP" value for the "robots"
element of the meta tags.m] Google followed in July 2006!"* and Yahoo! in October 20061

The syntax is the same for all search engines who support the tag.

<meta name="robots" content="noodp" >

Webmasters can decide if they want to disallow the use of their ODP listing on a per search engine basis
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Google:

<meta name="googlebot" content="noodp" >

Yahoo!

<meta name="Slurp" content="noodp" >

MSN and Live Search:

<meta name="msnbot" content="noodp" >

NOYDIR

Yahoo! puts content from their own Yahoo! directory next to the ODP listing. In 2007 they introduced a meta tag that lets web designers opt-
out of this. ')

If you add the NOYDIR tag to a page, Yahoo! won't display the Yahoo! Directory titles and abstracts.

<meta name="robots" content="noydir" >

<meta name="Slurp" content="noydir" >

Robots-NoContent

Yahoo! also introduced in May 2007 the attribute value: class="robots-nocontent" 181 This is notameta tag, but an attribute
and value, which can be used throughout Web page tags where needed. Content of the page where this attribute is being used will be ignored by
the Yahoo! crawler and not included in the search engine's index.

Examples for the use of the robots-nocontent tag:
<div class="robots-nocontent">excluded content</div>

<span class="robots-nocontent">excluded content</span>
<p class="robots-nocontent">excluded content</p>

Academic studies

Google does not use HTML keyword or meta tag elements for indexing. The Director of Research at Google, Monika Henzinger, was
quoted (in 2002) as saying, "Currently we don't trust metadata because we are afraid of being manipulated.” U7 Other search engines developed
techniques to penalize Web sites considered to be "cheating the system". For example, a Web site repeating the same meta keyword several
times may have its ranking decreased by a search engine trying to eliminate this practice, though that is unlikely. It is more likely that a search
engine will ignore the meta keyword element completely, and most do regardless of how many words used in the element.

Google does, however, use metatag elements for displaying site links. The title tags are used to create the link in search results:

The meta description often appears in Google search results to describe the link:

<meta name="description" content="A blurb to describe the content of the page appears here" >
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Redirects

Meta refresh elements can be used to instruct a Web browser to automatically refresh a Web page after a given time interval. It is also possible to

specify an alternative URL and use this technique in order to redirect the user to a different location. Auto refreshing via a META element

has been deprecated for more than ten years,m] and recognized as problematic before that.[1")

The W3C suggests that user agents should allow users to disable it, otherwise META refresh should not be used by web pages. For Internet

Explorer's security settings, under the miscellaneous category, meta refresh can be turned off by the user, thereby disabling its redirect ability. In

MozillaFirefoxitcanbedisabledintheconfigurationfileunder the key name"accessibility.blockautorefresh".[20]

Many web design tutorials also point out that client-side redirecting tends to interfere with the normal functioning of aWebbrowser's"back" button.
After beingredirected, clicking the back button will cause the user to go back to the redirect page, which redirects them again. Some modern
browsers seem to overcome this problem however, including Safari, Mozilla Firefox and Opera.

Auto-redirects via markup (versus server-side redirects) are not in compliance with the W3C's - Web Content Accessibility Guidelines
(WCAG) 1.0 (guideline 7.5).2!]

HTTP message headers

Metaelements ofthe form <meta http-equiv="foo" content="bar"> canbeusedasalternativesto http headers.
Forexample, <meta http-equiv="expires" content="Wed, 21 June 2006
14:25:27 GMT"> wouldtellthebrowserthatthepage "expires" onJune21,2006at 14:25:27 GMT andthatit may safely cache the
page until then.

Alternative to meta elements

Analternativetometa elements for enhanced subject access within a website is the use of a back-of-book-style index for the website. See

(22]

the American Society of Indexers *““ website for an example.

In 1994, ALIWEB, also used an index file to provide the type of information commonly found in meta keywords attributes.
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Inktomi

Inktomi Corporation was a California company that provided software for Internet service providers. It was founded in 1996 by UC
Berkeley professor Eric Brewer and graduate student Paul Gauthier. The company was initially founded based on the real-world success of the
web search engine they developed at the university. After the bursting of the dot-com bubble, Inktomi was acquired by Yahoo!

History

Inktomi's software was incorporated in the widely-used HotBot search engine, which displaced AltaVista as the leading web-crawler-based
search engine, itselfto be displaced later by Google. Inatalk given to a UC Berkeley seminar on Search Engines[l] in October 2005, Eric Brewer
credited much of the AltaVista displacement to technical differences of scale.

The company went on to develop Traffic Server, a proxy cache for web traffic and on-demand streaming media. Traffic Server found a
limited marketplace due to several factors, but was deployed by several large service providersincluding AOL. One of the things that Traffic
Server did was to transcode images down to a smaller size for AOL dialup users, leading many websites to provide special noncacheable pages
withthe phrase, "AOL Users Click Here" to navigate to these pages.

In November 1999 Inktomi acquired Webspective; in August 2000 Inktomi acquired Ultraseek Server from Disney's Go.com; in September, 2000,

Inktomi acquired FastForward Networks;m

in December 2000, Inktomi acquired the Content Bridge Business Unit from Adero, a content
delivery network, which had formed the Content Bridge Alliance with Inktomi, AOL and a number of other ISPs, hosting providers and IP
transport providers; and in June 2001 Inktomi acquired eScene Networks. Webspective developed technology for synchronizing and

managing
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content across a host of distributed servers to be used in clustered or distributed load-balancing. Fast Forward developed software for the
distribution of live streaming media over the Internet using "app-level" multicast technology. eScene Networks developed software that
provided an integrated workflow for the management and publishing of video content (now owned by Media Publisher, Inc.). With this
combination oftechnologies, Inktomi became an "arms merchant" to a growing number of content delivery network (CDN) service providers.
Inktomi stock peaked with a split-adjusted price of $241 a share in March 2000.

In earlier acquisitions Inktomi acquired C2B and Impulse Buy Networks, both companies which had pioneered the comparison shopping space
and that had pioneered the performance-based marketing market, with over 4 million products registered in the service in 1998, and serving
millions of merchandise product offers daily across 20,000 websites including Yahoo!, MSN, and AOL shopping. Merchants paid a percentage
of sales and or a cost per click fortrafficsenttotheirwebsites—ultimately thismodelbecameknownas pay perclickand was perfected by Google
and Overture Services, Inc.

With the financial collapse of the service provider industry and overall burst of the dot-com bubble, Inktomi lost most of its customer base. In
2002, Inktomi board brought in turnaround expert and long term media investor Keyur Patel and restructured the organization to focus back on
search and divest from non core assets. This move turned out to be brilliant and led ultimately to be acquired by Yahoo! in2002 for $1.63 a
share (or $235 million). Ina separate transaction, the Ultraseek Server product (renamed Inktomi Enterprise Search) was sold to competitor
Verity, Inc. in late2002.

In 2006, the technology behind the Inktomi Proxy Server was acquired by Websense, which has modified it and included it their Websense
Security Gateway solution.

In 2009, Yahoo! asked to enter Traffic Server into incubation with the Apache Incubator, which was accepted in July. The original Inktomi
Traffic Server source, with additional Yahoo! modifications, was donated to the open source community that same year. In April 2010, the
Apache Traffic Server! top-level project was officially created, marking the official acceptance of the new project.

Acquisitions

InSeptember 1998 Inktomiacquired C2B Technologies,[4]

addingashopping enginetechnologytoits portfolio; In April 1999 Inktomi acquired
Impulse Buy Network, adding 400 merchants to its shopping engine and performance based business shopping model. [5]; in November 1999
Inktomi acquired Webspective; in August 2000 Inktomi acquired Ultraseek Server from Disney's Go.com; in September, 2000, Inktomi

1 in December 2000, Inktomi acquired the Content Bridge Business Unit from Adero, a content delivery

acquired FastForward Networks;
network, which had formed the Content Bridge Alliance with Inktomi, AOL and a number of other ISPs, hosting providers and IP transport
providers; and in June 2001 Inktomi acquired eScene Networks. Webspective developed technology for synchronizing and managing content
acrossa hostofdistributed serversto beused inclustered or distributed load-balancing, Fast Forward developed software for the distribution of live
streaming media over the Internet using "app-level” multicast technology. eScene Networks developed software that provided an integrated
workflow for the management and publishing of video content (now owned by Qumu, Inc.). With this combination of technologies, Inktomi

becamean "armsmerchant"toagrowingnumberofContentDelivery Network(CDN)serviceproviders.
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Inktomi name and logo

According to the Inktomi website, "The company's name, pronounced 'INK-tuh-me', is derived from a Lakota Indian legend about a trickster spider
character. Inktomi is known for his ability to defeat larger adversaries through wit and cunning."[G] The tri-color, nested cube logo was created
by Tom Lamar in 1996.

Executives
Prior to the acquisition of Inktomi by Yahoo! in 2002:

Corporate officers

+ David C. Peterschmidt — Chairman, President and Chief Executive Officer

+ Dr. Eric A. Brewer — Chief Scientist

+ Keyur A. Patel - Chief Strategy Officer (turnaround)

+  Timothy J. Burch - Vice President of Human Resources

+ Ted Hally — Senior Vice President and General Manager of Network Products

+ Jerry M. Kennelly — Executive Vice President, Chief Financial Officer and Secretary

+ Al Shipp — Senior Vice President of Worldwide Field Operations

+ Timothy Stevens— Senior Vice President of Business Affairs, General Counsel and Assistant Secretary
¢ Steve Hill - Vice President of Europe

Board of directors

+  DavidC. Peterschmidt— Chairman, President and Chief Executive Officer, Inktomi Corporation
¢ Dr. Eric A. Brewer — Chief Scientist, Inktomi Corporation

+ Frank Gill - Executive Vice President, Intel Corporation

+ Fredric W. Harman— General Partner, Oak Investment Partners

+  Alan Shugart— Chief Executive Officer, Al Shugart International

Mission statement

"The Inktomi mission is to build scalable software applications that are core to the Internet infrastructure."(®!
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Larry Page

Larry Page

Born Lawrence Page March 26,
1973
Lansing, Michigan, U.S.

Residence | Palo Alto, California, U.S.

Nationality | American

Alma mater | University of Michigan (B.S.)
Stanford University (M.S.)

Occupation | Computer scientist, internet entrepreneur

Known for | Co-founder and CEO of Google Inc.

Salary 1 (1]

Networth | (55 15 7 bittion 2012)(']

Title CEO of Google

Spouse Lucinda Southworth (m. 2007)

Children
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Website
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Lawrence "Larry" Pagem (born March 26, 1973) is an American computer scientist and internet entrepreneur who, with Sergey Brin, is
best known as the co-founder of Google. On April 4, 2011, he took on the role of chief executive officer of Google, replacing Eric
Schmidt. I As 020 12, his personal wealth is estimated tobe $18.7 billion.['Heistheinventorof PageRank, which became the foundation of
Google'ssearchrankingalgorithm.
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Early life and education

Larry Page was bom in Lansing, Michigan.[6][7] His father, Carl Page, earned a Ph.D. in computer science in 1965 when the field was in its
infancy,andisconsidereda"pioneerincomputerscienceandartificial intelligence." Both he and Page's mother were computer science professors

at Michigan State University.[81[9] Gloria Page, hismother, is Jewish but he was raised without religion.[ 10]

Page attended the Okemos Montessori School (now called Montessori Radmoor) in Okemos, Michigan from 1975to 1979, and graduated from
East Lansing High School in 1991." He holds a Bachelor of Science in computer engineering from the University of Michigan with
honors and a Master of Science in computer science from Stanford University. While at the University of Michigan, "Page created an inkjet

(13]

printer made of Lego bricks" (actually a line plotter),[m served as the president of the Eta Kappa Nu in Fall 1994, " and was a member of the

1993 "Maize & Blue" University of Michigan Solar Car team.

During an interview, Page recalled his childhood, noting that his house "was usually a mess, with computers and Popular Science magazines
all over the place". His attraction to computers started when he was six years old when he got to "play with the stuff lying around". He
became the "first kid in his elementary school to turn in an assignment from a word processor."[14] His older brother also taught him to take
things apart, and before long he was taking "everything in his house apart to see how it worked". He said that "from a very early age, I also
realized I wanted to invent things. So I became really interested in technology...and business . . . probably from when I was 12, T knew I was going

to start a company eventually".[14]

After enrolling for a Ph.D. program in computer science at Stanford University, Larry Page was in search of a dissertation theme and
considered exploring the mathematical properties of the World Wide Web, understanding its link structure as a huge graph.[lsl[w] His supervisor
Terry Winograd encouraged him to pursue this idea, which Page laterrecalled as "the bestadvice I ever got".[”] Page then focused on the problem
of finding out which web pages link to a given page, considering the number and nature of such backlinks to be valuable information about that page
(with the role of citations in academic publishing in mind).[w] In his research project, nicknamed "BackRub", he was soon joined by Sergey Brin,
afellow Stanford Ph.D. student.['®)

John Battelle, co-founder of Wired magazine, wrote of Page that he had reasoned that the "entire Web was loosely based on the premise of
citation — after all, what is a link but a citation? If he could devise a method to count and qualify each backlink on the Web, as Page puts it 'the
Web would become a more valuable place'."[ 16] Battelle further described how Page and Brin began working together on the project:

"At the time Page conceived of BackRub, the Web comprised an estimated 10 million documents, with an untold number of links
between them. The computing resources required to crawl such a beast were well beyond the usual bounds of a student project.
Unaware of exactly what he was getting into, Page began building out hiscrawler.

"The idea's complexity and scale lured Brin to the job. A polymath who had jumped from project to project without settling on a thesis
topic, he found the premise behind BackRub fascinating. "I talked to lots of research groups" around the school, Brin recalls, "and
this was the most exciting project, both because it tackled the Web, which represents human knowledge, and because I liked
Larry" .[ l 6]

Brin and Page originally met in March 1995, during a spring orientation of new computer Ph.D. candidates. Brin, who had already been in the

program fortwo years, was assigned to show some students, including Page, around campus, and they later became good friends. (18]

To convert the backlink data gathered by BackRub's web crawler into a measure of importance for a given web page, Brin and Page developed the
PageRank algorithm, and realized that it could be used to build a search engine far superior to existing ones."® It relied on a new kind of
technology that analyzed the relevance of the back links that connected one Webpageto another"¥Tn August 1996, the nitial version of Google

wasmadeavailable,stillonthe Stanford University Web site.1%]
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Business

In 1998, Brin and Page founded Google, Inc ") Page ran Google as co-president
along with Brin until 2001 when they hired Eric Schmidt as Chairman and CEO of
Google. In January 2011 Google announced that Page would replace Schmidt as CEO
in April the same year.[20] Both Page and Brin earn an annual compensation of one
dollar. On April 4, 2011, Page officially became the chief executive of Google,
whileSchmidtsteppeddowntobecomeexecutivechairman.

Personal life

Page married Lucinda Southworth at Richard Branson's Caribbean island, Necker
Tsland in 2007. 21 Southworth is a research scientist and sister of actress and model Carrie
Southworth, 221241 They have one child.

Other interests

Page is an active investor in alternative energy companies, such as Tesla Motors, whidtgdetbiopdbteteCisia Roadd9 a 244-mile
(unknown operator: u'strong' km) range battery electric vehicle.?] He continues to be committed to renewable energy technology,
and with the help of Google.org, Google's philanthropic arm, promotes the adoption of plug-in hybrid electric cars and other alternative
energy investments.'4!

Brin and Page are the executive producers of the 2007 film Broken Arrows.26)

Awards and recognition

PC Magazine has praised Google as among the Top 100 Web Sites and Search Engines (1998) and awarded Google the Technical Excellence
Award, for Innovationin Web Application Developmentin 1999.1n2000, Googleearneda Webby Award, a People's Voice Award for technical
achievement, and in 2001, was awarded Outstanding Search Service, Best Image Search Engine, Best Design, Most Webmaster Friendly Search

Engine, and Best Search Feature at the Search Engine Watch Awards."?")

In2002, Page, along with Sergey Brin, was named to the MIT Technology Review TR100, as one of the top 100 innovators in the world

under the age of 35128

In 2003, both Brin and Page received an honorary MBA from IE Business School "for embodying the entrepreneurial spirit and
lending momentum to the creation of new businesses....">] And in 2004, they received the Marconi Foundation Prize, the "Highest Award in
Engineering," and were elected Fellows of the Marconi Foundation at Columbia University. "In announcing their selection, John Jay
Iselin, the Foundation's president, congratulated the two men for their invention that has fundamentally changed the way information is
retrieved today." They joined a "select cadre of 32 of the world's most influential communications technology pioneers...."BO] Hewaselectedto
theNational Academyof Engineering in2004. In2005, Brinand Page wereelected Fellowsofthe American Academy of Arts and Sciences.*!In
2002 the World Economic Forum named Page a Global Leader for Tomorrow and in 2004 the X PRIZE chose Page as a trustee for their

board.!Y
In 2004, Page and Brin were named "Persons of the Week" by ABC World News Tonight. Page received an honorary doctoratefromthe
UniversityofMichiganin2009duringgraduationcommencementceremonies.[32]

In 2011, he was ranked 24th on the Forbes list of billionaires and as the 11th richest person in the United States.[!!
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Sergey Brin

Sergey Brin

Born Sergey Mikhaylovich Brin
Russian: Cepreit Muxaitnosuy bpun August 21,
1973
Moscow, RSFSR, Soviet Union

Residence | Los Altos, California, U.S.

Nationality | American

Ethnicity | Jewish

Alma mater | UniversityofMaryland(B.S.1993)
Stanford University (M.S. 1995)

Occupation | Computer scientist, Internet entrepreneur

Known for | Co-founder of Google

Salary sl

Networth | 55 18 7 billion (20121

Spouse Anne Wojcickilz]

Children 1

Signature
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Website
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Google.com - Sergey Brin

Sergey Mikhaylovich Brin (Russian: Cepreii Muxaiinosiu Bpun; born August 21, 1973) is a Russian-born American computer
scientist and Internet entrepreneur who, with Larry Page, co-founded Google, one of the most profitable Internet companies.[4][5] As of
2012, his personal wealth is estimated to be $18.7 billion.

Brin immigrated to the United States from the Soviet Union at the age of six. He earned his undergraduate degree at the University of Maryland,
following in his father's and grandfather's footsteps by studying mathematics, as well as computer science. After graduation, he moved to Stanford
University to acquire a Ph.D in computer science. There he met Larry Page, with whom he later became friends. They crammed their
dormitory room with inexpensive computers and applied Brin's data mining system to build a superior search engine. The program became
popular at Stanford and they suspended their PhD studies to start up Google in a rented garage.

The Economist magazinereferredto Brinasan "Enlightenment Man", and someone who believes that "knowledge is always good, and certainly

(1]

always better than ignorance”, a philosophy that is summed up by Google’s motto of
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making all the world’s information "universally accessible and useful"'® and "Don't be evil".

Early life and education

Sergey Brin was born in Moscow to Russian Jewish parents, Michael Brin and Eugenia Brin, both graduates of Moscow State University.m
His father is a mathematics professor at the University of Maryland, and his mother is a research scientist at NASA's Goddard Space Flight

Center.[slm

Childhood in the Soviet Union

In 1979, when Brin was six, his family felt compelled to emigrate to the United States. In an interview with Mark Malseed, author of The
Google Story,[w] Sergey's father explains how he was "forced to abandon his dream of becoming an astronomer even before he reached
college". Although an official policy of anti-Semitism did not exist in the Soviet Union, Michael Brin claims Communist Party heads barred
Jews from upper professional ranks by denying them entry to universities: "Jews were excluded from the physics departments, in particular..."
Michael Brin therefore changed his major to mathematics where he received nearly straight A's. He said, "Nobody would even consider me for
graduate school becauseIwasJewish." (1 AtMoscow State University, Jews wererequiredtotake their entrance exams in different rooms from

non-Jewishapplicants, whichwerenicknamed "gas chambers", and they were marked on a harsher scale.!?!

The Brin family lived in a three-room apartment in central Moscow, which they also shared with Sergey's paternal grandmother.[l I Sergey told
Malseed, "I've known for a long time that my father wasn't able to pursue the career he wanted", but Sergey only picked up the details years later after
they had settled in the United States. He learned how, in 1977, after his father returned from a mathematics conference in Warsaw, Poland, he
announced that it was time for the family to emigrate. "We cannot stay here any more", he told his wife and mother. Atthe conference, he was able
to "mingle freely with colleagues from the United States, France, England and Germany, and discovered that his intellectual brethren in the West

were ‘not monsters." He added, "I was the only one in the family who decided it was really important toleave..."[!"]

Sergey's mother was less willing to leave their home in Moscow, where they had spent their entire lives. Malseed writes, "For Genia, the decision
ultimately came down to Sergey. While her husband admits he was thinking as much about his own future as his son's, for her, 'it was 80/20' about
Sergey." They formally applied for their exit visa in September 1978, and as a result his father "was promptly fired". For related reasons, his mother
also had to leave her job. For the next eight months, without any steady income, they were forced to take on temporary jobs as they waited,
afraid their request would be denied as it was for many refuseniks. During this time his parents shared responsibility for looking afterhimand
his father taught himself computer programming. In May 1979, they were granted their official exit visas and were allowed to leave the

country.[l 1

AtaninterviewinOctober,2000, Brinsaid, "[knowthehardtimesthatmyparentswent throughthere,andamvery thankfulthatI was broughttothe
States.""* A decade earlier, in the summer of 1990, a few weeks before his 17th birthday, his father led a group of gifted high school math
students, including Sergey, on a two-week exchange program to the Soviet Union. "As Sergey recalls, the trip awakened his childhood
fear of authority" and he remembers that his first "impulse on confronting Soviet oppression had been to throw pebbles at a police car."
Malseed adds, "On the second day of the trip, while the group toured a sanitarium in the countryside near Moscow, Sergey took his fatheraside,

lookedhimintheeyeandsaid,'ThamkyoufortalkingusalloutofRussia."'[l 1
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Education in the United States

Brin attended grade school at Paint Branch Montessori School in Adelphi, Maryland, but he received further education at home; his father, a
professor in the department of mathematics at the University of Maryland, nurtured his interestinmathematics andhis family helped himretain his
Russian-language skills. In September 1990, after having attended Eleanor Roosevelt High School in Greenbelt, Maryland, Brin enrolled in the

University of Maryland to study computer science and mathematics, where he received his Bachelor of Science in May 1993 with honors. "

Brin began his graduate study in computer science at Stanford University on a graduate fellowship from the National Science Foundation.In1993,
heintemedatWolframResearch,makersofMathematica.[14]Heisonleavefromhis Ph.D. studies atStanford.['*!

Search engine development

During an orientation for new students at Stanford, he met Larry Page. In a recent interview for The Economist, Brin jokingly said: "We're both
kind of obnoxious." They seemed to disagree on most subjects. But after spending time together, they "became intellectual soul-mates and
close friends". Brin's focus was on developing data mining systems while Page's was in extending "the concept of inferring the importance of a
research paper from its citations in other papers."[6] Together, the pair authored what is widely considered their seminal contribution, a paper entitled

"The Anatomy of a Large-Scale Hypertextual Web Search Engine."[m]

Combining their ideas, they "crammed their dormitory room with cheap computers" and tested their new search engine designs on the web.
Their project grew quickly enough "to cause problems for Stanford's computing infrastructure.” But they realized they had succeeded in

creating a superior engine for searching the web and suspended their PhD studies to work more on their system.[6]

As Mark Malseed wrote, "Soliciting funds from faculty members, family and friends, Sergey and Larry scraped together enough to buy some
servers and rent that famous garage in Menlo Park. ... [soon after], Sun Microsystems co-founder Andy Bechtolsheim wrotea $100,000 check to
“Google, Inc.” The only problem was, “Google, Inc.” did not yet exist—the company hadn't yet been incorporated. For two weeks, as they handled

the paperwork, the young men had nowhere to deposit the money."[l 1

The Economist magazine describes Brin's approach to life, like Page's, as based on a vision summed up by Google's motto, "of making all the
world's information 'universally accessible and useful." Others have compared their vision to the impact of Johannes Gutenberg, the inventor
of modem printing:
"In 1440, Johannes Gutenberg introduced Europe to the mechanical printing press, printing Bibles for mass consumption. The
technology allowed for books and manuscripts — originally replicated by hand — to be printed at a much faster rate, thus spreading

knowledge and helping to usher in the European Renaissance. . . Google has done a similar job."[17]

The comparison was likewise noted by the authors of The Google Story: "Not since Gutenberg . . . has any new invention empowered

individuals, and transformed access to information, as profoundly as Google."[m]:1

Notlongafterthetwo "cooked uptheir new engine for web searches, they began thinking about information thatis today beyond the web", such
asdigitizing books, and expanding health information.

Personal life

In May 2007, Brin married Anne Wojcicki in The Bahamas. Wojcicki is a biotech analyst and a 1996 graduate of Yale University withaB.S.
in biology.m[1 81 She has an active interest in health information, and together she and Brin are developing new ways to improve access toit. As
part of their efforts, they have brainstormed with leading researchers about the human genome project. "Brin instinctively regards genetics as a
database and computing problem. Sodoes his wife, who co-founded the firm, 23andMe", which lets people analyze and compare their own
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genetic makeup (consisting of 23 pairs of chromosomes).[6] In a recent announcement at Google’s Zeitgeist conference, he said he hoped
that some day everyone would learn their genetic code in order to help doctors, patients, and researchers analyze the data and try to repair

bugs.[6]

Brin's mother, Eugenia, has been diagnosed with Parkinson's disease. In 2008, he decided to make a donation to the University of Maryland
School of Medicine, where his mother is being treated.'*) Brin used the services of 23andMe and discovered that although Parkinson's is
generally not hereditary, both he and his mother possess a mutation of the LRRK2 gene (G2019S) that puts the likelihood of his developing
Parkinson'sin later years between 20 and 80% L% When asked whether ignorance was not bliss in such matters, he stated that his knowledge means
that he can now take measures to ward off the disease. Aneditorial in The Economist magazine states that "Mr Brin regards his mutation of
LRRK?2 as a bug in his personal code, and thus as no different from the bugs in computer code that Google’s engineers fix every day. By helping
himself, he can therefore help others as well. He considers himselflucky. ... ButMr. Brinwas makingamuchbigger point. Isn'tknowledge always
good,andcertaintyalways better than ignorance?"[6]

Brin and his wife run The Brin Wojcicki Foundation.”?”

InNovember, 2011 Brinand his wife's foundation, The Brin Wojcicki Foundation, awarded 500,000 dollars to the Wikimedia Foundation as it

started its eighth annual fundraising campaign.[2 1

Censorship of Google in China

Remembering his youth and his family's reasons for leaving the Soviet Union, he "agonized over Google’s decision to appease the communist
government of China by allowing it to censor search engine results", but decided that the Chinese would still be better off than without having
Google available. 9 He explained his reasoning to Fortune magazine:

"We felt that by participating there, and making our services more available, even if not to the 100 percent that we ideally would like, that it

will be better for Chinese web users, because ultimately they would get more information, though not quite all of it 221

On January 12, 2010, Google reported a large cyber attack on its computers and corporate infrastructure that began a month earlier, which included
accessing numerous Gmail accounts and the theft of Google's intellectual property. After the attack was determined to have originated in China,
the company stated that it would no longer agree to censor its search engine in China and may exit the country altogether. The New York Times
reported that "a primary goal of the attackers was accessing the Gmail accounts of Chinese human rights activists, but that the attack also
targeted 20 other large companies in the finance, technology, media and chemical sectors." (3124 1t was later reported that the attack included

"one of Google’s crown jewels, a password system that controls access by millions of users worldwide.""]

In late March, 2010, it officially discontinued its China-based search engine while keeping its uncensored Hong Kong site in operation.
Speaking for Google, Brin stated during an interview, "One of the reasons I am glad we are making this move in China is that the China situation
wasreally emboldeningother countries totry andimplement their own firewalls. " During another interview with Spiegel, he added, "For us
it has always been a discussion about how we can best fight for openness on the Internet. We believe that this is the best thing that we can do for
preserving the principles of the openness and freedom of information on the Internet."*")

While only a few large companies so far pledged their support for the move, many Internet "freedom proponents are cheering the move," and it is
"winning it praise in the U.S." from lawmakers.21%®] Senator Byron Dorgan stated that "Google's decision is a strong step in favor of freedom
of expressionand information."” And Congressman Bob Goodlatte said, "I applaud Google for its courageous step to stop censoring search
results on Google.com. Google has drawn a line in the sand and is shining a light on the very dark area of individual liberty restrictions in
China."™" From the business perspective, many recognize that the move is likely to affect Google's profits: "Google
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isgoing to pay aheavy price for its move, which is why it deserves praise for refusing to censor its service in China."®!) The New Republic
adds that "Google seems to have arrived at the same link that was obvious to Andrei Sakharov: the one between science and freedom,"

referringtothe move as "heroism. ">

Awards and recognition

In2002, Brin, along with Larry Page, was named to the MIT Technology Review TR100, as one of the top 100 innovators in the world

under the age of 35.133]

In 2003, both Brin and Page received an honorary MBA from IE Business School "for embodying the entrepreneurial spirit and
lending momentum to the creation of new businesses..." *¥ And in 2004, they received the Marconi Foundation Prize, the "Highest Award in
Engineering", and were elected Fellows of the Marconi Foundation at Columbia University. "In announcing their selection, John Jay
Iselin, the Foundation's president, congratulated the two men for their invention that has fundamentally changed the way information is

retrieved today."Theyjoineda"selectcadreof32oftheworld'smostinﬂuentialcommunicationstechnologypioneers..."[35]

In 2004, Brin received the Academy of Achievement's Golden Plate Award with Larry Page at a ceremony in Chicago, Illinois.

In November 2009, Forbes magazine decided Brin and Larry Page were the fifth most powerful people in the world *®) Earlier that same
year, in February, Brin was inducted into the National Academy of Engineering, which is "among the highest professional distinctions accorded
to an engineer ... [and] honors those who have made outstanding contributions to engineering research, practice...". He was selected

specifically, "for leadership in developmentofrapidindexingandretrieval of relevantinformationfromthe World Wide Web."37)

Intheir "Profiles” of Fellows, the National Science Foundation included a number of earlier awards:

"he has been a featured speaker at the World Economic Forum and the Technology, Entertainment and Design Conference. ... PC
Magazine has praised Google [of] the Top 100 Web Sites and Search Engines (1998) and awarded Google the Technical Excellence
Award, for Innovation in Web Application Development in 1999. In2000, Google earned a Webby Award, a People's Voice Award for
technical achievement, and in 2001, was awarded Outstanding Search Service, Best Image Search Engine, Best Design, Most
Webmaster Friendly Search Engine, and Best Search Feature at the Search Engine Watch Awards."®!

According to Forbes he is the 15th richest person in the world with a personal wealth of US$16.7 billion in 20123

Other interests

Brinisworkingonother, morepersonal projectsthatreachbeyond Google. Forexample, heand Pagearetryingto helpsolvetheworld’senergyand
climate problems at Google’s philanthropic arm Google.org, which invests in the alternative energy industry to find wider sources of renewable

energy. The company acknowledges that its founders want "to solve really big problems using technology."[40]

In October 2010, for example, they invested in a major offshore wind power development to assist the East coast power glid,[4l] which may
eventuallybecomethefirst"offshorewind farm" inthe United States.“? Aweekearlier they introduced a car that, with "artificial intelligence," can
drive itself using video cameras and radar sensors. " In the future, drivers of cars with similar sensors would have fewer accidents. These safer

vehicles could therefore be built lighter and require less fuel consumption.[43]

They are trying to get companies to create innovative solutions to increasing the world's energy supply.[44] Heisan investor in Tesla Motors,
whichhasdevelopedthe TeslaRoadster,a244-mile(unknown operator: u'strong' km) range battery electricvehicle.

Brin has appeared on television shows and many documentaries, including Charlie Rose, CNBC,and CNN. In2004, he and Larry Page were
named "Persons of the Week" by ABC World News Tonight. In January 2005 he was
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nominated to be one of the World Economic Forum's "Y oung Global Leaders". He and Page are also the executive producers of the 2007 film
Broken Arrows.

In June 2008, Brin invested $4.5 million in Space Adventures, the Virginia-based space tourism company. His investment will serve as a

deposit for a reservation on one of Space Adventures' proposed flights in 2011. So far, Space Adventures has sent seven tourists into

space.[45]

He and Page co-own a customized Boeing 767-200 and a Dornier Alpha Jet, and pay $1.4 million a year to house them and two Gulfstream V

jets owned by Google executives at Moffett Federal Airfield. The aircraft have had scientific equipment installed by NASA to allow

experimental datatobecollectedinﬂight.[46][47]

Brin is a member of AmBAR, a networking organization for Russian-speaking business professionals (both expatriates and immigrants)

in the United States. He has made many speaking appearances.[48]
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PageRank

PageRank isalinkanalysisalgorithm, named
(1]

after Larry Page' ' and used by the Google
Internet search engine, that assigns a numerical
weighting to each element of a hyperlinked
set of documents, such as the World Wide
Web, with the purpose of "measuring" its
relative importance within the set. The
algorithm may be applied to any collection of
entities with reciprocal quotations and
references. The numerical weight that it
assignstoany given element E isreferred to as

the PageRank of E and denoted by

The name "PageRank" is a trademark of

PR(E).
Google, and the PageRank process has been
patented (US. Patent 6285999 [2])‘ Mathematical PageRanks forasimplenetwork expressedaspercentages.(Googleusesa logarithmicscale.)

PageChasahigherPageRankthanPageE eventhoughthereare fewerlinkstoC; the one linktoC comesfroman

However, the patent is assigned to Stanford importantpageand henceis ofhigh value. Ifwebsurferswhostartonarandompagehavean85%!likelihood of

University and not to Google. Google has choosinga randomlink fromthepagetheyarecurrentlyvisiting,anda15%likelihoodofjumpingto apage
exclusive license rights on the patent from chosenatrandom fromtheentire web, theywillreach Page E8. 1 %ofthetime. (The15%likelihoodofjumpingto
Stanford University The university received anarbitrarypagecorrespondstoadampingfactorof 85%.) Without damping, all websurfers wouldeventually

i 0 ¢ i h f enduponPages A, B,orC, andallotherpageswould havePageRank zero. Inthe presence of damping, Page A
1.8 million shares of Google in exchange for effectively linkstoall pages inthe web, even thoughithasnooutgoing links ofitsown.
use of the patent; the

shares were sold in 2005 for $336 million. >/

Description

A PageRank results from a mathematical algorithm based on the graph, the webgraph,
created by all World Wide Web pages as nodes and hyperlinks as edges, taking into
consideration authority hubs such as cnn.com or usa.gov. The rank value indicates
an importance of a particular page. A hyperlink to a page counts as a vote of support.
The PageRankofapageisdefinedrecursivelyanddependsonthenumber and PageRank
metric of all pages that link to it ("incoming links"). A page that is linked to by many

pages with high PageRank receives a highrank itself. Ifthere are no links toa web page
thereisnosupport for that page.

PageRank
Numerous academic papers concerning PageRank have been published since Page and Brin's original paper.%l}i?ﬂ@ﬁ@égﬂie@(ageRank concept
has proven to be vulnerable to manipulation, and extensive research has been devoted to identifying faisely inflated PageRank and ways to
ignore links from documents with falsely inflated PageRank.
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Otherlink-basedrankingalgorithms for Webpagesinclude the HITS algorithm invented by JonKleinberg (usedby Teoma and now Ask.com),
the IBM CLEVER project, and the TrustRank algorithm.

History

PageRank was developed at Stanford University by Larry Page (hence the name Page-Rank[6]) and Sergey Brin as part of a research project
about a new kind of search engine.m Sergey Brin had the idea that information on the web could be ordered in a hierarchy by "link popularity": a
page is ranked higher as there are more links to it BTt was co-authored by Rajeev Motwani and Terry Winograd. The first paper about the project,
describing PageRank and the initial prototype of the Google search engine, was published in 1998:0% shortly after, Page and Brin founded Google
Inc., the company behind the Google search engine. While just one of many factors that determine the ranking of Google search results,

PageRank continuestoprovidethebasis forallof Google'sweb searchtools.””’

PageRank has been influenced by citation analysis, early developed by Eugene Garfield in the 1950s at the University of Pennsylvania,
and by Hyper Search, developed by Massimo Marchiori at the University of Padua. In the same year PageRank was introduced (1998), Jon
Kleinberg published his important work on HITS. Google's founders cite Garfield, Marchiori, and Kleinberg in their original paper. B3]

A small search engine called "RankDex" from IDD Information Services designed by Robin Li was, since 1996, already exploring a similar
strategy for site-scoring and page ranking.[ 197 The technology in RankDex would be patentedby 1 999! Jandused!aterwhenLifoundedBaidu

inChina. "3 Lisworkwouldbe referencedbysome of Larry Page's U.S. patents for his Google search methods.['¥

Algorithm

PageRank is a probability distribution used to represent the likelihood that a person randomly clicking on links will arrive at any particular page.
PageRank can be calculated for collections of documents of any size. It isassumedin several research papers that the distribution is evenly divided
among all documents in the collection at the beginning of the computational process. The PageRank computations require several passes, called
"iterations", through the collectiontoadjustapproximate PageRank valuestomore closelyreflectthetheoreticaltruevalue.

A probability is expressed as a numeric value between 0 and 1. A 0.5 probability is commonly expressed as a "50% chance" of something
happening. Hence,aPageRank of0.5meansthereisa50%chancethatapersonclickingona random link will be directed to the document with
the 0.5 PageRank.

Simplified algorithm

Assume a small universe of four web pages: A, B, C and D. Links from a page to itself, or multiple outbound links from one single page to
another single page, are ignored. PageRank is initialized to the same value for all pages. In the original form of PageRank, the sum of PageRank
overall pages was the total number of pages on the web atthat time, so each page in this example would have an initial PageRank of 1. However,
later versions of PageRank, and the remainder of this section, assume a probability distribution between 0 and 1. Hence the initial value for each page
is0.25.

The PageRank transferred from a given page to the targets of its outbound links upon the next iteration is divided equally among all outbound
links.

If the only links in the system were from pages B, C, and D to A, each link would transfer 0.25 PageRank to A upon the next iteration, for a
total of 0.75.

PR(A) = PR(B) + PR(C) + PR(D).
Suppose instead that page B had a link to pages C and A, while page D had links to all three pages. Thus, upon the next iteration, page B would
transfer half of its existing value, or 0.125, to page A and the other half, or 0.125, to pageC. Since D had three outboundlinks, it would transfer
onethirdofitsexistingvalue,orapproximately(.083,to
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PR(A4) = PRz(B) N PRl(C') N PR3(D)_

In other words, the PageRank conferred by an outbound link is equal to the document's own PageRank score divided by the number of outbound
links L( ).

PR(B) PR(C) PR(D)
L(B) = LC) LD)’
In the general case, the PageRank value for any page u can be expressed as:

PR(v)
PR(u) = Z —
UGB'u. L(v)
i.e. the PageRank value for a page u is dependent on the PageRank values for each page v contained in the set B,

PR(A) =

(the set containing all pages linking to page u), divided by the number L(v) of links from page v.

Damping factor

The PageRank theory holds that even an imaginary surfer who is randomly clicking on links will eventually stop clicking. The probability, at
any step, that the person will continue is a damping factor d. Various studies have tested differentdamping factors, butitis generally assumed
thatthedampingfactorwillbesetaroundO.85.[5]

The damping factor is subtracted from 1 (and in some variations of the algorithm, the result is divided by the number of documents (N) in the
collection)and this termisthen added to the productof the damping factor and the sum of the incoming PageRank scores. That s,
Soanypage'sPageRankisderivedinlargepartfromthe PageRanksofotherpages. The damping factoradjuststhe derived value downward. The

1—d d(PR(B) PR(C) PR(D) )

PRA) =—~+d\ 75 * o) T D)

original paper, however, gave the following formula, which has led to some confusion:
PR(B) PR(C) PR(D)
L(B) L)  LD)

The difference between them is that the PageRank values in the first formula sum to one, while in the second formula each PageRank is
n[5]

PR(A)=1—d+d(

multiplied by N and the sum becomes N. A statement in Page and Brin's paper that "the sum of all PageRanks is one
[15]

and claims by other

Google employees' ™ support the first variant of the formula above.

Page and Brin confused the two formulas in their most popular paper "The Anatomy ofa Large-Scale Hypertextual Web Search Engine", where

they mistakenly claimed that the latter formula formed a probability distribution over web pages.[S]

Google recalculates PageRank scores each time it crawls the Web and rebuilds its index. As Google increases the number of documents in its
collection, the initial approximation of PageRank decreases for all documents.

The formula uses a model of a random surfer who gets bored after several clicks and switches to a random page. The PageRank value of a page
reflects the chance that the random surfer will land on that page by clicking onalink. It can be understood as a Markov chain in which the states
are pages, and the transitions, which are all equally probable, are the links between pages.

Ifapage hasno links to other pages, it becomes a sink and therefore terminates the random surfing process. If the random surfer arrives at a sink
page, it picks another URL at random and continues surfing again.

When calculating PageRank, pages with no outbound links are assumed to link out to all other pages in the collection. Their PageRank
scores are therefore divided evenly among all other pages. In other words, to be fair with
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pages that are not sinks, these random transitions are added to all nodes in the Web, with a residual probability usually set to d = 0.85,
estimated from the frequency that an average surfer uses his or her browser's bookmark feature.

So, the equation is as follows:

PR
PR(p))=——+d Y PRp;)
p;EM(p:) L(p;)
where P15 P2, -+, PN are the pagesunder consideration, A (pi) isthesetofpagesthatlink to Di, L(pj) isthe

number of outbound links on page P35 , and N is the total number of pages.
The PageRank values are the entries of the dominant eigenvector of the modified adjacency matrix. This makes
PageRank a particularly elegant metric: the eigenvector is

[ PR(p,)

R— PR(pQ)

P REPN)

where R is the solution of the equation

[(1-d)/N pi,;) Upi,p2) - Upi,pw)
(1-d)/N +d £(pa, p1) :

: : e(p,-, Di )
_(1 —d)/N £(pn, 1) Tt £(pN, pN)
where the adjacencyfunction Z(pi, pj) isOifpage Py doesnotlinkto P, andnormalized  such that, for eachj

N
> lpi,p;) =1,
=1

i.e. the elements of each column sum up to 1, so the matrix is a stochastic matrix (for more details see the computation section below).

Thus this is a variant of the eigenvector centrality measure used commonly in network analysis.

(16]

Because of the large eigengap of the modified adjacency matrix above," - the values of the PageRank eigenvector can be approximated to

within a high degree of accuracy within only a few iterations.

AsaresultofMarkov theory, itcanbeshown that the PageRank ofa page is the probability of arriving at that page after a large number of clicks.
This happens toequal #—1where # istheexpectationofthenumberofclicks(or random jumps) required to get from the page back to
itself.

One main disadvantage of PageRank is that it favors older pages. A new page, evena very good one, will nothave many linksunlessitis partofan
existingsite (asitebeingadensely connected setofpages, suchas Wikipedia).

The Google Directory (itself a derivative of the Open Directory Project) allows users to see results sorted by PageRank within categories.
The Google Directory is the only service offered by Google where PageRank fully determines display order. In Google's other search services
(such as its primary Web search), PageRank is only used to weight the relevance scores of pages shown in search results.

Several strategies have been proposed to accelerate the computation of PageRank.[”]

Various strategies to manipulate PageRank have been employed in concerted efforts to improve search results rankings and monetize
advertising links. These strategies have severely impacted the reliability of the PageRank concept, which purports to determine which
documentsare actually highly valued by the Web community.

Since December 2007, when it started actively penalizing sites selling paid text links, Google has combatted link farms and other schemes
designed to artificially inflate PageRank. How Google identifies link farms and other PageRank manipulation tools is among Google's
trade secrets.
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Computation

(18](19]

PageRank can be computed either iteratively or algebraically. The iterative method can be viewed as the power iterationmethod orthe

powermethod. The basic mathematical operations performedare identical.

Iterative

At ¢ = (), aninitial probability distribution is assumed, usually

PR(p;;0) = —
(#:50) =
At each time step, the computation, as detailed above, yields
1-— PR
PR(p;t+1) = —+d > PR(p;t)

p,EM(p;) L(pJ)

or in matrix notation

R(t+1) = dMR() + 01, )

where R,; (t) =P R(Pz‘; t) and 7 is the column vector of length /' containing onlyones. The matrix

M is defined as
M., = d M/ LP:), i j links to i
N 0, otherwise
ie.,
M= (KA,

where A denotes the adjacency matrix of the graphand K is the diagonal matrix with the outdegrees in the diagonal.
The computation ends when for some small €
IR(t+1) — R(¢)| < e.

i.e., when convergence is assumed.

Algebraic
For £ — o0 (i.e., inthe steady state), the above equation (*) reads

1-d

The solution is given by
1-d
(T am)—

with the identity matrixJ .

Thesolutionexistsandisuniquefor () < d < 1. Thiscanbe seen by noting that AA is by construction a stochasticmatrixand
hencehasaneigenvalueequaltooneasaconsequenceofthe Perron—Frobeniustheorem.
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Power Method

If thematrix AA is a transition probability, i.e., column-stochastic with no columns consisting of just zeros and R, is a probability distribution
(e, |R| = 1, ER = 1where E ismatrixofallones),Eq.(**)isequivalentto

N
Hence PageRank R.is the principal eigenvector of ﬁ . A fast and easy way to compute this is using thepower method: starting withan

R = (dM + ﬂE) R=MR. (**

arbitrary vector z(O) ,theoperator ﬁ isapplied in succession, i.¢.,
z(t + 1) = Mz(t)
until
2(t+1) —2(t)| <
Note that in Eq. (***) the matrix on the right-hand side in the parenthesis can be interpreted as

1-d
—1I=(1-4d)P1%,
~C1=(1-4d)
where P is an initial probability distribution. In the current case
1
P:=—1
N

Finally, if AA has columns with only zero values, they should be replaced with the initial probability vector P . In other words
M =M+D,
where the matrix 7D is definedas
D := PD?
with
1, if L(p,-) =0
0, otherwise

In this case, the above two computations using AA only give the same PageRank iftheir results are normalized:

_ R'itera.tive _ Ra.lgebra.ic

RPOWGI' |R'iterative | | Ralgebra.ic | )
PageRank MATLAB/Octave implementation

% Parameter M adjacency matrix where M i,j represents the link from 'j'

to 'i', such that for all '"j' sum(i, M i, qj) = 1

o

Parameter d damping factor

oo

RParameter ¥V guadratic error quadratic error for v

oo

Return v, a vector of ranks such that v i is the i-th rank from [0,

1]

function [v] = rank(M, d, v_quadratic error)

N = size(M, 2); % N is equal to half the size of M
v = rand(N, 1);

v = v ./ norm(v, 2);

last v = ones(N, 1) * inf;

M hat = (d .* M) + (((1L - d) / N) .* ones(N, N));
while (norm(v - last v, 2) > v_quadratic_error)

last v = v;
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M hat * v;

v ./ norm(v, 2);

<
1]

end

Example of code calling the rank function defined above:

M=[00001;050000;050000;010.500; 000.5101:
rank (M, 0.80, 0.001)

Efficiency

Depending on the framework used to perform the computation, the exact implementation of the methods, and the required accuracy of the
result, the computation time of the these methods can vary greatly.

Variations

Google Toolbar

The Google Toolbar's PageRank feature displays a visited page's PageRank as a whole number between 0 and 10. The most popular websites
have a PageRank of 10. The least have a PageRank of 0. Google has not disclosed the specific method for determining a Toolbar PageRank
value,whichistobeconsideredonlyaroughindicationofthe value of awebsite.

PageRank measures the number of sites that link to a particular page.po] The PageRank of a particular page is roughly based upon the
quantity of inbound links as well as the PageRank of the pages providing the links. The algorithmalsoincludesotherfactors, suchasthesizeofa

page,thenumberofchanges, thetimesincethepagewas updated, the text in headlines and the text in hyperlinked anchor texts. ¥

The Google Toolbar's PageRank is updated infrequently, so the values it shows are often out of date.

SERP Rank

The search engine results page (SERP) is the actual result returned by a search engine in response to a keyword query. The SERP consistsofalist
of links to web pages with associated text snippets. The SERP rank of a web page refers to the placement of the corresponding link on the SERP,
wherehigherplacementmeanshigher SERPrank. The SERPrank ofawebpageisafunctionnotonly ofits PageRank, butofarelatively large

(211122

and continuously adjusted set of factors (over 200), commonly referred to by internet marketers as "Google Love"®) Search engine

optimization(SEQO)isaimedatachievingthehighestpossibleSERPrank forawebsiteorasetofwebpages.
After the introduction of Google Places into the mainstream organic SERP, PageRank played little to no role in ranking a business in the

Local Business Results.** While the theory of citations still plays a role in the algorithm, PageRank is not a factor since business listings,
rather than web pages, are ranked.
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Google directory PageRank

The Google Directory PageRank is an 8-unit measurement. Unlike the Google Toolbar, which shows a numeric PageRank value upon
mouseover of the green bar, the Google Directory only displays the bar, never the numeric values.

False or spoofed PageRank

In the past, the PageRank shown in the Toolbar was easily manipulated. Redirection from one page to another, either via a HTTP 302 response or a
"Refresh" meta tag, caused the source page to acquire the PageRank of the destination page. Hence, a new page with PR 0 and no incoming links
could have acquired PR 10 by redirecting to the Google home page. This spoofing technique, also known as 302 Google Jacking, was a known
vulnerability. Spoofing can generally be detected by performing a Google search for a source URL; if the URL of an entirely different site is
displayed in the results, the latter URL may represent the destination of aredirection.

Manipulating PageRank

Forsearchengine optimization purposes, some companies offer tosell high PageRank linksto webmasters.(?*) As linksfrom higher-PR pagesare
believed to be more valuable, they tend to be more expensive. It can be an effective and viable marketing strategy to buy link advertisements on
content pages of quality and relevant sites to drive traffic and increase a webmaster's link popularity. However, Google has publicly warned
webmasters that if they are or were discovered to be selling links for the purpose of conferring PageRank and reputation, their links will be
devalued (ignored in the calculation of other pages' PageRanks). The practice of buying and selling links is intensely debated across the Webmaster
community. Google advises webmasters to use the nofollow HTML attribute value on sponsored links. According to Matt Cutts, Google is

concernedaboutwebmasters whotrytogamethesystem,and thereby reduce the quality and relevancy of Google search results. )

The intentional surfer model

The original PageRank algorithm reflects the so-called random surfer model, meaning that the PageRank of a particular page is derived
from the theoretical probability of visiting that page when clicking on links at random. However, real users do not randomly surf the web, but
follow links according to their interest and intention. A page ranking model thatreflects the importance of a particular page as a function of how
many actual visits it receives by real users is called the intentional surfer model*°] The Google toolbar sends information to Google for
every page visited, and thereby provides a basis for computing PageRank based on the intentional surfer model. The introduction of
the nofollow attribute by Google to combat Spamdexing has the side effect that webmasters commonly use it on outgoing links to increase
their own PageRank. This causes a loss of actual links for the Web crawlers to follow, thereby making the original PageRank algorithm based on
the random surfer model potentially unreliable. Using information about users' browsing habits provided by the Google toolbar partly
compensates for thelossofinformation causedby thenofollow attribute. The SERP rank ofa page, whichdetermines a page's actual placement in
the search results, is based on a combination of the random surfer model (PageRank) and the intentional surfer model (browsing habits)

in addition to other factors.2"]
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Other uses

A version of PageRank has recently been proposed as a replacement for the traditional Institute for Scientific Information (ISI) impact

[28] [

factor,™ and implemented at eigenfactor.org ] nstead of merely counting total citation to a journal, the "importance” of each citation is

determined ina PageRank fashion.

A similar new use of PageRank is to rank academic doctoral programs based on their records of placing their graduates in faculty positions.
In PageRank terms, academic departments link to each other by hiring their faculty from each other (and from themselves).[3 0l

PageRank has been used to rank spaces or streets to predict how many people (pedestrians or vehicles) come to the individual spaces or

133]

streets. 12 In lexical semantics it has been used to perform Word Sense Disambiguation*™ and to automatically rank WordNet synsets

according to how strongly they possess a given semantic property,such as positivity ornegativity.[34]

A dynamic weighting method similar to PageRank has been used to generate customized reading lists based on the link structure of
Wikipedia.[35]

AWebcrawlermayusePageRankas one ofanumberofimportance metrics itusestodetermine which URL tovisit during a crawl of the web. One

B37) which discusses

of the early working papers (381 that were used in the creation of Google is Efficient crawling through URL ordering,
the use of a number of different importance metrics to determine how deeply, and how much of a site Google will crawl. PageRank is
presentedasoneofanumberofthese importance metrics, though there are others listed such as the number of inbound and outbound links for a URL,

and the distance from the root directory on a site to the URL.

The PageRank may also be used as a methodology B8] {0 measure the apparent impact of a community like the Blogosphere on the overall
Web itself. This approach uses therefore the PageRank to measure the distribution of attention in reflection of the Scale-free network
paradigm.

In any ecosystem, a modified version of PageRank may be used to determine species that are essential tothe continuing health of the
environment. >

An application of PageRank to the analysis of protein networks in biology is reported recently.[40]

nofollow

In early 2005, Google implemented a new value, "nofollow",[4 U for the rel attribute of HTML link and anchor elements, so that website
developers and bloggers can make links that Google will not consider for the purposes of PageRank—they are links that no longer constitute a
"vote"inthePageRanksystem. Thenofollowrelationshipwas added in an attempt to help combat spamdexing.

Asanexample, peoplecouldpreviously createmanymessage-boardposts withlinks totheir websitetoartificially inflate their PageRank. With

the nofollow value, message-board administrators can modify their code to automatically insert "rel="nofollow" to all hyperlinks in

posts, thus preventing PageRank from being affected by those particularposts. This method ofavoidance, however, also has various drawbacks,
suchasreducingthelink value of legitimate comments. (See: Spam in blogs#nofollow)

In an effort to manually control the flow of PageRank among pages within a website, many webmasters practice what is known as PageRank

Sculpting[42]—which is the act of strategically placing the nofollow attribute on certain internal links of a website in order to funnel PageRank

towards those pages the webmaster deemed most important. This tactic has been used since the inception of the nofollow attribute, but may no

longerbeeffectivesince Google announcedthatblocking PageRank transfer withnofollow does notredirect that PageRank to otherlinks.*’]
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Deprecation

PageRank was once available for the verified site maintainers through the Google Webmaster Tools interface. HoweveronOctober 15,2009,
aGoogle employee confirmed™ that the company had removed PageRank fromits Webmaster Tools section, explaining that "We've been
telling people for a long time that they shouldn’t focus on PageRank somuch; manysiteownersseemtothinkit'sthemostimportantmetric for
themtotrack, whichissimply nottrue." (44 Tpe PageRank indicator is notavailable in Google's own Chrome browser.

The visible page rank is updated very infrequently.

On 6 October 2011, many users mistakenly thought Google PageRank was gone. As it turns out, it was simply an update to the URL used to
query the PageRank from Google.[45]

Google now also relies on other strategies as well as PageRank, such as Google Panda*®’.
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web-pagerank-prediction-with-markov-models, 10342) Michalis Vazirgiannis, Dimitris Drosos, Pierre Senellart, Akrivi Vlachou - Research
paper

+ How does Google rank webpages? (http://scenic.princeton.edu/network20q/lectures/Q3_notes.pdf) 20Q: About Networked Life,
A class on networks

+  Scientist discovers PageRank-type algorithm from the 1940s (http://www technologyreview.com/blog/arxiv/ 24821)—February 17,
2010

Inbound link

Backlinks, also known as incoming links, inbound links, inlinks, and inward links, are incoming links to a websiteor web

page. In basic link terminology, a backlink is any link received by a web node (web page, directory, website, or top level domain) from

another webnode.[!]

Inbound links were originally important (prior to the emergence of search engines) as a primary means of web navigation; today, their
significance lies in search engine optimization (SEO). The number of backlinks is one indication of the popularity or importance of that
websiteorpage (forexample, thisisused by Googletodetermine the PageRank ofawebpage). Outsideof SEO, thebacklinksofawebpagemaybe
ofsignificantpersonal, culturalor semantic interest: they indicate who is paying attention to that page.

Search engine rankings

Search engines often use the number of backlinks that a website has as one of the most important factors for determining that website's search
engine ranking, popularity and importance. Google's description of their PageRank system, for instance, notes that Google interprets a
link from page A to page B as a vote, by page A, for page B. 2 Knowledge of this form of search engine rankings has fueled a
portion of the SEO industry commonly termed linkspam, where a company attempts to place as many inbound links as possible to their site
regardless of the context of the originatingsite.

Websites often employ various search engine optimization techniques to increase the number of backlinks pointing to their website. Some methods
are free for use by everyone whereas some methods like linkbaiting requires quite a bit of planning and marketing to work. Some websites stumble
upon "linkbaiting" naturally; the sites that are the first with a tidbit of "breaking news' about a celebrity are good examples of that. When "linkbait"
happens, many websites willlink tothe 'baiting' website because there is information there that is of extreme interest toa large number of people.

There are several factors that determine the value of a backlink. Backlinks from authoritative sites on a given topic are highly valuable.*]If both
sites have content geared toward the keyword topic, the backlink is considered relevant and believed to have strong influence on the search engine
rankings of the webpage granted the backlink. A backlink represents a favorable "editorial vote' for the receiving webpage from another granting
webpage. Another important factor is the anchor text of the backlink. Anchor text is the descriptive labeling of the hyperlink as it appears on a
webpage. Searchenginebots(i.e., spiders, crawlers, etc.Jexamine theanchor texttoevaluatehowrelevantitisto the content on a webpage. Anchor
text and webpage content congruency are highly weighted in search engine results page (SERP) rankings of a webpage with respect to any given
keyword query by a search engine user.




Inbound link 144

Increasingly, inbound links are being weighed against link popularity and originating context. This transition is reducing thenotionofone
link, onevote inSEQ,atrend proponentshopewillhelpcurblinkspamasawhole.

Technical

WhenHTML (Hyper TextMarkupLanguage) wasdesigned, therewasnoexplicitmechanisminthe designtokeep track ofbacklinks in
software, as this carried additional logistical and network overhead.

Most Content management systems include features to track backlinks, provided the external site linking in sends notification to the target site.
Most wiki systems include the capability of determining what pages link internally to any given page, but do not track external links to any
given page.

Most commercial search engines provide a mechanism to determine the number of backlinks they have recorded to a particular web
page. For example, Google can be searched using
Google:link:http://www.wikipedia.org|link:wikipedia.org to find the number of pages on the Web pointing to http:// wikipedia.org/.Google only

showsa small fraction of the number of links pointing to asite. It credits many more backlinks than it shows for each website.

Other mechanisms have been developed to track backlinks between disparate webpages controlled by organizations that aren't associated with
each other. The most notable example of this is TrackBacks between blogs.
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Matt Cutts

Matt Cutts works for the Search Quality group in Google, specializing in search
(1]

engine optimization issues.

Career

Cutts started his career in search when working on his Ph.D. at the University of
North Carolina at Chapel Hill. According to quotation in a personal interview with an
operatorofanotherwebsite, Mattgothis Bachelor's degreeatthe University of Kentucky
and Master's degree fromthe University of North Carolina, Chapel Hill. Inthe interview
he was quoted his field of study was computer graphics and movement tracking, then

moved into the field of information retrieval, and search enginesm after taking two
required outside classes from the university's Information and Library Science

department.m ) ;
Before working at the Search Quality group at Google, Cutts worked at the ads g A

engineering group and SafeSearch, Google's family filter. There he earned the )
nickname "porn cookie guy" by giving his wife's homemade cookies to any Googler

who provided an example of unwanted pornography in the search results.’ Matt Cutts

Cutts is one of the co-inventors listed upon a Google patent related to search engines and web spam,[4] which was the first to publicly propose
using historical data to identify link spam.

In November 2010, Cutts started a contest challenging developers to make Microsoft Kinect more compatible with theLinuxoperatingsystem. At
thetime, MicrosofthadstatedthattheuseofKinectwithdevicesotherthanthe Xbox 360 was not supported by them ¥

Cutts has given advice and made statements on help related to the use of the Google search engine and related issues.
(6]

InJanuary 2012, onthe news that Google had violated its quality guidelines, Cutts defended the downgrading of Chrome homepage results

noting that it was not given special dispensation. g
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External links

+ Matt Cutts: Gadgets, Google, and SEO (http://www.mattcutts.com/blog/) - his personal blog

+  Matt Cutts (https://twitter. com/mattcutts) on Twitter

¢ Matt Cutts (http://www.ted.com/speakers/matt_cutts.html/) at TED Conferences

+ 2009 BusinessWeek profile (http://www businessweek.com/the_thread/techbeat/archives/2009/10/ matt_cutts _goog.html)

+  Philipp Lenssen (2005). "Matt Cutts, Google's Gadgets Guy" (http://blog.outer-court.com/archive/ 2005-11-17-n52 html).
blog.outer-court.com, Personal Blog. Retrieved December 15,2006.

nofollow

nofollow is a value that can be assigned to the rel attribute of an HTML a element to instruct some search engines thata hyperlink
shouldnotinfluencethelinktarget'sranking inthesearchengine'sindex . Itisintendedto reduce the effectiveness of certain types of search engine
spam, thereby improving the quality of search engine results and preventing spamdexing from occurring,

Concept and specification

The nofollow value was originally suggested to stop comment spam in blogs. Believing that comment spam affected the entire blogging

community, in early 2005 Google’s Matt Cutts and Blogger’s Jason Shellen proposed the value to address theproblem.[ 1e2]

The specification for nofollow is copyrighted 2005-2007 by the authors and subject to a royalty free patent policy, e.g. per the W3C
Patent Policy 20040205,[3] and[ETFRFC 3667 & RFC 3668. The authors intend to submit this specification to a standards body with a liberal
copyright/licensing policy such as the GMPG, IETF, and/or wic@

Example

<a href="http://www.example.com/" rel="nofollow">Link text</a>

Introduction and support

Google announced in early 2005 that hyperlinks with rel="nofollow"¥l would not influence the link target's PageRank.[S] In
addition,theYahooandBingsearchenginesalsorespectthisattributevalue.[6]

On June 15, 2009, Matt Cutts, a well-known software engineer of Google, announced on his blog that GoogleBot will no longer treat
nofollowed links in the same way, in order to prevent webmasters from using nofollow for PageRank sculpting. Asaresult ofthis change the
usage of nofollow leads to evaporation of pagerank. In order to avoidthe above, SEOsdeveloped alternative techniques that replace nofollowed
tags with obfuscated JavaScript code and thus permit PageRank sculpting. Additionally several solutions have been suggested that include the
usage of iframes, Flash andJavaScript.
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Interpretation by the individual search engines

Whileall engines thatusethenofollow valueexclude links thatuse it from their ranking calculation, the details about the exact

interpretation of it vary from search engine to search engine.m[g]

+ Google states that their engine takes "nofollow" literally and does not "follow" the link at all. However, experiments conducted by
SEOs show conflicting results. These studies reveal that Google does follow the link, but it does not index the linked-to page, unless it was in
Google's index already for other reasons (such as other, non-nofollow links that point to the page).[8][9]

+ Yahoo! "follows it", but excludes it from their ranking calculation.

+  Bingrespects "nofollow" as regards not counting the link in their ranking, but it is not proven whether or not Bing follows the link.

¢ Ask.com also respects theattribute.'"!

rel="nofollow" Action Google Yahoo! Bing Ask.com
Uses the link for ranking No No No ?
Follows the link No Yes ? No
Indexes the "linked to" page | No Yes No No
Shows the existence of the link | Onlyforapreviouslyindexedpage Yes Yes Yes
In results pages for anchor text | Onlyforapreviouslyindexedpage Yes Onlyforapreviouslyindexedpage Yes
Use by weblog software

Many weblog software packages mark reader-submitted links this way[l I by default (often with no option to disable it, except for modification
of the software's code).

More sophisticated server software could spare the nofollow for links submitted by trusted users like those registered for a long time, on a whitelist,
or with an acceptable karma level. Some server software adds re1="nofollow" topagesthathavebeenrecentlyeditedbutomitsitfrom
stablepages, underthetheorythatstable pageswillhave had offending links removed by human editors.

The widely used blogging platform WordPress versions 1.5 and above automatically assign the nofollow attribute to all user-
submitted links (comment data, commenter URI, etc.).m] However, there are several free plugins available that automatically remove the

nofollow attribute value."!

Use on other websites

MediaWiki software, which powers Wikipedia, was equipped with nofollow support soon after initial announcement in 2005. The option was
enabled on most Wikipedias. One of the prominent exceptions was the English Wikipedia. Initially, after a discussion, it was decided not to
userel="nofollow" inarticlesand tousea URL blacklist instead. Inthis way, English Wikipedia contributed to the scores of the pages
itlinkedto, andexpected editorsto link to relevantpages.

In May 2006, a patch to MediaWiki software allowed to enable nofollow selectively in namespaces. This functionality was used on
pages that are not considered to be part of the actual encyclopedia, such as discussion pages and resources for editors. ') Following increasing
spam problems and a within-Foundation request from founder Jimmy Wales, rel="nofollow" was added to article-space links in
January 2007.1151016) However, the various interwiki templates and shortcuts that link to other Wikimedia Foundation projects and many external
wikis such as Wikia are not affected by this policy.

Other websites like Slashdot, with high user participation, add rel="nofollow" only for potentially
misbehavingusers. Potential spammers posing as users can be determined through various heuristics likeage of
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registered account and other factors. Slashdot also uses the poster's karma as a determinant in attaching a nofollow tag to user submittedlinks.

Social bookmarking and photo sharing websites that use the re1="nofollow" tag for their outgoing links include YouTube and
Digg.com[”] (for most links); websites that don't use the re1="nofollow" taginclude Propeller.com (no longer an active website)
(formerly Netscape.com), Yahoo! My Web 2.0, and TechnoratiFavs.'®

Repurpose

Paid links

Search engines have attempted to repurpose the nofollow attribute for something different. Google began suggesting the use of nofollow also as

amachine-readable disclosure for paid links, so that these links do not get credit in search engines' results.

The growth of the link buying economy, where companies' entire business models are based on paid links that affect search engine rankings,[19]

caused the debate about the use of nofollow in combination with paid links to move into the center of attention of the search engines, who

started to take active steps against link buyers and sellers. This triggered a very strong response from web masters. 2%

Control internal PageRank flow

Search engine optimization professionals started using the nofollow attribute to control the flow of PageRank within a website, but
Google since corrected this error, and any link with a nofollow attribute decreases the PageRank that the page can pass on. This practice is
known as "PageRank sculpting". This is an entirely different use than originally intended. nofollow wasdesigned to control the flow of
PageRank from one website to another. However, some SEOs have suggested thatanofollow used for an internal link should work just
likenofollow used for externallinks.

Several SEOs have suggested that pages such as "About Us", "Terms of Service", "Contact Us", and "Privacy Policy" pages are not

important enough to earn PageRank, and so should have nofollow oninternal links pointing to them. Google employee Matt Cutts has

provided indirect responses on the subject, but has never publicly endorsed this point ofview.!]

22land AdamAudette *Sitesearch

proponentshavepointedoutthatvisitorsdosearchforthesetypesofpages,sousing nofollow oninternal links pointing to them may make it

Thepracticeiscontroversialandhas been challenged by some SEO professionals, including Shari Thurow

difficult or impossible for visitors to find these pages in site searches powered by major search engines.

Although proponents of use of nofollow on internal links have cited an inappropriate attribution to Matt Cutts®¥ (see Matt's clarifying
comment, rebutting the attributed statement)[25] as support for using the technique, Cutts himself never actually endorsed the idea. Several
Google employees (including Matt Cutts) have urged Webmasters not to focus on manipulating internal PageRank. Google employee Adam
Lasnik?®! has advised webmasters that there are better ways (e.g. click hierarchy) thannofollow to "sculptabit of PageRank", but thatitis
availableand "we're not going to frown upon it".

Noreliable data has been published on the effectiveness or potentialharm thatuse of nofollow oninternal links may provide. Unsubstantiated
claims have been challenged throughout the debate and some early proponents of the idea have subsequently cautioned people not to view the
useof nofollow oninternal links as a silver bullet or quick-success solution.

More general consensus seems to favor the use of nofollow on internal links pointing to user-controlled pages which may be subjected to
spam link practices, including user profile pages, user comments, forum signatures and posts, calendar entries, etc.
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YouTube, a Google company, uses nofollow on a number of internal 'help' and 'share' links. %7

Criticism
Employment of the nofollow attribute by Wikipedia on all external links has been criticized for not passing the deserved rank to referenced

pages which are the original source of each Wikipedia article's content. This was done to combat spamdexing on Wikipedia pages, which are an

otherwise tempting target for spammers as Wikipediaisa very high ranking site on most search engines. It's argued that the referencing Wikipedia

article may show in search resultsbeforeitsownsources; thismay be seen asunfairand discourage contributions. 281}

Useofnofollow where comments or other user content is posted (e.g. Wikipedia) not only depreciates the links of spammers but also of users that

might be constructively contributing to a discussion, and preventing such legitimate links from influencing the page ranking of the websites

they target. (30
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Open Directory Project

Open Directory Project

URL [1]

dmoz.org

Commercial? | No

Type of site Web directory

Registration Optional

Content license | Creative Commons Attribution 3.0 Unported

Owner Netscape (AOL)

Created by Netscape

Launched June 5, 1998

Alexa rank V730 (March 2012)[2]

The Open Directory Project (ODP), also known as Dmoz (from directory.mozilla.org, its original domain name), isamultilingual
open content directory of World Wide Web links. It is owned by Netscape but it is constructed and maintained by a community of volunteer
editors.

ODP uses a hierarchical ontology scheme for organizing site listings. Listings on a similar topic are grouped into categories which can then
include smaller categories.

Project information

ODP was founded in the United States as Gnuhoo by Rich Skrenta and Bob Truel in 1998 while they were both working as engineers for
Sun Microsystems. Chris Tolles, who worked at Sun Microsystems as the head of marketing fornetwork security products,alsosignedonin
1998 asaco-founderof Gnuhooalong with co-founders Bryn Dole and Jeremy Wenokur. Skrenta had developed TASS, an ancestor of tin, the
popular threaded Usenet newsreader for Unix systems. Coincidentally, the original category structure of the Gnuhoo directory was based
loosely on the structure of Usenet newsgroups then in existence.

The Gnuhoo directory went live on June 5, 1998. After a Slashdot article suggested that Gnuhoo had nothing in common with the spirit of
free soﬁware,m for which the GNU project was known, Richard Stallman and the Free Software Foundation objected to the use of Gnu. So
Gnuhoo was changed to NewHoo. Yahoo! then objected to the use of "Hoo" in the name, prompting them to switch the name again. ZURL
was the likely choice. However, before the switch to ZURL, NewHoo was acquired by Netscape Communications Corporation in October
1998and became the Open Directory Project. Netscape released the ODP data under the Open Directory License. Netscape was acquired
by AOL shortly thereafter and ODP was one of the assets included in the acquisition. AOL later merged with Time-Warner.
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By the time Netscape assumed stewardship, the Open
Directory Project had about 100,000 URLs .
indexed with contributions from about 4500
editors. On October 5, 1999, the number of URLs
indexed by ODP reached one million. According

to an unofficial estimate, the URLs in the Open
Directory numbered 1.6 million in April 2000,
surpassing those in the Yahoo! Directory.[S] OoDP
achieved the milestones of indexing two million
URLSs on August 14, 2000, three million listings
on November 18, 2001 and four million on
December 3,2003.

FromJanuary2006the OpenDirectory published online reports to i‘gfonnkﬁnle puﬁic ab(;;tthe dmﬁvekj;mmﬂ;%ﬂle ;:oject.":i'he ﬁ?s‘t rep;:i cov;:ed
the year 2005. Monthly reports were issued subsequently until September 2006 These reports gave greater insight into the functioning of the
directory than the simplified statistics given on the front page ofthedirectory. The number of listings and categories cited on the front page include
"Test" and "Bookmarks" categories but these are not included in the RDF dump offered to users. The total number of editors who have
contributed to the directory as of March 31,2007 was 75,151 7 There were about 7330 active editors during August 2006.'°)

System failure and editing outage, October to December 2006

OnOctober20,2006, the ODP's main server suffered a catastrophic failure of the system[sl that prevented editors from working on the directory
until December 18, 2006. During that period, an older build of the directory was visible to the public. On January 13, 2007, the Site
Suggestion and Update Listings forms were again made available.”10n January 26,2007, weekly publication of RDF dumps resumed. To

avoid futureoutages, the system now resides on a redundant configuration of two Intel-based servers.'”

Competing and spinoff projects
As the ODP became more widely known, two other major web directories edited by volunteers and sponsored by Go.com and Zeal emerged,

both now defunct. These directories did not license their content for open content distribution [ 111!

The concept ofusing alarge-scale community of editors to compile online contenthas beensuccessfully appliedto other types of projects. ODP's

editing model directly inspired three other open content volunteer projects: an open content restaurant directory known as Cheﬂ\/loz,m] an open

[14] [15]

content music directory known as MusicMoz,"  and an encyclopedia known as OpenSite.

Content

Gnuhooborrowedthebasicoutlineforitsinitialontology from Usenet. In 1998, Rich Skrentasaid, "I tookalonglist of groups and hand-edited them
into a hierarchy."[w] For example, the topic covered by the comp.aialife newsgroup was represented by the category
Computers/Al/Artificial Life. The original divisions were for Adult, Arts, Business, Computers, Games, Health, Home, News,
Recreation, Reference, Regional, Science, Shopping, Society and Sports. While these fifteen top-level categories have remained
intact, theontologyofsecond-andlower-level categorieshas undergone a gradual evolution; significant changes are initiated by discussion among
editors and then implemented
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when consensus has been reached.

In July 1998, the directory became multilingual with the addition of the World top-level category. The remainder of the directory lists only
English language sites. By May 2005, seventy-five languages were represented. The growth rate of the non-English components of the directory
has been greater than the English component since 2002. While the English component of the directory held almost 75% of the sites in 2003,
the World level grew to over 1.5 million sites as of May 2005, forming roughly one-third of the directory. The ontology in non-English
categories generally mirrors that ofthe English directory, although exceptions whichreflect language differences are quite common.

Several of the top-level categories have unique characteristics. The Adult category is not present on the directory homepage but it is fully
available in the RDF dump that ODP provides. While the bulk of the directory is categorized primarily by topic, the Regional category is
categorizedprimarily byregion. Thishas ledmanytoview ODPastwo parallel directories: Regional and Topical.

On November 14, 2000, a special directory within the Open Directory was created for people under 18 years of age.[”] Key factors
distinguishing this "Kids and Teens" area from the main directory are:

+  stricter guidelines which limit the listing of sites to those which are targeted or "appropriate" for people under 18 years of' age;[1 8]

+ category names as well as site descriptions use vocabulary which is "age appropriate";

+ agetags oneachlistingdistinguishcontentappropriateforkids(age 12andunder), teens(13to 1 Syearsold)and mature teens (16 to 18 years
old);

+ Kids and Teens content is available as a separate RDF dump;

+  editing permissions are such that the community is parallel to that of the Open Directory. ByMay2005, this

portionoftheOpenDirectoryincludedover32,000sitelistings.

Since early 2004, the whole site hasbeen in UTF-8 encoding. Prior to this, the encoding used to be ISO 8859-1 for English language categories and
alanguage-dependent character set for other languages. The RDF dumps have been encoded in UTF-8 since early 2000.

Maintenance

Directory listings are maintained by editors. While some editors focus on the addition of new listings, others focus on maintaining the existing
listings. Thisincludestaskssuchastheeditingofindividuallistingstocorrect spelling and/or grammatical errors, as well as monitoring the status of
linked sites. Still others go through site submissions to remove spam and duplicate submissions.

Robozilla is a Web crawler written to check the status of all sites listed in ODP. Periodically, Robozilla will flag sites which appear to have
moved or disappeared and editors follow up to check the sites and take action. This process is critical for the directory in striving to achieve
one of its founding goals: to reduce the link rot in web directories. Shortly after each run, the sites marked with errors are automatically moved
to the unreviewed queue where editors may investigate them when time permits.

Due to the popularity of the Open Directory and its resulting impact on search engine rankings (See PageRank), domains with lapsed
registration that are listed on ODP have attracted domain hijacking, an issue that has been addressed by regularly removing expired domains
from the directory.

While corporate funding and staff for the ODP have diminished in recent years, volunteers have created editing tools such as linkcheckers to

supplement Robozilla, category crawlers, spellcheckers, search tools that directly sift a recent RDF dump, bookmarklets to help automate some

(19

editing functions, mozilla based add-ons," ™ and tools to help work through unreviewed queues.
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License and requirements

ODP data is made available for open content distribution under the terms of the Open Directory License, which requires a specific ODP
attribution table on every Web page that uses the data.

The Open Directory License also includes arequirement that users of the data continually check the ODP site for updates and discontinue use and
distribution of the data or works derived from the data once an update occurs. This restriction prompted the Free Software Foundation to
refer to the Open Directory License as a non-free documentation license, citing the right to redistribute a given version not being permanent

and the requirement to check for changes to the license.

RDF dumps

ODP dataismadeavailable throughan RDF-like dumpthatis published onadedicated download server, wherean archive of previous versions is
alsoavailable.?' New versions are usually generated weekly. An ODP editor has catalogued a number of bugs that are/were encountered when
implementing the ODP RDF dump, including UTF-8 encodingerrors (fixedsince August2004) andan RDF format thatdoes not comply withthe
final RDF specification because ODP RDF generation was implemented before the RDF specification was finalized % So while today the so-
called RDF dump is valid XML, it is not strictly RDF but an ODP-specific format and as such, software to process the ODP RDF dump
needs to take account of this.

Content users

ODP data powers the core directory services for many of the Web's largest search engines and portals, including Netscape Search, AOL Search,
and Alexa. Google Directory used ODP information, until being shuttered in July 2011 23]

Otherusesare alsomade of ODP data. Forexample, in the spring 0£2004 Overture announced asearchservice for third parties combining Yahoo!
Directory search results with ODP titles, descriptions and category metadata. The search engine Gigablast announced on May 12, 2005 its
searchable copy of the Open Directory. The technology permits search of websites listed inspecific categories, "ineffect, instantly creating over

500,000 vertical search engines".[24]

Asof 8 September 2006, the ODP listed 313 English-language Web sites that use ODP data as well as 238 sites in other languages.[zsl However,
these figures do not reflect the full picture of use, as those sites that use ODP data without following the terms of the ODP license are not
listed.

Policies and procedures

There are restrictions imposed on who can become an ODP editor. The primary gatekeeping mechanism is an editor application process wherein
editor candidates demonstrate their editing abilities, disclose affiliations that might pose a conflict of interest and otherwise give a sense of how the
applicant would likely mesh with the ODP culture and mission.*®! A majority of applications are rejected but reapplying is allowed and
sometimes encouraged. The same standards apply to editors of all categories and subcategories.

ODP's editing model is a hierarchical one. Upon becoming editors, individuals will generally have editing permissions in only a small
category. Once they have demonstrated basic editing skills in compliance with the Editing Guidelines, they are welcome to apply for
additional editing privileges in either a broader category orina category elsewhere in the directory. Mentorship relationships between editors are
encouraged and internal forums provide a vehicle for new editors to ask questions.

ODP has its own internal forums, the contents of which are intended only for editors to communicate with each other primarily about editing topics.

Access to the forums requires an editor account and editors are expected to keep the contents of these forumsprivate.[27]
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Over time, senior editors may be granted additional privileges which reflect their editing experience and leadership within the editing community.
The most straightforward are editall privileges which allow an editor to access all categories in the directory. Meta privileges additionally
allow editors to perform tasks such as reviewing editor applications, setting category features and handling external and internal abuse
reports. Cateditall privileges are similar to editall butonly forasingledirectory category. Similarly, catmod privileges are similar tometa
but only for a single directory category. Catmv privileges allow editors to make changes to directory ontology by moving or renaming
categories. All of these privileges are granted by admins and staff, usually after discussion with meta editors.

In August 2004, a new level of privileges called admin was introduced. Administrator status was granted to a number of long serving metas
by staff. Administrators have the ability to grant editall+ privileges to other editors and toapprove new directory-wide policies, powers whichhad

(29]

previously only been available toroot (staff) editors.?® A full list of senior editors is available to the public,"" " as is a listing of all current

editors.>"!

AllODPeditorsareexpectedtoabideby ODP's Editing Guidelines. These guidelines describe editingbasics: which types of sites may be listed
and which may not; how site listings should be titled and described in a loosely consistent manner; conventions for the naming and
building of categories; conflict of interest limitations on the editing of sites which the editor may own or otherwise be affiliated with; and
acode of conduct within the community.[3 UEditorswhoare foundtohaveviolatedthese guidelines maybe contacted by staffor senior editors,
have their editing permissions cut back or lose their editing privileges entirely. ODP Guidelines are periodically revised after discussion in
editor forums.

Site submissions

One of the original motivations for forming Gnuhoo/Newhoo/ODP was the frustration that many people experienced in getting their sites listed on
Yahoo! Directory. However Yahoo! has since implemented a paid service for timely consideration of site submissions. That lead has been
followed by many other directories. Some accept no free submissions at all. By contrast the ODP has maintained its policy of free site
submissions for all types of site—the only one of the major general directories to do so.

One result has been a gradual divergence between the ODP and other directories in the balance of content. The pay-for-inclusion model favours
those able and willing to pay, so commercial sites tend to predominate in directories using it. G2 Conversely, a directory manned by volunteers will
reflect the aims and interests of those volunteers. The ODP lists a high proportion of informational and non-profit sites.

Another consequence of the free submission policy is that the ODP has enormous numbers of submissions still waiting for review. In large
parts those consist of spam and incorrectly submitted sites. ) So the average processing time for a site submission has grown longer with each
passing year. However the time taken cannot be predicted, since the variation is so great: a submission might be processed within hours or take
several years.[34] However, site suggestions are just one of many sources of new listings. Editors are under no obligation to check them for new

listings and are actually encouraged to use other sources. 3413

Controversy and criticism

There have long been allegations that volunteer ODP editors give favorable treatment to their own websites while concomitantly thwarting the
good faithefforts of their competition. Bégychalle gations are fielded by ODP's staff and meta editors, who have the authority to take disciplinary
action against volunteer editors who are suspected of engaging inabusiveediting practices.m] In2003,0DP introducedanew Public Abuse
Report System that allows members of the general public to report and track allegations of abusive editor conduct using an online form ¥
Uninhibited discussion of ODP's purported shortcomings has become more common on mainstream Webmaster discussion forums. Although
site policies suggest that an individual site should be submitted to only one category,[3 ‘]

operated by ODP founder Rich Skrenta, has more than

as of October 2007, Topix.com, a news aggregation site
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17,000 listings.*%)

Early in the history of the ODP, its staff gave representatives of selected companies, such as Rolling Stone or CNN, editingaccess inorderto list
individual pages from their websites. !l Links to individual CNN articles have been added until 2004 andhave been entire lyremoved fromthe
directoryinJ anua1y2008[42] duetobeingoutdatedand notconsidered worth the effort to maintain. Suchexperiments have notbeenrepeated
later.

Ownership and management

Underlying some controversy surrounding ODP is its ownership and management. Some of the original GnuHoo volunteers felt that they had
been deceived into joining a commercial enterprise.[3] To varying degrees, those complaints have continued up until the present.

At ODP's inception, there was little thought given to the idea of how ODP should be managed and there were no official forums, guidelines

or FAQs. Inessence, ODP began as a free for all ¥

As time went on, the ODP Editor Forums became the de facto ODP parliament and when one of ODP's staff members would post an
opinion in the forums, it would be considered an official ruling.[27] Even so, ODP staff began to give trusted senior editors additional
editing privileges, including the ability to approve new editor applications, which eventually led to a stratified hierarchy of duties and

privilegesamong ODPeditors, withODP's paid staff having the final say regarding ODP's policies and procedures.[28][44]

RobertKeating, a principal of Touchstone Consulting Group in Washington, D.C. since 2006, has worked as AOL's Program Manager for ODP
since2004. He started working for AOL in 1999 as Senior Editor for AOL Search, then asManaging Editor, AOL Search, ODP, andthenasMedia

EcosystemManager, AOL Product Marketing.[45][46]

Editor removal procedures

ODP's editor removal procedures are overseen by ODP's staff and meta editors. According to ODP's official editorial guidelines, editors are
removed for abusive editing practices or uncivil behaviour. Discussions that may result in disciplinary action against volunteer editors take place
in a private forum which can only be accessed by ODP's staff and meta editors. Volunteer editors who are being discussed are not given notice that
such proceedings are taking place.[44] Some people find this arrangement distasteful, wanting instead a discussion modelled more like a trial held in

the U.S. judicialsystem.[47]

Inthearticle Editor Removal Explained, ODPmetaeditor Arlarsonstates that "agreat deal of confusionaboutthe removal ofeditors from
ODPresults from false ormisleading statements by former editors". [*®]

The ODP's confidentiality guidelines prohibit any current ODP editors in a position to know anything from discussing the reasons for

specific editor removals.[*/ However, a generic list of reasons is for example given in the guidelines.[49] Inthepast, thishas ledtoremoved ODP

editorswonderingwhytheycannotloginatODPtoperform their editing work B0IB1]
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Allegations that editors are removed for criticizing policies

David F. Prenatt, Jr. (former ODP editor nefesq) and the former editor known by the alias The Cunctator claimto have been removed for
disagreeing with staff about changes to the policies, with special regard to the ODP's copyright policies. According to their claims, staff

used the excuse that their behaviour was uncivil to remove bothersome editors 473215%]

Blacklisting allegations

Senior ODP editors have the ability toattach "warning" or "do not list" notes to individual domains butno editor has the unilateral ability to block
certainsitesfrombeing listed. Siteswiththesenotes mightstill belistedandattimes notes are removed after some discussion.>!
Hierarchical structure

Recently criticism of ODP's hierarchical structure emerged. Many believe hierarchical directories are too complicated. As the recent

emergence of Web 2.0, folksonomies began to appear. These people thought folksonomies, networks and directed graph are more

"natura\l"a\ndea\siertomamagethamhierarchies.[5 SIs61is7)

Software

Search
TheODPSearchsoftwareisaderivative versionofIsearchwhichisopensource, licensedunder the Mozilla Public License.>®!
Editor forums

The ODP Editor Forums were originally run on software that was based on the proprietary Ultimate Bulletin Board system. In June 2003, they
switched tothe open source phpBB system. As0f2007, these forums are powered by a modified version of phpBB.

Bug tracking

The bug tracking software used by the ODP is Bugzilla and the web server Apache. Squid web proxy server wasalso used but it was removed in
August 2007 when the storage servers were reorganized. All these applications are open source.

Interface

TheODP database/editing softwareisclosedsource (althoughRichard Skrentaof ODP didsay in June 1998 thathe was considering licensing it
under the GNU General Public License). This has led to criticism from the aforementioned GNU project, many of whom also

criticise the ODP content license.>*!

Assuch, therehavebeensomeeffortstoprovidealternativestoODP. Thesealternatives wouldallow communities of like-minded editors to set up
and maintain their own open source/open content Web directories. However, no significant open source/open content alternative to ODP
has emerged.
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Sitemap

A site map (or sitemap) is a list of pages
of a web site accessible to crawlers or users.
It can be either a document in any form used
as a planningtool for web design, ora web page
that lists the pages on a web site, typically
organized in hierarchical fashion. This helps
visitors and search engine bots find pages on

thesite.
While some developers argue that site index is i ‘ \é@/ v
a more appropriately used term to relay \{' 1/

page function, web visitors are used to
. R A site map of what links from the English Wikipedia's Main Page.
seeing eachterm and generally associate both as

one and the same. However, a site index is

Created with | InfoRapid KnowledgeMap |
Crested by |Regina |

often used to mean an A-Z index that provides
access to particular content, while a site map
provides a general top-down view of the
overall site contents.

XML is a document structure and encoding
standard used, amongst many other things, as
the standard for webcrawlers to find and
parse sitemaps. There is an example of an
XML sitemap below (missing link to site).

The instructions to the sitemap are given to
the crawler bot by a Robots Text file, an

example of this is also given below. Site

maps can improve search engine optimization
of asite by making sure that all the pages can be

found. This is especially important if a site
uses a dynamic access to content such as
AdobeFlash or JavaScript menus that do not
include HTML links.

They also act as a navigation aid g by providing an overview of a site's|

Sitemap of Google
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Benefits of XML sitemaps to search-optimize Flash sites

Below is an example of a validated XML sitemap for a simple three page web site. Sitemaps are a useful tool for making sites built in Flash and
other non-html languages searchable. Note that because the website's navigation is built with Flash (Adobe), the initial homepage of a site
developed in this way would probably be found by an automated search program (ref: bot). However, the subsequent pages are unlikely to
be found without an XML sitemap.

XML sitemap example:

<?xml version="1.0" encoding="UTF-8"?>

<urlset xmlns="http://www.sitemaps.org/schemas/sitemap/0.9">

<url>
<loc>http://www.example.com/?id=who</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.8</priority>

</url>

<url>
<loc>http://www.example.com/?id=what</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.5</priority>

</url>

<url>
<loc>http://www.example.com/?id=how</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.5</priority>

</url>

</urlset>

XML Sitemaps

Google introduced Google Sitemaps so web developers can publish lists of links from across their sites. The basic premise is that some sites have
a large number of dynamic pages that are only available through the use of forms and user entries. The Sitemap files contains URLS to these pages
sothatwebcrawlerscan findthem?! Bing, Google, Yahoo and Ask now jointly support the Sitemaps protocol.

Since Bing, Yahoo, Ask, and Google use the same protocol, having a Sitemap lets the four biggest search engines have the updated page
information. Sitemaps do not guarantee all links will be crawled, and being crawled does not guarantee indexing. However, a Sitemap is still the

bestinsurance for getting asearchenginetolearnabout your entire site ]

XML Sitemapshavereplaced theoldermethodof"submittingtosearchengines" by fillingoutaformonthe search engine's submission page. Now
webdeveloperssubmitaSitemap directly, orwait for searchenginestofindit.

XML (Extensible Markup Language) is much more precise than HTML coding. Errors are not tolerated, and so syntax must be exact. Itis
advised to use an XML syntax validator such as the free one found at: http://validator. w3.org

There are automated XML site map generators available (both as software and web applications) for more complex sites.
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More information defining the field operations and other Sitemap options are defined at http://www.sitemaps.org (Sitemaps.org: Google, Inc.,
Yahoo, Inc., and Microsoft Corporation)

See also Robots.txt, which can be used to identify sitemaps on the server.
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Robots Exclusion Standard

The Robot Exclusion Standard, also known as the Robots Exclusion Protocol or robots.txt protocol, is a convention to prevent

cooperating web crawlers and other web robots from accessing all or part of a website which isotherwise publicly viewable. Robots are oftenused
by search enginesto categorize and archive websites, or by webmasters to proofread source code. The standard is different from, but can be used in
conjunction with, Sitemaps, a robot inclusion standard forwebsites.

History

The invention of "robots.txt" is attributed to Martijn Koster, when working for WebCrawler in 199412] wrobots txt" was then
popularized withtheadventof AltaVista, andother popularsearchengines, in the following years.

About the standard

If a site owner wishes to give instructions to web robots they must place a text file called robots. txt inthe root ofthe website hierarchy
(e.g. www.example.com/robots. txt). This text file should contain the instructions in a specific format (see examples below).
Robotsthatchoose to follow the instructions try to fetch this file andread theinstructionsbefore fetchingany other file from thewebsite. Ifthisfile
doesn'texistwebrobotsassumethatthe web owner wishes to provide no specific instructions.

A robots.txt file on a website will function as a request that specified robots ignore specified files or directories when crawlingasite. This might be,
for example, out of a preference for privacy from search engine results, or the belief that the content of the selected directories might be
misleading or irrelevant to the categorization of the site asa whole, oroutofadesirethatanapplicationonlyoperate oncertaindata. Linkstopages
listedinrobots.txtcanstill appear in search results if they are linked to from a page that is crawled "’

For websites with multiple subdomains, each subdomain must have its own robots.txt file. If example.com had a robots.txt file but
a.example.com didnot, the rules that would apply for example . com wouldnotapplyto a.example.com.
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Disadvantages

Despite the use of the terms "allow" and "disallow", the protocol is purely advisory. It relies on the cooperation of thewebrobot, sothat marking
anareaofasiteoutofboundswithrobots.txtdoesnot guarantee exclusionofall web robots. In particular, malicious web robots are unlikely to
honor robots. txt

There is no official standards body or RFC for the robots.txt protocol. It was created by consensus “in June 1994 by members of the robots
mailing list (robots-request@nexor.co.uk). The information specifying the parts that should not be accessed is specified in a file called
robots.txt in the top-level directory of the website. The robots.txt patterns are matched by simple substring comparisons, so care should be taken
to make sure that patterns matching directories have the final /' character appended, otherwise all files with names starting with that substring will
match, rather than just those in the directory intended.

Examples

This example tells all robots to visit all files because the wildcard * specifies all robots:
User-agent: *

Disallow:

This example tells all robots to stay out of a website:

User-agent: *

Disallow: /

The next is an example that tells all robets not to enter four directories of a website:

User-agent: *
Disallow: /cgi-bin/
Disallow: /images/
Disallow: /tmp/
Disallow: /private/

Example that tells a specific robot not to enter one specific directory:

User-agent: BadBot # replace the 'BadBot' with the actual user-agent of the bot
Disallow: /private/

Example that tells all robots not to enter one specific file:
User-agent: *

Disallow: /directory/file.html

Note that all other files in the specified directory will be processed. Example
demonstratinghow comments canbeused:

# Comments appear after the "#" symbol at the start of a line, or after a directive
User-agent: * # match all bots

Disallow: / # keep them out

Example demonstrating how to add the parameter to tell bots where the Sitemap is located

User-agent: *

Sitemap: http://www.example.com/sitemap.xml # tell the bots where your sitemap is located
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Nonstandard extensions

Crawl-delay directive

Several major crawlers supporta Crawl-delay parameter, set to the number of seconds to wait between successive requests to the

same server: > J01L7)

User-agent: *
Crawl-delay: 10

Allow directive

Some major crawlers support an A1low directive which can counteract a following Disallow directive.’) ! This is useful when one
tells robots to avoid an entire directory but still wants some HTML documents in that directory crawled and indexed. While by standard
implementation the first matching robots.txt pattern always wins, Google's implementation differs in that Allow patterns with equal or more
characters in the directive path win over a matching Disallow pattem.[m] BingusestheAllow orDisallow directivewhichisthemost

speciﬁc.[l 1

In order to be compatible to all robots, if one wants to allow single files inside an otherwise disallowed directory, it is necessary to place the
Allow directive(s) first, followed by the Disallow, for example:

Allow: /folderl/myfile.html
Disallow: /folderl/

This example will Disallow anything in /folder1/ except /folder]/myfile.html, since the latter will match first. In case of Google, though, the
order is not important.

Sitemap

Some crawlers support a Sitemap directive, allowing multiple Sitemaps in the same robots.txt in the form:['%)

Sitemap: http://www.gstatic.com/s2/sitemaps/profiles-sitemap.xml
Sitemap: http://www.google.com/hostednews/sitemap index.xml

Universal "*" match

the Robot Exclusion Standard does not mention anything about the "*" character in the Disallow: statement. Somecrawlers like

Googlebotand Slurprecognizestringscontaining"*", while MSNbotand Teoma interpretitin different ways.[13 ]
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Robots.txt

The Robot Exclusion Standard, also known as the Robots Exclusion Protocol or robots.txt protocol, is a convention to prevent

cooperating web crawlers and other web robots from accessing all or part of a website which isotherwise publicly viewable. Robots are oftenused

by search enginesto categorize and archive websites, or by webmasters to proofread source code. The standard is different from, but can be used in

conjunction with, Sitemaps, a robot inclusion standard forwebsites.

History

The invention of "robots.txt" is attributed to Martijn Koster, when working for WebCrawler in 199412] wrobots txt" was then
popularized withtheadventof AltaVista, andother popularsearchengines, in the following years.

About the standard

If a site owner wishes to give instructions to web robots they must place a text file called robots. txt inthe root ofthe website hierarchy

(e.g. www.example.com/robots. txt). This text file should contain the instructions in a specific format (see examples below).
Robotsthatchoose to follow the instructions try to fetch this file andread theinstructionsbefore fetchingany other file from thewebsite. Ifthisfile
doesn'texistwebrobotsassumethatthe web owner wishes to provide no specific instructions.

A robots.txt file on a website will function as a request that specified robots ignore specified files or directories when crawlingasite. This might be,

for example, out of a preference for privacy from search engine results, or the belief that the content of the selected directories might be

misleading orirrelevant to the categorization of the siteasa
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whole, oroutofadesirethatanapplication only operate oncertaindata. Linksto pageslisted inrobots. txt canstill appear in search results if they
are linked to from a page that is crawled P!

For websites with multiple subdomains, each subdomain must have its own robots.txt file. If example.com had a robots.txt file but
a.example.com didnot, the rules that would apply for example . com would notapplyto a.example.com.

Disadvantages

Despite the use of the terms "allow" and "disallow", the protocol is purely advisory. It relies on the cooperation of thewebrobot, sothat marking
anareaofasiteoutofboundswithrobots.txtdoesnot guarantee exclusionofall web robots. In particular, malicious web robots are unlikely to
honor robots. txt

4

There is no official standards body or RFC for the robots.txt protocol. It was created by consensus ' - in June 1994 by members of the robots

mailing list (robots-request@nexor.co.uk). The information specifying the parts that should not be accessed is specified in a file called
robots.txt in the top-level directory of the website. The robots.txt patterns are matched by simple substring comparisons, so care should be taken
to make sure that patterns matching directories have the final /' character appended, otherwise all files with names starting with that substring will
match, rather than just those in the directory intended.

Examples

This example tells all robots to visit all files because the wildcard * specifies all robots:
User-agent: *

Disallow:

This example tells all robots to stay out of a website:

User-agent: *

Disallow: /

The next is an example that tells all robets not to enter four directories of a website:

User-agent: *
Disallow: /cgi-bin/
Disallow: /images/
Disallow: /tmp/
Disallow: /private/

Example that tells a specific robot not to enter one specific directory:

User-agent: BadBot # replace the 'BadBot' with the actual user-agent of the bot
Disallow: /private/

Example that tells all robots not to enter one specific file:
User-agent: *

Disallow: /directory/file.html

Note that all other files in the specified directory will be processed. Example
demonstratinghow comments canbeused:

# Comments appear after the "#" symbol at the start of a line, or after a directive

User-agent: * # match all bots
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Disallow: / # keep them out

Example demonstrating how to add the parameter to tell bots where the Sitemap is located

User-agent: *

Sitemap: http://www.example.com/sitemap.xml # tell the bots where your sitemap is located

Nonstandard extensions

Crawl-delay directive

Several major crawlers supporta Crawl-delay parameter, set to the number of seconds to wait between successive requests to the

same server:[4IC16]

User-agent: *
Crawl-delay: 10

Allow directive

Some major crawlers support an A1low directive which can counteract a following Disallow directive.!”) (] This is useful when one
tells robots to avoid an entire directory but still wants some HTML documents in that directory crawled and indexed. While by standard
implementation the first matching robots.txt pattern always wins, Google's implementation differs in that Allow patterns with equal or more
characters in the directive path win over a matching Disallow pattem.[9] BingusestheAllow orDisallow directive whichis the most

speciﬁc.[lol

In order to be compatible to all robots, if one wants to allow single files inside an otherwise disallowed directory, it is necessary to place the
Allow directive(s) first, followed by the Disallow, for example:

Allow: /folderl/myfile.html
Disallow: /folderl/

This example will Disallow anything in /folder1/ except /folder]/myfile.html, since the latter will match first. In case of Google, though, the
order is not important.

Sitemap

Some crawlers support a Sitemap directive, allowing multiple Sitemaps in the same robots.txt in the form:['

Sitemap: http://www.gstatic.com/s2/sitemaps/profiles-sitemap.xml
Sitemap: http://www.google.com/hostednews/sitemap index.xml

Universal "*" match

the Robot Exclusion Standard does not mention anything about the "*" character in the Disallow: statement. Somecrawlers like

Googlebotand Slurprecognizestringscontaining"*", while MSNbotand Teoma interpretitin different ways.[12]
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301 redirect

URL redirection, also called URL forwarding, is a World Wide Web technique for making a web page available under more than one

URL address. When a web browser attempts to open a URL that has been redirected, a page with a different URL is opened. For example,
www.example.com (1 is redirected to www.iana.org/domains/example/ @1, Similarly, Domain redirection or domain forwarding

Bl and wikipedia.net ) are automatically

is when all pages in a URL domain are redirected to a different domain, as when wikipedia.com
redirected to wikipedia.org () URL redirection can be used for URL shortening, to prevent broken links when web pages are moved, to allow
multipledomainnamesbelongingtothesameownertorefertoasinglewebsite, toguide navigation into and out of a website, for privacy protection,

and for less innocuous purposes such as phishing attacks using URLS that are similar to a targeted web site.

Purposes

There are several reasons to use URL redirection:

Similar domain names

A user might mis-type a URL—for example, "example.com" and "exmaple.com". Organizations often register these "mis-spelled” domains and
re-direct them to the "correct" location: example.com. The addresses example.com and example.netcouldbothredirecttoasingle domain, orweb
page, suchasexample.org. Thistechniqueisoftenused to "reserve" other top-level domains (TLD) with the same name, or make it easier for
atrue ".edu" or ".net" to redirect to a more recognizable ".com" domain.

Moving a site to a new domain

A web page may be redirected for several reasons:

+ aweb site might need to change its domain name;

+ an author might move his or her pages to a new domain;
¢+ two web sites mightmerge.

With URL redirects, incoming links to an outdated URL can be sent to the correct location. These links might be from other sites that have not
realizedthatthereisachangeor frombookmarks/favoritesthatusershavesavedin their browsers.

The same applies to search engines. They often have the older/outdated domain names and links in their database and will send search users to
these old URLs. By using a "moved permanently" redirect to the new URL, visitors will still end up at the correct page. Also, in the next search
engine pass, the search engine should detect and use the newer URL.

Logging outgoing links
The access logs of most web servers keep detailed information about where visitors came from and howthey browsedthehostedsite. They

donot, however, log whichlinks visitors leftby. Thisisbecausethe visitor'sbrowser hasnoneed to communicate with the original server when
thevisitor clicksonan outgoing link.

This information canbe captured inseveral ways. One way involves URL redirection. Instead of sending the visitor straight to the other site, links
onthe site can direct to a URL on the original website's domain that automatically redirectsto thereal target. This technique bears the downside
of the delay caused by the additional request to the original website's server. As this added request will leave a trace in the server log, revealing

exactlywhichlinkwas followed, it can also be a privacy issue.[*]
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The same technique is also used by some corporate websites to implement a statement that the subsequent content is at another site, and therefore not
necessarily affiliated with the corporation. In such scenarios, displaying the warning causes an additional delay.

Short aliases for long URLSs

Web applications often include lengthy descriptive attributes in their URLs which represent data hierarchies, command structures,
transaction paths and session information. This practice results in a URL that is aesthetically unpleasantanddifficulttoremember,and whichmay
not fit within the size limitations of microblogging sites. URL shortening services provide a solution to this problem by redirecting a user to a
longerURL fromashorterone..

Meaningful, persistent aliases for long or changing URLSs

SometimestheURLofapagechangeseventhoughthecontentstaysthesame. ThereforeUR Lredirectioncanhelp users who have bookmarks.
Thisisroutinely done on Wikipedia wheneverapage isrenamed.

Manipulating search engines

Someyearsago, redirecttechniques wereusedto fool searchengines. Forexample, one page could show popular search terms to search engines but
redirect the visitors to a different target page. There are also cases where redirects havebeenusedto"steal"thepagerank ofonepopularpageanduseit

foradifferentpage, usuallyinvolvingthe302 HTTP status code of "moved temporarily." (78]

Search engine providers noticed the problem and took appropriate actions . Usually, sites that employ such techniques to manipulate search
engines are punished automatically by reducing their ranking or by excluding them from the searchindex.

As a result, today, such manipulations usually result in less rather than more site exposure.

Satire and criticism

Inthesame way thata Google bomb canbeused forsatire and political criticism, adomain name that conveys one meaning can be redirected to

any other web page, sometimes with malicious intent. The website shadyurl.com offers a satirical service that will create an apparently

"suspicious and frightening" redirection URL for even benign webpages. For example, an
input of en.wikipedia.org generates

5z8.info/hookers_e4u5_inject worm.

Manipulating visitors
URL redirection is sometimes used as a part of phishing attacks that confuse visitors about which web site they are visiting . Because modern
browsers always show the real URL in the address bar, the threat is lessened. However, redirects can also take you to sites that will otherwise

attempt to attack in other ways. For example, a redirect might take a user to a site that would attempt to trick them into downloading antivirus
softwareandironicallyinstallinga trojan of some sortinstead.

Removing referer information

Whenalinkisclicked, thebrowsersendsalonginthe HT TPrequestafieldcalledrefererwhichindicatesthesource of the link. This field is

populated with the URL of the current web page, and will end up in the logs of the server serving the external link.
Since sensitive pages may  havesensitive URLs (for  example,

http://company.com/plans-for-the-next-release-of-our-product), itis not desirable for the referer

URLtoleavetheorganization. A redirection page that performsreferrer hiding couldbeembedded inall external URLs,
transforming ~ forexamplehttp://externalsite.com/page into
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http://redirect.company.com/http://externalsite.com/page. This technique also  eliminates other
potentially sensitive information from the referer URL, such as the session ID, and can reduce the chance of phishing by indicating to the end
user that they passed a clear gateway to anothersite.

Techniques

There are several techniques to implement a redirect. In many cases, Refresh meta tag is the simplest one. However, there exist several strong

opinions discouraging this method.””

Manual redirect

The simplest technique is to ask the visitor to follow a link to the new page, usually using an HTML anchor as such:

Please follow <a href="http://www.example.com/">this link</a>.

This method is often used as a fall-back for automatic methods — if the visitor's browser does not support the automatic redirect method,
the visitor can still reach the target document by following the link.

HTTP status codes 3xx

Inthe HTTP protocol used by the World Wide Web, a redirect is a response with a status code beginning with 3 that induces a browser to go to
another location, with annotation describing the reason, which allows for the correct subsequentaction(suchas changing links inthe case of
code 301,apermanentchange ofaddress)

The HTTP standard ") defines several status codes ' for redirection:

¢ 300 multiple choices (e.g. offer different languages)

* 301 moved permanently

+ 302found(originallytemporaryredirect, butnowcommonlyusedtospecifyredirection forunspecifiedreason)
+ 303 see other (e.g. for results of cgi-scripts)

+ 307 temporary redirect

All of these status codes require that the URL of the redirect target be given in the Location: header of the HTTP response. The 300 multiple
choices will usually list all choices in the body of the message and show the default choice in the Location:header.

Within the 3xx range, there are also some status codes that are quite different from the above redirects (they are not discussed here with their
details):

+ 304 not modified
305 use proxy

This is a sample of an HTTP response that uses the 301 "moved permanently" redirect:

HTTP/1.1 301 Moved Permanently
Location: http://www.example.org/
Content-Type: text/html
Content-Length: 174

<html>

<head>
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<title>Moved</title>

</head>

<body>

<hl>Moved</h1>

<p>This page has moved to <a href="http://www.example.org/">http://www.example.org/</a>.</p>
</body>

</html>

Using server-side scripting for redirection

Often, web authors don't have sufficient permissions to produce these status codes: The HTTP header is generated by the web server program and
notread from the file for that URL. Even for CGI scripts, the web serverusually generates the status code automatically and allows custom
headers to be added by the script. To produce HTTP status codes with cgi-scripts, one needs to enable non-parsed-headers.

Sometimes, it is sufficient to print the "Location: 'url™ header line from a normal CGI script. Many web servers choose one of the 3xx status
codes for such replies.

Frameworks for server-side content generation typically require that HTTP headers be generated before response data. As a result, the web

programmer who is using such a scripting language to redirect the user's browser to another page must ensure that the redirect is the first or only

part of the response. In the ASP scripting language, this can also be accomplished using the methods response.buffer=true
and response.redirect

"http://www.example.com/". Using PHP, one can use the header function as follows:

header ('HTTP/1.1 301 Moved Permanently');
header ('Location: http://www.example.com/');

exit ();

Accordingtothe HTTPprotocol, the Locationheadermustcontainan absoluteURL.''When redirecting fromone pagetoanotherwithinthesame
site, it is a common mistake to use a relative URI. As aresult most browsers tolerate relative URIs in the Location header, but some browsers
display a warning to the end user.

There are other methods that can be used for performing redirects, but they do not offer the flexibility that mod_rewrite offers. These
alternative rules use functions withinmod _alias:

Redirect permanent /oldpage.html http://www.example.com/newpage.html

Redirect 301 /oldpage.html http://www.example.com/newpage.html

Toredirect arequests for any non-canonical domain name using .htaccess or within a <Directory> section inan Apache config file:
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RewriteEngine on

RewriteCond %{HTTP_HOST}
A([~.:]1+\.) *oldsite\.example\.com\.? (: [0-9]*)?$ [NC]

RewriteRule ~(.*)$ http://newsite.example.net/$1 [R=301,L]

Useof htaccess for this purpose usually does notrequire administrative permissions. However, .htaccess canbe disabled by your host, and so
may not work (or continue to work) if they do so.

In addition, some server configurations may require the addition of the line:
Options +FollowSymLinks
ahead of the "RewriteEngine on" directive, in order to enable the mod_rewrite module.

When you have access to the main Apache config files (such as httpd.conf), it is best to avoid the use of .htaccess files.

Ifthe code is placed into an Apache config file and not within any <Directory> container, then the RewriteRule pattern must be changed to
include a leading slash:

RewriteEngine on
RewriteCond %{HTTP_HOST} ~([*.:]+\.)*oldwebsite\.com\.?(:[0-9]%*)?$ [NC]

RewriteRule ~/(.*)$ http://www.preferredwebsite.net/$1 [R=301,L]

Refresh Meta tag and HTTP refresh header

Netscape introduced a feature to refresh the displayed page after a certain amount of time. This method is often called meta refresh. Itis possible
tospecify the URL of the new page, thus replacing one page after some time by another page:

¢+ HTML <meta> tagm]

+ Anexploration of dynamic documents (4]

+  Meta refresh

Atimeoutof0secondsmeansanimmediateredirect. MetaRefresh withatimeoutofOsecondsisacceptedasa301 permanentredirect by Google,

allowing to transfer PageRank from static html files.['S]

This is an example of a simple HTML document that uses this technique:

<html>
<head>
<meta http-equiv="Refresh" content="0; url=http://www.example.com/" />
</head>
<body>

<p>Please follow <a href="http://www.example.com/">this link</a>.</p>
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</body>

</html>

+ Thistechnique isusableby all web authors because the metatag is contained inside the document tself.
+  The meta tag must be placed in the "head" section of the HTML file.
¢ Thenumber"(" inthisexample may bereplaced by anothernumbertoachieve adelay ofthat many seconds.

+  This s a proprietary extension to HTML introduced by Netscape but supported by most web browsers. The manual link inthe "body"
sectionis forusers whosebrowsersdonot support this feature.

This is an example of achieving the same effect by issuing an HTTP refresh header:

HTTP/1.1 200 ok

Refresh: 0; url=http://www.example.com/
Content-type: text/html

Content-length: 78

Please follow <a href="http://www.example.com/">this link</a>!

This response is easier to generate by CGI programs because one does not need to change the default status code. Here is a simple CGI program

that effects this redirect:

#!/usr/bin/perl

print "Refresh: 0; url=http://www.example.com/\r\n";
print "Content-type: text/html\r\n";

print "\r\n";

print "Please follow <a href=\"http://www.example.com/\">this link</a>!"

Note: Usually, the HTTP server adds the status line and the Content-length header automatically.

This method is considered by the W3C to be a poor method of redirection, since it does not communicate any informationabout either the
original or new resource, to the browser (or search engine). The W3C's Web Content Accessibility Guidelines (7.4) (6] discourage the creation of
auto-refreshing pages, since most web browsers do not allow theuserto disable or control the refreshrate. Some articles that they have writtenon
the issue include W3C Web Content Accessibility Guidelines (1.0): Ensure user control of time-sensitive content changes (7] and Use
standard redirects: don't break the back button! ['%]
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Thisexampleworksbestforarefresh, orinsimpleterms-aredirect forwebpages, asfollows, however, forarefresh under 4 seconds, your webpage
will not be given priority listing on search engines. For some users, this is preferred not to be listed. Inline, you will find the time as in
seconds:

CONTENT="2
this number can be adjusted to suit your needs. Place in

yourhead:

<HTML>

<HEAD>

<META HTTP-EQUIV="refresh" CONTENT="2;URL=http://www.example.com/example.html">

</HEAD>

JavaScript redirects

JavaScript offers several ways to display a different page in the current browser window. Quite frequently, they are used for a redirect. However,
there are several reasons to prefer HTTP header or the refresh meta tag (whenever it is possible) over JavaScriptredirects:

+  Security considerations
¢+ Some browsers don't supportJavaScript

* many web crawlers don't execute JavaScript.

Frame redirects

A slightly different effect can be achieved by creating a single HTML frame that contains the target page:

<frameset rows="100%">
<frame src="http://www.example.com/">
</frameset>
<noframes>
<body>Please follow <a href="http://www.example.com/">1link</a>!</body>

</noframes>

Onemaindifferencetotheaboveredirect methodsisthatforaframeredirect, thebrowserdisplaysthe URL ofthe frame document and not the
URL of'the target page in the URL bar.

This technique is commonly called cloaking. This may be used so that the reader sees a more memorable URL or, with fraudulent intentions,

to conceal a phishing site as part of website spooﬁng.[l %
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Redirect loops

Itisquite possiblethat oneredirectleadsto another redirect. Forexample, the URL http://www.wikipedia.com/ wiki/URL _redirection(notethe
differencesinthe domainname)is firstredirectedtohttp://www.wikipedia.org/ wiki/URL _redirectionandagainredirectedtothecorrect URL:
http://en.wikipedia.org/wiki/URL _redirection. This is appropriate: the first redirection corrects the wrong domain name, the second redirection
selects the correct language section, and finally, the browser displays the correct page.

Sometimes, however, a mistake can cause the redirection to point back to the first page, leading to an infinite loop of redirects. Browsers usually
break that loop after a few steps and display an error message instead.

The HTTP standard ' states:
A client SHOULD detect infinite redirection loops, since such loops generate network traffic for each redirection.

Previousversionsofthisspecificationrecommendedamaximumoffiveredirections; someclientsmayexist that implement such a
fixed limitation.

Services

Thereexistservicesthatcan perform URL redirectionondemand, withnoneed fortechnical work oraccesstothe webserver your site is hosted
on.

URL redirection services

Aredirect service is an information management system, which provides an internet link that redirects users to the desired content. The typical
benefit to the user is the use of a memorable domain name, and a reduction in the length of the URL or web address. A redirecting link can also be
used as apermanent address for content that frequently changes hosts, similarly to the Domain Name System.

Hyperlinks involving URL redirection services are frequently used in spam messages directed atblogs and wikis. Thus, one way to reduce spam
is to reject all edits and comments containing hyperlinks to known URL redirection services; however, this will also remove legitimate edits
and comments and may not be an effective method to reduce spam.

Recently, URL redirection services have taken to using AJAX as an efficient, user friendly method for creating shortened URLs.

A major drawback of some URL redirection services is the use of delay pages, or frame based advertising, to generate revenue.

History

The first redirect services took advantage of top-level domains (TLD) suchas ".to" (Tonga), ".at" (Austria)and ".is" (Iceland). Their goal was to
make memorable URLSs. The first mainstream redirect service was V3.com that boasted 4 million users at its peak in 2000. V3.com success was

non " on "on

attributed to having a wide variety of short memorable domains including "r.im", "go.to", "i.am", "come.to" and "start.at". V3.com was
acquired by FortuneCity.com, a large free web hosting company, in early 1999. In 2001 emerged .tk (Tokelau) as a TLD used for
memorable names.?”) As the sales price of top level domains started falling from $70.00 per year to less than $10.00, the demand for

memorable redirection services eroded.

Withthelaunchof TinyURLin2002anewkind ofredirecting service wasborn, namely URL shortening. Their goal wastomakelongURLsshort,
to be able to post them on internet forums. Since 2006, with the 140 character limiton the extremely popular Twitter service, these short URL
services have seen a resurgence.
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Referrer Masking

Redirectionservices can hide the referrer by placing an intermediate page between the page the link is on and its destination. Although these are
conceptually similar to other URL redirection services, they serve a different purpose, and they rarely attempt to shorten or obfuscate the
destination URL (as their only intended side-effect is to hide referrer information and provide a clear gateway between other websites.)

This type of redirection is often used to prevent potentially-malicious links from gaining information using the referrer, for example a
session ID in the query string. Many large community websites use link redirection on external links to lessen the chance of an exploit that
could be used to steal account information, as well as make it clear when a user is leaving a service, to lessen the chance of effective
phishing.

Here is a simplistic example of such a service, written in PHP.

Surl = htmlspecialchars($_GET['url']);

header ( 'Refresh: 0; url=http://'.S$url );

<!-- Fallback using meta refresh. -->
<html>
<head>

<title>Redirecting...</title>

<meta http-equiv="refresh" content="0;url=http://<?php echo $url; ?>">
</head>
<body>
Attempting to redirect to <a href="http://<?php echo $url; ?>">http://<?php echo Surl; ?></a>.
</body>

</html>
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Google Instant

Google

Google

Google Search homepage

]

URL

Google.com
Commercial? Yes
Type of site Web search engine
Registration Optional

Available language(s) | Multilingual (124)

Owner Google

Created by SergeyBrinandLarryPage
Launched September 15, 1997[2]
Alexa rank 1 (March 2012)[3]
Revenue From AdWords
Current status Active

Google Search (or Google Web Search) is a web search engine owned by Google Inc. Google Search is the most-used search

engine on the World Wide Web,[4] receiving several hundred million queries each day through its various services.’)

The order of search results on Google's search-results pages is based, in part, on a priority rank called a "PageRank". Google Search provides many
options for customized search, using Boolean operators such as: implied "AND" (if several concatenated search terms separated by spaces are
given, only pages containing all of them should be returned), exclusion ("-xx"), alternatives ("xx OR yy"), and wildcard ("x * x").[6]

The main purpose of Google Search is to hunt for text in Web pages, as opposed to other data, such as with Google Image Search. Google Search
was originally developed by Larry Page and Sergey Brin in 1997.7 Google Search provides at least 22 special features beyond the original word-
search capability.[g] These include synonyms, weather forecasts, time zones, stock quotes, maps, earthquake data, movie showtimes, airports,
home listings, and sports scores. There are special features for numbers, including ranges (70..73),[9] prices, temperatures, money/unit
(8]

displayed pages. In June 2011, Google introduced "Google Voice Search" and "Search by Image" features for allowing the users to search
(10]

conversions ("10.5 cm in inches"), calculations ("3*4+sqrt(6)-pi/2"), package tracking, patents, area codes,”” and language translation of

words by speaking and by giving images.
The frequency of use of many search terms have reached a volume that they may indicate broader economic, social and health trends.'!! Data

about the frequency of use of search terms on Google (available through Google Adwords, Google Trends, and Google Insights for Search)
have been shown to correlate with flu outbreaks and
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unemployment levels and provide the information faster than traditional reporting methods and government surveys.

Search engine

PageRank

Google's rise to success was in large part due to a patented algorithm
called PageRank that helps rank web pages that match a given search

12] When Google was a Stanford research project, it was

string.[
nicknamed BackRub because the technology checks backlinks to determine
a site's importance. Previous keyword-based methods of ranking search
results, used by many search engines that were once more popular than
Google, would rank pages by how often the search terms occurred in the
page, or how strongly associated the search terms were within each
resulting page. The PageRank algorithm instead analyzes human-generated
links assuming that web pages linked from many important pages are
themselves likely to be important. The algorithm computes a recursive
score for pages, based on the weighted sum of the PageRanks of the
pages linking to them. PageRank is thought to correlate well with human
concepts of importance. In addition to PageRank, Google, over the
years, has added many other secret criteria for determining the ranking
of pages on result lists, reported to be over 200 different

[13]

indicators. The specifics of which are kept secret to keep spammers

at bay and help Google maintain an edge over its competitors globally.

Search results

The exact percentage of the total of web pages that Google indexes are not known, as it is very difficult to accurately calculate. Google not only
indexes and caches web pages, but also takes "snapshots" of other file types, which include PDF, Word documents, Excel spreadsheets, Flash
SWEF, plaintext files, and so on.[M]Except inthecase of text and SWF files, the cached version is a conversion to (X)HTML, allowing those
without the corresponding viewer application to read the file. Users can customize the search engine, by setting a default language, using the
"SafeSearch" filtering technology and set the number of results shown on each page. Google has been criticized for placing long-term cookies on
users' machines to store these preferences, a tactic which also enables them to track a user'ssearchtermsandretainthedataformorethanayear. For
any query, up to the first 1000 results can be shown with a maximum of 100 displayed per page. The ability to specify the number of results is
available onlyif"Instant Search" isnotenabled. If"Instant Search" isenabled, only 1 0resultsaredisplayed, regardless ofthissetting.
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Non-indexable data

Despite its immense index, there is also a considerable amount of data available in online databases which are accessible by means of
queries but not by links. This so-called invisible or deep Web is minimally covered by Google and other search engines.[1 5 The deep Web
contains library catalogs, official legislative documents of governments, phonebooks, and other content whichis dynamically prepared to
respondtoaquery.

Google optimization

Since Google is the most popular search engine, many webmasters have become eager to influence their website's Google rankings. An industry
of consultants has arisen to help websites increase their rankings on Google and on other search engines. This field, called search engine
optimization, attemptsto discern patterns in search engine listings, and then develop a methodology for improving rankings to draw more searchers
to their client's sites. Search engine optimization encompasses both "on page" factors (like body copy, title elements, H1 heading elements and
image alt attribute values) and Off Page Optimization factors (like anchor text and PageRank). The general idea is to affect Google's relevance
algorithm by incorporating the keywords being targeted in various places "on page", in particular the title element and the body copy (note: the
higherup inthe page, presumably the better its keyword prominence and thus the ranking). Too many occurrences of the keyword, however, cause
the page to look suspect to Google's spam checking algorithms. Google has published guidelines for website owners who would like to raise their
rankings when using legitimate optimization consultants."® It has been hypothesized, and, allegedly, is the opinionofthe owner of onebusiness
about which there has been numerous complaints, that negative publicity, for example, numerous consumer complaints, may serve as well to
elevate page rank on Google Search as favorable comments.'”) The particular problem addressed in The New York Times article, which
involved DecorMyEyes, was addressed shortly thereafter by an undisclosed fix in the Google algorithm. According to Google, it was not the
frequently published consumer complaints about DecorMyEyes which resulted in the high ranking but mentions on news websites of events

which affected the firm such as legal actions against it[18

Functionality

Google search consists of a series of localized websites. The largest of those, the google.com site, is the top most-visited website in the
world ™) Some of its features include a definition link for most searches including dictionary words, the number of results you got on your
search, links to other searches (e.g. for words that Google believes to be misspelled, it provides a link to the search results using its proposed
spelling),and manymore.

Search syntax

Google's search engine normally accepts queries as asimple text, and breaks up the user's text into a sequence of search terms, which will usually
be words thatareto occur in the results, but one can alsouse Boolean operators, suchas: quotations marks (") foraphrase, aprefix suchas"+", "-"
for qualified terms (no longer valid, the '+ was removed from google on 10/19/1 1[20]), or one of several advanced operators, such as "site:".
The webpages of "Google Search Basics""?! describe each of these additional queries and options (see below: Search options). Google's
Advanced Search web form gives several additional fields which may be used to qualify searches by such criteria as date of first retrieval. All
advanced queries transform to regular queries, usually with additional qualified term.
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Query expansion

Googleapplies query expansion to the submitted search query, transforming it into the query that will actually be used to retrieve results. As with
page ranking, the exact details of the algorithm Google uses are deliberately obscure, but certainly the following transformations are among
those that occur:

¢ Termreordering: in information retrieval this is a standard technique to reduce the work involved in retrieving results. This transformation is
invisible to the user, since the results ordering uses the original query order to determine relevance.

+ Stemming isused to increase search quality by keeping small syntactic variants of search terms.!*!

+ There s a limited facility to fix possible misspellings in queries.

"I'm Feeling Lucky"

Google's homepage includes a button labeled "I'm Feeling Lucky". When a user types in a search and clicks on the button the user will be taken
directly to the first search result, bypassing the search engine results page. The thought is that if a user is "feeling lucky", the search engine will
return the perfect match the first time without having to page through the search results. However, with the introduction of Google Instant, it is not
possible to use the button properly unless the Google Instant function is switched off. According to a study by Tom Chavez of "Rapt", this

feature costs Google $110 millionayear as 1% of all searches use this feature and bypassall advertising.[23]

OnOctober 30,2009, forsomeusers, the "I'mFeeling Lucky" button wasremoved from Google'smainpage, along with the regular search button.
Both buttons were replaced with a field that reads, "This space intentionally left blank." Thistext faded out when the mouse was moved on the
page, andnormal search functionality is achieved by filling in the search field with the desired terms and pressing enter. A Google spokesperson
explains, "This is just a test, and a way for us to gauge whether our users will like an even simpler search interface.">*! Personalized Google
homepages retained both buttons and their normal functions.

On May 21, 2010, the 30th anniversary of Pac-Man, the "I'm Feeling Lucky" button was replaced with a button reading the words "Insert
Coin". After pressing the button, the user would begin a Google-themed game of Pac-Man in the area where the Google logo would normally be.
Pressing the button a second time would begin a two-player version of the same game that includes Ms. Pacman for player 2. This
version can be accessed at www . google . com/pacman/ asa permanent link to the page.

Rich Snippets

On 12 May 2009, Google announced that they would be parsing the hCard, hReview, and hProduct microformats and using themto populate

searchresult pages with what they called "Rich Snippets".[26]

Special features

Besides themain search-engine feature of searching for text, Google Search has more than 22 "special features” (activated by entering any of

dozens of trigger words) when searching:ls]lg]m]

+  weather — The weather conditions, temperature, wind, humidity, and forecast,[sl for many cities, can be viewed by typing"weather"alongwitha
cityforlargercitiesorcityandstate, U.S. zipcode, orcityandcountry forsmaller cities (suchas: weather Lawrence, Kansas; weather Paris;
weather Bremen, Germany).

¢ stockquotes—The market data!® foraspecificcompanyor fund canbe viewed, by typing the ticker symbol (or
include "stock"), such as: CSCO; MSFT; IBM stock; F stock (lists Ford Motor Co.); or AIVSX (fund). Results show inter-day changes, or
S-year graph, etc. This does not work for stock names which are one letter long, such as Citigroup (C)orMacy's(M)(Fordbeingan
exception), orare commonwords, suchas Diamond Offshore (DO) or Majesco(COOL).
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+ time- Thecurrenttime inmanycities(worldwide),[slcanbeviewedbytyping "time" andthenameofthecity (such as: time Cairo; time
Pratt, KS).

+  sportsscores—Thescores andschedules,forsponsteams,lxjcanbe displayedbytypingtheteamnameorleague
name into the search box.

* unit conversion— Measurements can be convened,[sl by entering each phrase, such as: 10.5 cm in inches; or 90 km inmiles

¢ currencyconversion— A moneyorcurrency convertercanbe selected,lijytypingthe namesorcurrencycodes
(listedby1SO4217): 6789 Euro in USD; 150 GBP in USD; 5000 Yen in USD; 5000 Yuan inlira (the U.S. dollar can be USD or "US$" or
"$". while Canadian is CAD, etc.).

+ calculator—Calculationresultscanbedetermined,'® ascalculated live,byenteringaformulainnumbersor
words,suchas: 6*77+pi+sqrt(e*3)/888plus0.45. Theuserisgiventheoptiontosearchfortheformula, after calculation. The calculator also
uses the unit and currency conversion functions to allow unit-aware calculations. Forexample,"(3 EUR/liter)/(40miles/gallon)inUSD/mile"
calculatesthedollarcostpermile foradOmpgcar with gas costing 3 euros a liter. The caret "*" raises a number to an exponent power, and
percentages are allowed ("40% of 300").[9] There is also some debate as to Google's calculation of (0. Many mathematicians believe that 0°0 is
undefined but Google's calculator shows the result as 1 28

+  numeric ranges — A set of numbers can be matched by using a double-dot between range numbers (70..73 or 90..100)tomatchany
positivenumber intherange,inclusive.[9]Negativenumbers aretreatedasusing exclusion-dash to not match the number.

+ dictionarylookup— A definitionforawordor phrasecanbe found,[slby entering "define" followedbyacolon and the word(s) to lookup
(such as, "define:philosophy")

+ maps—Somerelatedmapscanbe displayed,lx]bytyping inthenameorU.S. ZIP code ofalocationandtheword
"map" (such as: New York map; Kansas map; or Paris map).

+ movieshowtimes— Reviewsor film showtimes canbe listed forany movies playing nearby,[slbytyping "movies" orthenameofany
currentfilmintothesearchbox. Ifaspecificlocationwassavedonaprevious search, thetop searchresultwill display showtimes
fornearby theaters forthatmovie.

¢ publicdata—Trendsforpopulation (orunemploymentrates)mcanbe foundforU.S.states& counties, by typing
"population" or "unemployment rate" followed by a state or county name.

+  real estate and housing — Home listings in a given area can be displayed,m using the trigger words "housing”, "home", or "real estate"
followed by the name of a city or U.S. zip code.

+ traveldata/airports— Theflightstatus forarrivingordeparting U.S. flightscanbe displayed,lijytypinginthe
nameoftheairlineandtheflightnumberintothesearchbox(suchas: Americanairlines 18). Delaysataspecific airportcanalsobe viewed (by
typingthename ofthe city orthree-letterairportcode plus word "airport™).

¢ packagetracking—Package mailcanbetrackedmbytypingthe trackingnumberofaRoyalMail, UPS, FedEx or
USPS package directly into the search box. Results will include quick links to track the status of each shipment.

¢ patent numbers— U.S. patents can be searchedI*" by entering the word "patent" followed by the patent number into the search box (such as:
Patent 5123123).

+ areacode—Thegeographicallocation(foranyU.S. telephone areacode)!®! canbe displayedbytypinga3-digit
area code (such as: 650).

. synonymsearch—Asearchcanmatchwordssimilartothosespeciﬁed,[8]byplacingthetildesign(~) immediately in front of a
search term, such as: ~fast food.
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Search options

The webpages maintained by the Google Help Center have text describing more than 15 various search options.m] The Google operators:

+  OR - Search for either one, such as "price high OR low" searches for "price"” with "high" or "low".

¢ "."—Searchwhile excluding a word, such as "apple -tree" searches where word "tree” is not used.

¢« "+"—(Removedon10/19/11 [20])Force inclusionofaword,suchas"Name+of+the Game" torequire the words
"of" & "the" to appear on a matching page.

¢« "™"_ Wildcard operator to match any words between other specific words. Some ofthe

query options are as follows:

129]

¢ define:-Thequeryprefix "define:" willprovideadefinition*" " ofthewordslistedafterit.

+ stocks: — After "stocks:" the query terms are treated as stock ticker symbolsm] for lookup.

9 guch as, site:www.acmeacme.com. The option "site:com" will

+ site: - Restrict the results to those websites in the given domain,
searchalldomain URLsnamed with ".com" (nospaceafter "site:").

+ allintitle: — Only the page titles are searched'® (notthe remaining text on each webpage).

. intitle:-Preﬁxtosearchinawebpagetitle,[29]

anywhere (no space after "intitle:").

+ allinurl: — Only the page URL address lines are searched'® (not the text inside each webpage).

. inurl:-PreﬁxforeachwordtobefoundintheURL;[29]0therswordsarematchedanywhere,suchas"inurl:acme search" matches "acme" ina

URL, butmatches "search" anywhere (nospaceafter "inurl:").

The page-display options (or query types) are:

+ cache: — Highlights the search-words within the cached document, such as "cache:www.google.com xxx" shows cached content with word

"xxx" highlighted.

¢ link:-Theprefix "link:"willlistwebpagesthathave linkstothespecified webpage, suchas
"link:www.google.com" lists webpages linking to the Google homepage.

+ related: — The prefix "related:" will list webpages that are "similar" to a specified web page.

+  info:-Theprefix"info:" will display somebackgroundinformationabout onespecifiedwebpage, suchas, info:www.google.com.
Typically, the info is the first text (160 bytes, about 23 words) contained in the page, displayed in the style of aresults entry (for just
the 1 pageas matching the search).

+ filetype: — results will only show files of the desired type (ex filetype:pdf will return pdffiles)

Error messages

Some searches will give a 403 Forbidden error with the text "We're sorry...

. but your query looks similar to automated requests from a computer
virus or spyware application. To protect our users, we can't process

your request right now.

the meantime, if you suspect that your computer or network has been
infected, you might want to run a virus checker or spyware remover to
make sure that your systems are free of viruses and other spurious

software.

Weapologizefortheinconvenience,andhopewe'llseeyouagainonGoogle." sometimes

followed by a CAPTCHA prompt.l*")

suchas"intitle:googlesearch"willlistpageswithword"google" in title, and word "search"
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The screen was first reported in 2005, and was aresponse tothe heavy use of Google by
search engine optimization companies to check on ranks of sites they were optimizing. Go jgle
The message is triggered by high volumes of equests from a single IP address. Google 02, Trats an o

[30] The server encountered a temporary error and could not

apparentlyuses the Googlecookieaspartofitsdeterminationofrefusingservice. S R, .

In June 2009, after the death of pop superstar Michael Jackson, this message appeared T

. . Google's Server Error page
to many internet users who were searching Google

for news stories related to the singer, and was assumed by Google to be a DDoS attack, although many queries were submitted by legitimate

searchers.

January 2009 malware bug

Google flags search results with the message "This site may harm your computer” if the site is known to install malicious software in the
background or otherwise surreptitiously. Google does this to protect users against visiting sites that could harm their computers. For
approximately 40 minutes on January 31, 2009, a/l search results were mistakenly classified as malware and could therefore not be clicked;
instead a warning message was displayed and the user was required to enter the requested URL manually. The bug was caused by human
error BIB3IB4) e URL of " (whichexpandstoall URLs)wasmistakenly added tothe malware patterns file. 1321331

Google Doodles

Oncertain occasions, the logo on Google's webpage will change toaspecial version, knownasa "Google Doodle". Clicking on the Doodle links

(35](36] andothershavebeen

to a string of Google search results about the topic. The first was a reference to the BurningMan Festivalin 1998,
producedforthebirthdays ofnotablepeoplelike Albert Einstein, historical events like the interlocking Lego block's 50th anniversary and holidays
like Valentine's Day.m] Some Google Doodles have interactivity beyond a simple search, such as the famous "Google Pacman" version that

appeared on May 21,2010.

Google Caffeine

In August 2009, Google announced the rollout of a new search architecture, codenamed "Caffeine" %! The new architecture was designed to
return results faster and to better deal with rapidly updated information””! from services including Facebook and Twitter,*® Google developers noted
that most users would notice little immediate change, but invited developers to test the new search in its sandbox ! Differences noted for their
impact upon search engine optimization included heavier keyword weighting and the importance of the domain's age.[4l][42] The move was
interpreted in some quarters as a response to Microsoft's recent release of an upgraded version of its own search service, renamed Bing.[43]
Google announced completion of Caffeine on 8 June 2010, claiming 50% fresher results due to continuous updating of its index.[*"! With
Caffeine, Google moved its back-end indexing system away from MapReduce and onto BigTable, the company's distributed database

platform.[45] Caffeine is also based on Colossus, or GFS2,[46] an overhaul of the GFS distributed file system.[47]
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Privacy

Searches made by search engines, including Google, leave traces, raising concerns about privacy but sometimes facilitating the administration of
justice; murderers have been detected and convicted as a result of incriminating searches they made such as "tips with killing with a baseball
bat" 48]

A search can be traced in several ways. When using a search engine through a browser program on a computer, search terms and other
information will usually be stored on the computer by default, unless steps are taken to erase them. An Internet Service Provider may store records
which relate search terms to an IP address and a time. The search engine provider (e.g., Google) may keep logs with the same information®®”)
Whether such logs are kept, and accesstothembylaw enforcementagencies, issubjectto legislationand working practices; the law may mandate,

prohibit, or say nothing about logging of various types of information.

The technically knowledgeable and forewarned user can avoid leaving traces.

Encrypted Search

In May 2010 Google rolled out SSL-encrypted web search."% The encrypted search can be accessed at

encrypted.google. com[SI]

Instant Search

Google Instant, a feature that displays suggested results while the user types, was introduced in the United States on September 8,2010.Inconcert
with the Google Instant launch, Google disabled the ability of users to choose to see more than 10 search results per page. At the time of the

announcement Googleexpected Instanttosaveusers2to5 seconds in every search, collectively about 11 million seconds per hour.®? Search
engine marketing pundits speculate that Google Instant will have a greatimpact on local and paid search.[>*!

Instant Search can be disabled via Google's
l.[54]

preferences” menu, but autocomplete-style search suggestions now cannot be disabled; Google
confirm that this is intentiona

The publication 2600: The Hacker Quarterly has compiled a list of words that are restricted by Google Instant. (5] Theseare termsthe web giant's
newinstantsearch featurewillnotsearch. "/ Mosttermsare oftenvulgarand derogatoryinnature, butsomeapparentlyirrelevant searches
including"Myleak"areremoved. (57

Redesign

Inlate June2011, Google introduced anew look to the Google home page in order to boost the use of the Google+ social tools.1%®]

One of the major changes was replacing the classic navigation bar with a black one. Google's digital creative director Chris Wiggins explains:
"We'reworkingonaprojecttobringyouanewandimproved Googleexperience,andover thenextfewmonths, you'llcontinuetoseemoreupdates
toourlookandfeel. " The newnavigationbarhasbeen negatively received by a vocal minority.[60]
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International
Google is available in many languages and has been localized completely or partly for many countries. ") The interface hasalso

beenmadeavailable insome languages for humorous purpose:

+  Bork, bork, bork!

¢ Elmer Fudd

¢ Leetspeak

+ Klingon

+ PigLatin

¢ Pirate

Inadditionto themain URL Google.com, Google Inc. owns 160 domainnames for each of the countries/regionsin which it has been
localized "]

Search products

In addition to its tool for searching webpages, Google also provides services for searching images, Usenet newsgroups, news websites,
videos, searching by locality, maps, and items for sale online. In 2006, Google has indexed over 25 billion web pages,[62] 400 million
queries per day,[62] 1.3 billion images, and over one billion Usenet messages. It also caches much of the content that it indexes. Google
operates other tools and services including Google News, Google Suggest, Google Product Search, Google Maps, Google Co-op, Google
Earth, Google Docs, Picasa, Panoramio, Y ouTube, Google Translate, Google Blog Search and Google Desktop Search.

There are also products available from Google that are not directly search-related. Gmail, for example, is a webmail application, but still includes
search features; Google Browser Sync does not offer any search facilities, although it aims to organize your browsing time.

Also Google starts many new beta products, like Google Social Search or Google Image Swirl.

Energy consumption
Google claims that a search query requires altogether about 1 kJ or 0.0003 kw-h. 163
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Google Search

Google

Google

Google Search homepage

]

URL

Google.com
Commercial? Yes
Type of site Web search engine
Registration Optional

Available language(s) | Multilingual (124)

Owner Google

Created by SergeyBrinandLarryPage
Launched September 15, 1997[1]
Alexa rank 1 (March 2012)[2]
Revenue From AdWords
Current status Active

Google Search (or Google Web Search) is a web search engine owned by Google Inc. Google Search is the most-used search

engine on the World Wide Web,m receiving several hundred million queries each day through its various services.]

The order of search results on Google's search-results pages is based, in part, on a priority rank called a "PageRank". Google Search provides many
options for customized search, using Boolean operators such as: implied "AND" (if several concatenated search terms separated by spaces are
given, only pages containing all of them should be returned), exclusion ("-xx"), alternatives ("xx OR yy"), and wildcard ("x * x").[S]

The main purpose of Google Search is to hunt for textin Web pages, as opposed to other data, such as with Google Image Search. Google Search
was originally developed by Larry Page and Sergey Brinin 1997.18 Google Search provides at least 22 special features beyond the original word-
search capability.m These include synonyms, weather forecasts, time zones, stock quotes, maps, earthquake data, movie showtimes, airports,
home listings, and sports scores. There are special features for numbers, including ranges (70..73),[8] prices, temperatures, money/unit

gl

conversions ("10.5 cm in inches"), calculations ("3*4+sqrt(6)-pi/2"), package tracking, patents, area codes," and language translation of

displayed pages. In June 2011, Google introduced "Google Voice Search" and "Search by Image" features for allowing the users to search
words by speakingand by giving images.lg]

The frequency of use of many search terms have reached a volume that they may indicate broader economic, social and health trends.'") Data
about the frequency of use of search terms on Google (available through Google Adwords, Google Trends, and Google Insights for Search)

have been shown to correlate with flu outbreaks and
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unemployment levels and provide the information faster than traditional reporting methods and government surveys.

Search engine

PageRank

Google's rise to success was in large part due to a patented algorithm
called PageRank that helps rank web pages that match a given search

(11 when Google was a Stanford research project, it was

string.
nicknamed BackRub because the technology checks backlinks to determine
a site's importance. Previous keyword-based methods of ranking search
results, used by many search engines that were once more popular than
Google, would rank pages by how often the search terms occurred in the
page, or how strongly associated the search terms were within each
resulting page. The PageRank algorithm instead analyzes human-generated
links assuming that web pages linked from many important pages are
themselves likely to be important. The algorithm computes a recursive
score for pages, based on the weighted sum of the PageRanks of the
pages linking to them. PageRank is thought to correlate well with human
concepts of importance. In addition to PageRank, Google, over the
years, has added many other secret criteria for determining the ranking
of pages on result lists, reported to be over 200 different

[12]

indicators. The specifics of which are kept secret to keep spammers

at bay and help Google maintain an edge over its competitors globally.

Search results

The exact percentage of the total of web pages that Google indexes are notknown, as it is very difficult to accurately calculate. Google not only
indexes and caches web pages, but also takes "snapshots” of other file types, which include PDF, Word documents, Excelspreadsheets, Flash
SWE, plaintext files, and so on.[13]Except inthecase of text and SWF files, the cached version is a conversion to (X)HTML, allowing those
without the corresponding viewer application to read the file. Users can customize the search engine, by setting a default language, using the
"SafeSearch" filtering technology and set the number of results shown on each page. Google has been criticized for placing long-term cookies on
users' machines to store these preferences, a tactic which also enables them to track a user'ssearchtermsandretainthedataformorethanayear. For
any query, up to the first 1000 results can be shown with a maximum of 100 displayed per page. The ability to specify the number of results is
available onlyif"Instant Search"isnotenabled. If"Instant Search" isenabled, only 1 0resultsaredisplayed, regardless ofthissetting.
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Non-indexable data

Despite its immense index, there is also a considerable amount of data available in online databases which are accessible by means of
queries butnot by links. This so-called invisible or deep Webis minimally covered by Google and other search engines.[M] The deep Web
contains library catalogs, official legislative documents of governments, phonebooks, and other contentwhichis dynamically prepared to
respondtoaquery.

Google optimization

Since Google is the most popular search engine, many webmasters have become eager to influence their website's Google rankings. An industry
of consultants has arisen to help websites increase their rankings on Google and on other search engines. This field, called search engine
optimization, attemptsto discern patterns in search engine listings, and then develop a methodology for improving rankings to draw more searchers
to their client's sites. Search engine optimization encompasses both "on page" factors (like body copy, title elements, H1 heading elements and
image alt attribute values) and Off Page Optimization factors (like anchor text and PageRank). The general idea is to affect Google's relevance
algorithm by incorporating the keywords being targeted in various places "on page", in particular the title element and the body copy (note: the
higherup in the page, presumably the better its keyword prominence and thus the ranking). Too many occurrences of the keyword, however, cause
the page to look suspect to Google's spam checking algorithms. Google has published guidelines for website owners who would like to raise their
rankings when using legitimate optimization consultants. " It has been hypothesized, and, allegedly, is the opinionofthe owner of onebusiness
about which there has been numerous complaints, that negative publicity, for example, numerous consumer complaints, may serve as well to
elevate page rank on Google Search as favorable comments.'®! The particular problem addressed in The New York Times article, which
involved DecorMyEyes, was addressed shortly thereafter by an undisclosed fix in the Google algorithm. According to Google, it was not the
frequently published consumer complaints about DecorMyEyes which resulted in the high ranking but mentions on news websites of events
which affected the firm such as legal actions against it

Functionality

Google search consists of a series of localized websites. The largest of those, the google.com site, is the top most-visited website in the
world. "8 Some of its features include a definition link for most searches including dictionary words, the number of results you got on your
search, links to other searches (e.g. for words that Google believes to be misspelled, it provides a link to the search results using its proposed
spelling),and manymore.

Search syntax

Google's search engine normally accepts queries as asimple text, and breaks up the user's text into a sequence of search terms, which will usually
be words thatareto occur in the results, but one can also use Boolean operators, suchas: quotations marks (") foraphrase, aprefix suchas "+", "-"
for qualified terms (no longer valid, the '+ was removed from google on 10/19/1 1[19]), or one of several advanced operators, such as "site:".
The webpages of "Google Search Basics"> describe each of these additional queries and options (see below: Search options). Google's
Advanced Search web form gives several additional fields which may be used to qualify searches by such criteria as date of first retrieval. All
advanced queries transform to regular queries, usually with additional qualified term.
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Query expansion

Google applies query expansion to the submitted search query, transforming it into the query that will actually be used to retrieve results. As with
page ranking, the exact details of the algorithm Google uses are deliberately obscure, but certainly the following transformations are among
those that occur:

¢ Termreordering: in information retrieval this is a standard technique to reduce the work involved in retrieving results. This transformation is
invisible to the user, since the results ordering uses the original query order to determine relevance.
¢ Stemming isused to increase search quality by keeping small syntactic variants of search terms.!*!!

¢ Thereis alimited facility to fix possible misspellings in queries.

"I'm Feeling Lucky"

Google's homepage includes a button labeled "I'm Feeling Lucky". When a user types in a search and clicks on the button the user will be taken
directly to the first search result, bypassing the search engine results page. The thought is that if a user is "feeling lucky", the search engine will
return the perfect match the first time without having to page through the search results. However, with the introduction of Google Instant, it is not
possible to use the button properly unless the Google Instant function is switched off. According to a study by Tom Chavez of "Rapt", this

feature costs Google $110 millionayearas 1% of all searches use this feature and bypassall adveltising.[22]

OnOctober 30,2009, forsomeusers, the "I'mFeeling Lucky" button wasremoved from Google'smainpage, along with the regular search button.
Both buttons were replaced with a field that reads, "This space intentionally left blank." This text faded out when the mouse was moved on the
page, andnormal search functionality is achieved by filling in the search field with the desired terms and pressing enter. A Google spokesperson
explains, "This is just a test, and a way for us to gauge whether our users will like an even simpler search interface."®*! Personalized Google
homepages retained both buttons and their normal functions.

On May 21, 2010, the 30th anniversary of Pac-Man, the "I'm Feeling Lucky" button was replaced with a button reading the words "Insert
Coin". After pressing the button, the user would begin a Google-themed game of Pac-Man in the area where the Google logo would normally be.
Pressing the button a second time would begin a two-player version of the same game that includes Ms. Pacman for player 2. This
version can be accessed at www . google . com/pacman/ P asa permanent link to the page.

Rich Snippets

On 12 May 2009, Google announced that they would be parsing the hCard, hReview, and hProduct microformats and using themto populate

searchresult pages with what they called "Rich Snippets".[zs]

Special features

Besides themain search-engine feature of searching for text, Google Search has more than 22 "special features" (activated by entering any of

dozens of trigger words) when searching:[7][8][26]

+  weather — The weather conditions, temperature, wind, humidity, and forecast,m for many cities, can be viewed by typing"weather"alongwitha
cityforlargercitiesorcityandstate, U.S. zipcode, orcityandcountry forsmaller cities (such as: weather Lawrence, Kansas; weather Paris;
weather Bremen, Germany).

¢ stockquotes—The market data!"'fora specificcompany or fund canbe viewed, by typing theticker symbol (or
include "stock"), such as: CSCO; MSFT; IBM stock; F stock (lists Ford Motor Co.); or AIVSX (fund). Results show inter-day changes, or
S-year graph, etc. This does not work for stock names which are one letter long, such as Citigroup (C)orMacy's(M) (Fordbeingan
exception), orare commonwords, suchas Diamond Offshore (DO) or Majesco(COOL).
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¢ time—-Thecurrenttimein manycities(worldwide),[7]canbeviewedbytyping "time"andthenameofthecity (such as: time Cairo; time
Pratt, KS).

¢ sportsscores—Thescores andschedules,forsponsteams,l’”canbe displayedbytypingtheteamnameorleague
name into the search box.

* unit conversion— Measurements can be convened,m by entering each phrase, such as: 10.5 cm ininches; or 90 km inmiles

+ currencyconversion— A moneyorcurrency convertercanbe selected,l‘”bytypingthe namesorcurrencycodes
(listed by ISO 4217): 6789 Euro in USD; 150 GBP in USD; 5000 Yen in USD; 5000 Yuan in lira (the U.S. dollar can be USD or "US$" or
"$". while Canadian is CAD, etc.).

+ calculator— Calculationresultscanbedetermined,' ascalculatedlive, byenteringaformulainnumbersor
words,suchas: 6*77+pi+sqrt(e*3)/888plus0.45. Theuserisgiventheoptiontosearchfortheformula, after calculation. The calculator also
uses the unit and currency conversion functions to allow unit-aware calculations. Forexample,"(3 EUR/liter)/(40miles/gallon)inUSD/mile"
calculatesthedollarcostpermile forad0mpgcar with gas costing 3 euros a liter. The caret "*" raises a number to an exponent power, and
percentages are allowed ("40% of 300").[8] There is also some debate as to Google's calculation of (0. Many mathematicians believe that 0°0 is
undefined but Google's calculator shows the result as 1 21

*  numeric ranges — A set of numbers can be matched by using a double-dot between range numbers (70..73 or 90..100)tomatchany
positivenumberin therange,inclusive.[SlNegativenumbers aretreatedasusing exclusion-dash to not match the number.

+ dictionarylookup— A definitionforawordorphrasecan befound,mby entering "define" followedbyacolon and the word(s) to lookup
(such as, "define:philosophy")

+ maps—Somerelatedmapscanbe displayed,l‘” bytypinginthenameorU.S. ZIP code ofalocationand the word
"map" (such as: New York map; Kansas map; or Paris map).

+ movieshowtimes— Reviewsor film showtimes canbe listed forany movies playing nearby,[7]bytyping "movies" orthenameofany
currentfilmintothesearchbox. Ifaspecificlocationwassavedonaprevious search, thetop searchresultwill display showtimes
fornearby theaters forthatmovie.

¢ publicdata— Trendsforpopulation (orunemploymentrates)l’”can befoundforU.S. states& counties, by typing
"population" or "unemployment rate" followed by a state or county name.

+ real estate and housing — Home listings in a given area can be displayed,m using the trigger words "housing", "home", or "real estate"
followed by the name of a city or U.S. zip code.

+ traveldata/airports— Theflightstatus forarrivingordeparting U.S. flightscanbe displayed,l’/J bytypinginthe
nameoftheairlineandtheflightnumberintothesearchbox(suchas: Americanairlines 18). Delaysataspecific airportcanalsobe viewed (by
typing thename ofthe city orthree-letterairport code plus word "airport™).

+ packagetracking—Packagemailcan betracked!”! bytypingthetrackingnumberofaRoyalMail, UPS, FedExor
USPS package directly into the search box. Results will include quick links to track the status of each shipment.

¢ patent numbers— U.S. patents can be searched!"1%¢ by entering the word "patent" followed by the patent number into the search box (such as:
Patent 5123123).

+ areacode—Thegeographicallocation (foranyU.S. telephone areacode)!’ canbe displayedbytypinga3-digit
area code (such as: 650).

. synonymsearch—Asearchcanmatchwordssimilartothosespeciﬁed,[7]byplacingthetildesign(~) immediately in front of a
search term, such as: ~fast food.
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Search options

The webpages maintained by the Google Help Center have text describing more than 15 various search options.m] The Google operators:

+ OR - Search for either one, such as "price high OR low" searches for "price"” with "high" or "low".

¢+ "."—Search while excluding a word, such as "apple -tree" searches where word "tree” is notused.

+ "+"—(Removedon10/19/11 [19])Force inclusionofaword,suchas"Name+of+the Game" torequire the words
"of" & "the" to appear on a matching page.

¢+ ""_ Wildcard operator to match any words between other specific words. Some of the

query options are as follows:

128]

¢ define:-Thequeryprefix "define:" willprovideadefinition*"™ ofthewordslistedafterit.

+ stocks: — After "stocks:" the query terms are treated as stock ticker symbolsm] for lookup.

(8 guch as, site:www.acmeacme.com. The option "site:com" will

+ site:— Restrict the results to those websites in the given domain,
searchall domain URLsnamed with ".com" (no spaceafter "site:").

+ allintitle: — Only the page titles are searched'?®! (notthe remaining text on each webpage).

. intitle:-Preﬁxtosearchinawebpagetitle,[28]

anywhere (no space after "intitle:").

+ allinurl: — Only the page URL address lines are searched'® (not the text inside each webpage).

] inurl:-PreﬁxforeachwordtobefoundintheURL;[28]0therswordsarematchedanywhere,suchas"inurl:acme search" matches "acme" ina

URL, butmatches "search" anywhere (nospace after "inurl:").

The page-display options (or query types) are:

+ cache: — Highlights the search-words within the cached document, such as "cache:www.google.com xxx" shows cached content with word

"xxx" highlighted.

+  link:-Theprefix "link:"will listwebpagesthathavelinkstothespecifiedwebpage, suchas
"link:www.google.com" lists webpages linking to the Google homepage.

+ related: — The prefix "related:" will list webpages that are "similar" to a specified web page.

+  info:-Theprefix"info:" will display somebackgroundinformationabout onespecifiedwebpage, suchas, info:www.google.com.
Typically, the info is the first text (160 bytes, about 23 words) contained in the page, displayed in the style of aresults entry (for just
the 1 pageas matching the search).

+ filetype: — results will only show files of the desired type (ex filetype:pdf will return pdffiles)

Error messages

Some searches will give a403 Forbidden error with the text "We're sorry...

. but your query looks similar to automated requests from a computer
virus or spyware application. To protect our users, we can't process

your request right now.

the meantime, if you suspect that your computer or network has been
infected, you might want to run a virus checker or spyware remover to
make sure that your systems are free of viruses and other spurious

software.

Weapologizefortheinconvenience,andhopewe'llseeyouagainonGoogle." sometimes

followed by a CAPTCHA prompt.”%’)

suchas"intitle:googlesearch"willlistpageswithword"google" in title, and word "search”
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The screen was first reported in 2005, and was aresponse tothe heavy use of Google by
search engine optimization companies to check on ranks of sites they were optimizing. Go jgle
The message is triggered by high volumes of equests from a single IP address. Google 02, Trats an o

[29] The server encountered a temporary error and could not

apparentlyuses the Googlecookieaspartofitsdeterminationofrefusingservice. S R, .

In June 2009, after the death of pop superstar Michael Jackson, this message appeared T

. . Google's Server Error page
to many internet users who were searching Google

for news stories related to the singer, and was assumed by Google to be a DDoS attack, although many queries were submitted by legitimate

searchers.

January 2009 malware bug

Google flags search results with the message "This site may harm your computer" if the site is known to install malicious software in the
background or otherwise surreptitiously. Google does this to protect users against visiting sites that could harm their computers. For
approximately 40 minutes on January 31, 2009, a/l search results were mistakenly classified as malware and could therefore not be clicked;
instead a warning message was displayed and the user was required to enter the requested URL manually. The bug was caused by human
error. CIBHBAB3) The URL o (whichexpandstoall URLs) was mistakenly added tothe malware patterns file131132]

Google Doodles

Oncertain occasions, the logo on Google's webpage will change toaspecial version, known asa "Google Doodle". Clicking on the Doodle links

(34133 andothershave been

to a string of Google search results about the topic. The first was a reference to the BurningMan Festivalin 1998,
producedforthebirthdays ofnotablepeoplelike Albert Einstein, historical events like the interlocking Lego block's 50th anniversary and holidays
like Valentine's Day.[36] Some Google Doodles have interactivity beyond a simple search, such as the famous "Google Pacman" version that

appeared on May 21,2010.

Google Caffeine

In August 2009, Google announced the rollout of a new search architecture, codenamed "Caffeine" 7] The new architecture was designed to
return results faster and to better deal with rapidly updated information®®! from services including Facebook and Twitter.*” Google developers noted
that most users would notice little immediate change, but invited developers to test the new search in its sandbox **] Differences noted for their
impact upon search engine optimization included heavier keyword weighting and the importance of the domain's age.[40][41] The move was
interpreted in some quarters as a response to Microsoft's recent release of an upgraded version of its own search service, renamed Bing.[42]
Google announced completion of Caffeine on 8 June 2010, claiming 50% fresher results due to continuous updating of its index.[** With
Caffeine, Google moved its back-end indexing system away from MapReduce and onto BigTable, the company's distributed database

platform.[44] Caffeine is also based on Colossus, or GFS2,[45 1an overhaul of the GFS distributed file system.[46]
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Privacy

Searches made by search engines, including Google, leave traces, raising concerns about privacy but sometimes facilitating the administration of
justice; murderers have been detected and convicted as a result of incriminating searches they made such as "tips with killing with a baseball
bat" 47,

A search can be traced in several ways. When using a search engine through a browser program on a computer, search terms and other
information will usually be stored on the computer by default, unless steps are taken to erase them. An Internet Service Provider may store records
which relate search terms to an IP address and a time. The search engine provider (e.g., Google) may keep logs with the same information!*®!
Whether such logs are kept, and accesstothembylaw enforcementagencies, issubjectto legislationandworking practices; the law may mandate,

prohibit, or say nothing about logging of various types of information.

The technically knowledgeable and forewarned user can avoid leaving traces.

Encrypted Search

In May 2010 Google rolled out SSL-encrypted web search.*”) The encrypted search can be accessed at

encrypted.google. com[so]

Instant Search

Google Instant, a feature that displays suggested results while the user types, was introduced in the United States on September 8,2010. Inconcert
with the Google Instant launch, Google disabled the ability of users to choose to see more than 10 search results per page. At the time of the

announcementGoogleexpected Instanttosaveusers2to5 seconds in every search, collectively about 11 million seconds per hour.®! Search
engine marketing pundits speculate that Google Instant will have a great impact on local and paid search.*?

Instant Search can be disabled via Google's
153

preferences” menu, but autocomplete-style search suggestions now cannot be disabled; Google
confirm that this is intentiona
The publication 2600: The Hacker Quarterly has compileda list of words that are restricted by Google Instant. ¥ Thesearetermstheweb giant's

newinstantsearch featurewillnotsearch.*>**/Mosttermsare often vulgarand derogatoryinnature, butsomeapparentlyirrelevantsearches
including"Myleak" areremoved.">®!

Redesign

Inlate June 2011, Google introduced anew look to the Google home page in order to boost the use of the Google+ social tools.l>7

One of the major changes was replacing the classic navigation bar with a black one. Google's digital creative director Chris Wiggins explains:
"We'reworkingonaprojecttobringyouanewandimproved Googleexperience,andover thenextfewmonths, you'llcontinue toseemoreupdates
toourlookand feel."** Thenewnavigationbarhasbeen negatively received by a vocal minority.[”]
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International
Google is available in many languages and has been localized completely or partly for many countries. ™) The interface hasalso

beenmade available insome languages forhumorous purpose:

+  Bork, bork, bork!
¢+ Elmer Fudd

¢ Leetspeak

+ Klingon

+ PigLatin

¢ Pirate

Inadditiontothemain URL Google.com, Google Inc. owns 160 domainnames for each ofthe countries/regions in which it has been

localized [

Search products

In addition to its tool for searching webpages, Google also provides services for searching images, Usenet newsgroups, news websites,
videos, searching by locality, maps, and items for sale online. In 2006, Google has indexed over 25 billion web pages,[61] 400 million
queries per day,[61] 1.3 billion images, and over one billion Usenet messages. It also caches much of the content that it indexes. Google
operates other tools and services including Google News, Google Suggest, Google Product Search, Google Maps, Google Co-op, Google
Earth, Google Docs, Picasa, Panoramio, Y ouTube, Google Translate, Google Blog Search and Google Desktop Search.

There are also products available from Google that are not directly search-related. Gmail, for example, is a webmail application, but still includes
search features; Google Browser Sync does not offer any search facilities, although it aims to organize your browsing time.

Also Google starts many new beta products, like Google Social Search or Google Image Swirl.

Energy consumption
Google claims that a search query requires altogether about 1 kJ or 0.0003 kw-h. 162
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Cloaking

Cloaking is a search engine optimization (SEO) technique in which the content presented to the search engine spider is different from that
presented to the user's browser. This is done by delivering content based on the IP addresses or the User-Agent HTTP header of the userrequesting
the page. When a user is identified as a search engine spider, a server-side script delivers a different version of the web page, one that contains
content not presenton the visible page, orthatispresentbutnotsearchable. The purpose ofcloakingis sometimestodeceivesearchenginessothey
display the page when it would not otherwise be displayed (black hat SEO). However, it can also be a functional (thoughantiquated)technique
for informing search engines of content they would not otherwise be able to locate because itis embedded in non-textual containers such as
videoorcertain AdobeFlashcomponents.

As of 2006, better methods of accessibility, including progressive enhancement are available, so cloaking is not considered necessary by
proponents of that method. Cloaking is often used as a spamdexing technique, to try to trick search engines into giving the relevant site a higher
ranking; it can also be used to trick search engine users into visiting a site based on the search engine description which site turns out to have
substantially different, or even pornographic content. For this reason, major search engines consider cloaking for deception to be a violation of their

guidelines, and therefore, they delist sites when deceptive cloaking is reported.[1 213104]

Cloaking is a form of the doorway page technique.
Asimilartechniqueisalsousedonthe OpenDirectory Projectwebdirectory. Itdiffersinseveral ways fromsearch engine cloaking:

+ Itisintended to fool human editors, rather than computer search engine spiders.

¢ Thedecisiontocloakornotisoftenbaseduponthe HT TPreferrer, theuseragentorthevisitor'sIP; butmore advanced techniques can be also
based upon the client's behaviour analysis after a few page requests: the raw quantity, thesortingof,andlatencybetweensubsequentHTTP
requestssenttoawebsite'spages, plusthe presence of a check for robots.txt file, are some of the parameters in which search engines spiders
differ heavily fromanaturaluserbehaviour. ThereferrertellstheURLofthepageonwhichauserclickedalinktogettothe page. Some
cloakers will give the fake page to anyone who comes from a web directory website, since directory editorswillusuallyexaminesitesby
clickingonlinksthatappearonadirectorywebpage. Othercloakersgive the fake page to everyone except those coming from a major search
engine; this makes it harder to detect cloaking, whilenotcosting themmany visitors, since most people find websites by usingasearch
engine.

Black hat perspective

Increasingly, for a page without natural popularity due to compelling or rewarding content to rank well in the search engines, webmasters may be
tempted to design pages solely for the search engines. This results in pages with too many keywords and other factors that might be search
engine "friendly", but make the pages difficult for actual visitors to consume. As such, black hat SEO practitioners consider cloaking to be an
importanttechniquetoallow webmasterstosplittheireffortsand separatelytargetthesearchenginespidersandhumanvisitors.

In September 2007, Ralph Tegtmeier and Ed Purkiss coined the term "mosaic cloaking” whereby dynamic pages are constructed as tiles of content
and only portions of the pages, javascript and CSS are changed, simultaneously decreasing the contrast between the cloaked page and the
"friendly" page while increasing the capability for targeted delivery of content to various spiders and human visitors.
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Cloaking versus IP delivery

IP delivery can be considered a more benign variation of cloaking, where different content is served based upon the requester's IP address. With
cloaking, search engines and people never see the other's pages, whereas, with other uses of IP delivery, both search engines and people can see
the same pages. This technique is sometimes used by graphics-heavy sites that have little textual content for spiders to analyze.

One use of IP delivery is to determine the requestor's location, and deliver content specifically written for that country. This isn't necessarily
cloaking. For instance, Google uses IP delivery for AdWords and AdSense advertising programs to target users in different geographic
locations.

IP delivery is a crude and unreliable method of determining the language in which to provide content. Many countries and regions are
multi-lingual, or the requestor may be a foreign national. A better method of content negotiation is to examine the client's Accept-
Language HTTP header.

Aso0f2006, many sites have taken up IP deliveryto personalise content for theirregular customers. Many ofthetop 1000 sites, including sites like
Amazon (amazon.com), actively use IP delivery. None of these have been banned from search engines as their intent is not deceptive.

Notes

[1] "Ask.com Editorial Guidelines" (http://about.ask.com/en/docs/about/editorial_guidelines.shtml). About.ask.com. . Retrieved 2012-02-20.
[2] "Google's Guidelines on SEOs" (http://www.google.com/webmasters/seo.html). Google.com. 2012-01-24. . Retrieved 2012-02-20.

[3] "Google's Guidelines on Site Design" (http://www.google.com/webmasters/guidelines.html). Google.com. . Retrieved 2012-02-20.

[4] Yahoo! Search Content Quality Guidelines (http://help.yahoo.com/help/us/ysearch/deletions/deletions-05.html)
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Web search engine

A web search engine is designed to search for information on the World Wide Web and FTP servers. The search results are generally
presented in a list of results often referred to as SERPS, or "search engine results pages". The information may consist of web pages, images,
information and other types of files. Some search engines alsomine data available in databases or open directories. Unlike web directories, which
are maintained only by human editors, searchengines alsomaintainreal-time information by runningan algorithm ona web crawler.

History
Timeline (full list)
Year Engine Current status
1993 | W3Catalog Inactive
Aliweb Inactive
1994 | WebCrawler Active, Aggregator
Go.com Active, Yahoo Search
Lycos Active
1995 | AltaVista Inactive(URLredirectedto Yahoo!)
Daum Active
Magellan Inactive
Excite Active
SAPO Active
Yahoo! Active, Launched as a directory
1996 | Dogpile Active, Aggregator
Inktomi Acquired by Yahoo!
HotBot Active (lycos.com)
Ask Jeeves Active(ask.com, Jeeveswentaway)
1997 | Northern Light Inactive
Yandex Active
1998 | Google Active
MSN Search Active as Bing
1999 | AlltheWeb Inactive(URLredirectedto Yahoo!)
GenieKnows Active, rebranded Yellowee.com
Naver Active
Teoma Active
Vivisimo Inactive
2000 | Baidu Active
Exalead Acquired by Dassault Systémes
2002 | Inktomi Acquired by Yahoo!
2003 | Info.com Active
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2004

Yahoo! Search

A9.com

Sogou

2005

AOL Search

Ask.com Active

GoodSearch Active

SearchMe Closed

2006

wikiseek
Quaero

Ask.com Active

Live Search ActiveasBing, Launchedas
rebrandedMSN Search

ChaCha

Guruji.com

2007

wikiseek
Sproose
Wikia Search

Blackle.com

2008

Powerset
Picollator
Viewzi

Boogami
LeapFish
Forestle

VADLO

Duck Duck Go

2009

Bing

Yebol
Megafore
Mugurdy
Goby

2010

Black Google Mobile
Blekko
Cuil

Yandex

Yummly

2011

Interred

2012

Volunia
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During the early development of the web, there was a list of webservers edited by Tim Berners-Lee and hosted on the CERN webserver. One
historical snapshot from 1992 remains."! As more webservers went online the central list couldnot keepup. Onthe NCSA site new servers were
announcedunderthetitle "What'sNew!"

Thevery firsttoolused for searchingonthe Internetwas Archie.l*) The name stands for "archive" withoutthe"v".It was created in 1990 by Alan
Emtage, Bill Heelan and J. Peter Deutsch, computer science students at McGill University in Montreal. The program downloaded the
directory listings of all the files located on public anonymous FTP (File Transfer Protocol) sites, creating a searchable database of file names;
however, Archiedidnotindex the contents ofthesesitessincetheamountofdatawassolimiteditcouldbereadily searchedmanually.

The rise of Gopher (created in 1991 by Mark McCabhill at the University of Minnesota) led to two new search programs, Veronica and
Jughead. Like Archie, they searched the file names and titles stored in Gopherindex systems. Veronica (Very Easy Rodent-Oriented Net-
wide Index to Computerized Archives) provided a keyword search of most Gopher menu titles in the entire Gopher listings. Jughead
(Jonzy's Universal Gopher Hierarchy Excavation And Display) was atool for obtaining menu information from specific Gopher servers. While
the name of the search engine "Archie" was not a reference to the Archie comic book series, "Veronica" and "Jughead" are characters in the
series, thus referencing their predecessor.

In the summer of 1993, no search engine existed yet for the web, though numerous specialized catalogues were maintained by hand. Oscar
Nierstrasz at the University of Geneva wrote a series of Perl scripts that would periodically mirror these pages and rewrite them into a
standard format which formed the basis for W3Catalog,the web's first primitive search engine, released on September 2, 199314

In June 1993, Matthew Gray, then at MIT, produced what was probably the first webrobot, the Perl-based World Wide Web Wanderer, and used
it to generate an index called 'Wandex'. The purpose of the Wanderer was to measure the size of the World Wide Web, which it did until late 1995.
The web's second search engine Aliweb appeared in November 1993. Aliweb didnotuse a webrobot, butinstead depended onbeing notifiedby
websiteadministrators of the existence at each site of an index file in a particular format.

JumpStation (released in December 1993[5]) used awebrobotto find web pages and to build its index, and used a web formas the interface to its
query program. It was thus the first WWW resource-discovery tool to combine the three essential features of a web search engine (crawling,
indexing, and searching) as described below. Because of the limited resources available on the platform on which it ran, its indexing and hence
searching were limited to the titles and headings found in the web pages the crawler encountered.

One of the first "full text" crawler-based search engines was WebCrawler, which came out in 1994. Unlike its predecessors, it let users
search for any word in any webpage, which has become the standard for all major search engines since. It was also the first one to be widely
known by the public. Also in 1994, Lycos (which started at Carnegie Mellon University) was launched and became a major commercial
endeavor.

Soon after, many search engines appeared and vied for popularity. These included Magellan, Excite, Infoseek, Inktomi, Northern Light, and
AltaVista. Yahoo! was among the most popular ways for people to find web pages of interest, but its search function operated on its web directory,
rather than full-text copies of web pages. Information seekers could also browse the directory instead of doing a keyword-based search.

In1996, Netscape was looking to give asingle searchengine an exclusive deal to be the featured searchengine on Netscape's web browser. There
was so much interest that instead a deal was struck with Netscape by five of the major search engines, where for $5 million per year each search

engine would be in rotation on the Netscape search engine page. The five engines were Yahoo!, Magellan, Lycos, Infoseek, and Excite.[517]

Searchengines were alsoknown as some of the brighteststars in the Internetinvesting frenzy thatoccurred in the late 1990s.®1 Several companies
entered the market spectacularly, receiving record gains during their initial public offerings. Some have taken down their public search engine,
and are marketing enterprise-only editions, such as Northern Light. Many search engine companies were caught up in the dot-com bubble, a
speculation-drivenmarket
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boom that peaked in 1999 and ended in 2001.

Around 2000, Google's search engine rose to prominence. The company achieved better results for many searches with an innovation called
PageRank. This iterative algorithm ranks web pages based on the number and PageRank of other web sites and pages that link there, on the premise
that good or desirable pages are linked to more than others. Google also maintained a minimalist interface to its search engine. In contrast, many of
its competitors embedded a search engine in a web portal.

By 2000, Yahoo! was providing search services based on Inktomi's search engine. Yahoo! acquired Inktomi in2002, and Overture (which owned
AlltheWeb and AltaVista) in 2003. Yahoo! switched to Google's search engine until 2004, whenitlaunched its ownsearchenginebased on
thecombinedtechnologiesofitsacquisitions.

Microsoft first launched MSN Search in the fall of 1998 using search results from Inktomi. In early 1999 the site began to display listings from
Looksmart blended with results from Inktomi except for a short time in 1999 when results from AltaVista were used instead. In 2004,
Microsoft began a transition to its own searchtechnology, powered by its own web crawler (called msnbot).

Microsoft's rebranded search engine, Bing, was launched on June 1, 2009. On July 29,2009, Yahoo! and Microsoft finalized a deal in which
Yahoo! Search would be powered by Microsoft Bing technology.

How web search engines work

A search engine operates in the following order:

1. Web crawling
2. Indexing
3. Searching

World Wide
Web

Web search engines work by storing information about many Web pages

web pages, which they retrieve from the HTML itself. These
pagesareretrieved bya Web crawler (sometimes also known sl URLs | Multi-threaded
. EOLLET downloader

as aspider) Text and
— an automated Web browser which follows every link metadata

on the site. Exclusions can be made by the use of f—"

Queue [
robots.txt. The contents of each page are then analyzed I URLs
to determine how it should be indexed (for example,

Storage

words are extracted from the titles, headings, or special

fields called meta tags). Data about web pages High-level architecture of a standard Web crawler
arestored inan index database for use in later queries. A query can be asingle word. The purpose ofan index is to allow information to be found as
quickly as possible. Some search engines, such as Google, store all or part of the source page (referredtoasacache)aswellasinformationabout
the web pages, whereas others, such as AltaVista, store every word ofevery page they find. This cached page always holds the actual search text
sinceitistheonethat wasactuallyindexed,soitcanbeveryuseful whenthecontentofthe currentpagehasbeenupdatedandthesearch terms areno
longer in it. This problem might be considered to be a mild form of linkrot, and Google's handling of it increases usability by satisfying user
expectations that the search terms will be on the returned webpage. This satisfies the principle of least astonishment since the user normally
expects the search terms to be on the returned pages. Increased search relevance makes these cached pages very useful, even beyond the fact that
they may contain data that may no longer be available elsewhere.

When a user enters a query into a search engine (typically by using keywords), the engine examines its index and provides a listing of best-
matching web pages according to its criteria, usually with a short summary containingthe document's title and sometimes parts of the text. The
index is built from the information stored with the data and the
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method by which the information is indexed. Unfortunately, there are currently no known public search engines that allow documents to be searched
by date. Most search engines support the use of the boolean operators AND, OR and NOTto furtherspecify the searchquery. Booleanoperatorsare
forliteral searchesthatallowtheusertorefineand extendthetermsofthe search. Theenginelooksforthe wordsorphrasesexactly asentered. Some
search engines provide an advanced feature called proximity search which allows users to define the distance between keywords. There is also
concept-based searching where the research involves using statistical analysis on pages containing the words or phrases you search for. As well,
natural language queries allow the user to type a question in the same form one would ask it to a human. A site like this would be ask.com.

The usefulness of a search engine depends on the relevance of the result set it gives back. While there may be millions of web pages that
include a particular word or phrase, some pages may be more relevant, popular, or authoritative than others. Most search engines employ
methods to rank the results to provide the "best" results first. How a search engine decides which pages are the best matches, and what order the results
should be shown in, varies widely from one engine to another. The methods also change over time as Internet usage changes and new
techniques evolve. There are two maintypes of search engine thathave evolved: oneisasystem of predefinedand hierarchically ordered keywords
that humans have programmed extensively. The other is a system that generates an "inverted index" by analyzing texts itlocates. This second form
reliesmuch moreheavily onthe computeritselfto do the bulk of the work.

Most Web search engines are commercial ventures supported by advertising revenue and, as a result, some employ the practice of allowing
advertisers to pay money to have their listings ranked higher in search results. Those search engines which do not accept money for their search
engine results make money by running search related ads alongside the regular search engine results. The search engines make money every
timesomeoneclicksononeof these ads.

Market share
Search engine | Market share in May 2011 |\ 0o December 2010[9|
Google 82.80% 84.65%
Yahoo! 6.42% 6.69%
Baidu 4.89% 3.39%
Bing 391% 3.29%
Ask 0.52% 0.56%
AOL 0.36% 0.42%

Google's worldwide market share peaked at 86.3% in April 2010.11% Yahoo!, Bing and other search engines are more popular in the US
than in Europe.
According to Hitwise, market share in the U.S. for October 2011 was Google 65.38%, Bing-powered (Bing and Yahoo!) 28.62%, and the

remaining 66 search engines 6%. However, an Experian Hit wise report released in August 2011 gave the "success rate" of searches sampled in

July. Over80percentof Yahoo! and Bingsearchesresultedin the users visiting a web site, while Google's rate was just under 68 percent.[l 1
(12]

In the People's Republic of China, Baidu held a 61.6% market share for web search in July 2009.11%
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Search engine bias

Although search engines are programmed to rank websites based on their popularity and relevancy, empirical studies indicate various political,
economic, and social biases in the information they provide.[M][lS] These biases could be a direct result of economic and commercial processes (e.g.,
companies that advertise with a search engine can become also more popular in its organic search results), and political processes (.g., the removal of
search results in order to complywithlocal laws).[ 16]Google Bombingisoneexampleofanattempttomanipulatesearchresults forpolitical, social

or commercial reasons.
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Bing

Bing
The Bing homepage features an image or video that changes daily.
URL www.bing.com 1]
Slogan Bing and decide
Commercial? Yes
Type of site Web search engine
Registration Optional
Available language(s) 40 languages
Owner Microsoft
Created by Microsoft
Launched June 3, 2009
Alexa rank 26 (March 201212
Current status Active

Bing (formerly Live Search, Windows Live Search, and MSN Search) is a web search engine (advertised as a "decision
engine"m) from Microsoft. Bing was unveiled by Microsoft CEO Steve Ballmer on May 28,2009 atthe All Things Digital conference in San
Diego. It went fully online on June 3, 2009,[4] with a preview version released on June 1,2009.

Notable changes include the listing of search suggestions as queries are entered and a list of related searches (called "Explore pane") based on!
semantictechnology fromPowersetthatMicrosoftpurchased in2008.[¢!

On July 29, 2009, Microsoft and Yahoo! announced a deal in which Bing would power Yahoo! Search.”) All Yahoo! Search global
customersandpartnersareexpectedtohavemadethetransitionbyearly2012.[8]

In October 2011, Bing announced it is working on new back-end search infrastructure, with the goal of delivering faster and slightly more
relevant search results for users. Known as “Tiger,” the new index-serving technology has being incorporated into Bing globally, since
August2011.°)

History

MSN Search

MSN Search was a search engine by Microsoft that consisted of a search engine, index, and web crawler. MSN Search firstlaunched in the
third quarter of 1998 and used search results from Inktomi. In early 1999, MSN Search launched a version which displayed listings from
Looksmartblended with results from Inktomi except for ashort time in 1999 when results from AltaVista were used instead. Since then Microsoft
upgraded MSN Search to provide its own self-built search engine results, the index of which was updated weekly and sometimes daily. The
upgrade started as a beta program in November 2004, and came out of beta in February 2005. Image search was powered by a
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third party, Picsearch. The service also started providing its search results to other search engine portals in an effort to better compete in the
market.

Windows Live Search

The first public beta of Windows Live Search was unveiled on March 8, 2006, with the final release on September 11,2006 replacing MSN
Search. Thenew searchengineusedsearchtabsthatinclude Web, news, images, music, desktop, local, and MicrosoftEncarta.

In the roll-over from MSN Search to Windows Live Search, Microsoft stopped using Picsearch as their image search provider and started

performing their own image search, fueled by their own internal image search algorithms.[m]

Live Search

OnMarch 21,2007, Microsoft announced that it would separate its search developments from the Windows Live services family, rebranding
the service as Live Search. Live Search was integrated into the Live Search and Ad Platform headed by Satya Nadella, part of Microsoft's
Platform and Systems division. As part of this change, Live Search was merged with Microsoft adCenter.!"]

A series of reorganisations and consolidations of Microsoft's search offerings were made under the Live Search branding. On May 23, 2008,
Microsoft announced the discontinuation of Live Search Books and Live Search Academic and integrated all academic and book search
results into regular search, and as a result this also included the closure of Live Search Books Publisher Program. Soonafter, Windows Live Expo
was discontinued on July 31, 2008. Live Search Macros, a service for users to create their own custom search engines or use macros created by
other users, was also discontinued shortly after. On May 15, 2009, Live Product Upload, a service which allowed merchants to upload products
information onto Live Search Products, was discontinued. The final reorganisation came as Live Search QnA was rebranded as MSN QnA on
February 18,2009, however, it wassubsequently discontinued on May 21,2009.[12]

Microsoft recognised that there would be abrand issue as long asthe word "Live" remained in the name.!"*) Asan efforttocreateanew identity for
Microsoft'ssearchservices, LiveSearchwasofficiallyreplacedby BingonJune3, 2009141

Yahoo! search deal

OnJuly 29,2009, Microsoft and Yahoo! announced that they had made a 10-year deal in which the Yahoo! search engine wouldbe replacedby
Bing. Yahoo! will getto keep 88% of the revenue from all search ad sales on its site for the first five years of the deal, and have the right to sell
adverts on some Microsoft sites. Yahoo! Search will still maintain its own user interface, but will eventually feature "Powered by Bing™"
branding.“sl[m] All Yahoo! Search global customers and partners are expected to be transitioned by early 201 2 117

Market share

Before the launch of Bing, the marketshare of Microsoft web search pages (MSN and Live search) had been small but steady. By January 2011,
Experian Hitwise show that Bing's market share had increased to 12.8% at the expense of Yahoo and Google. Bing powered searches also
continued to have a higher "success rate" compared to Google, with more users clicking on the resulting links."® In the same period,
comScore’s “2010 U.S. Digital Year in Review” report showed that "Bing was the big gainer in year-over-year search activity, picking up
29% more searchesin 2010 thanitdid in2009." ) The Wall Street Journal notes the 1% jump in share "appeared to come at theexpenseofTival
Google Inc" 2l February 2011 Bing beatout Yahoo! for the firsttime ever in terms of search marketshare. Bing received 4.37% search share

while Yahoo! received3.93%accordingto StatCounter.*!]
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InMarch 2011, Bing-powered search accounts for over 30% of US searches, up 5% over February. In the same period, Google fell 39%.1%2]

Counting core searches only, i.e. those where the user has an intent to interact with the search result, Bing achieved a market share of 14.54% in the
second quarter of 2011 in the Us 21241

In December of 2011, Bing search queries overtook Yahoo for the first time ever. Bing's share of searches was 15.1% in December 2011,
as compared to Yahoo's, which fell to 14.5%. 23]

Features

Interface features

¢ Dailychangingofbackgroundimage. Theimagesaremostlyofnoteworthyplacesintheworld, thoughit sometimes displays animals,
people, and sports. The background image also contains information about the element(s) shown in theimage.

¢ Videohomepage for HTML-5enabled browsers onoccasional events, similartothe daily backgroundimages.

+  Images page shows the main picture from that day and four searches that refers to that image with three preview pictures per search term.

¢ Leftsidenavigationpane. Includesnavigationand, onresults pages, related searchesand priorsearches.

+ Rightsideextended preview which showsabigger view ofthe pageand gives URLsto links inside of the page.

+  Sublinks. On certain search results, the search result page also shows section links within the article (this is also done on other search
engines, including Google)

+  Enhanced view where third party site information can be viewed inside Bing.

+  Oncertainssites, search from within the website on the results page.

+  Oncertain sites, Bing will display the Customer Service number on the results page.

Media features

¢ Videothumbnail Preview where, by hovering overavideo thumbnail, the video automatically starts playing

+  Image search with continuous scrolling images results page that has adjustable settings for size, layout, color, style and people. (26]

+  Advanced filters - allow users to refine search results based on properties such as image size, aspect ratio, color or black and white, photo or
illustration, and facial features recognition
¢ Video search with adjustable setting for length, screen size, resolution and source

Instant answers

+  Sports. Bing can directly display scores from a specific day, recent scores from a league or scores and statistics on teams or players.
+  Finance. When entering acompany name or stock symbol and either stock or quote in the search box Bing will showdirectstock

7linawebslicethatuserscan

informationlikeastockchart, price, volume, andp/eratio
subscribe to.
¢+ Mathcalculations(e.g.,2 *pi*24).[28]Userscanentermathexpressionsinthesearchboxusingavarietyof math operators and

trigonometric functions™

and Bing will provide a direct calculation of the expression.

+  Advanced computations. Using the WolframAlpha computational engine, Bing can also give results to advanced mathproblems(e.g.lim
x/2xasx->2)andother WolframAlpharelatedqueries(e.g. caloriesinpizza).

+  Package tracking and tracing. When a user types the name of the shipping company and the tracking number, Bing will provide direct
tracking information.

+  Dictionary. When"define","definition" or"whatis" followed by awordisenteredinthe searchbox Bingwill show a direct answer

from the Encarta dictionary.
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¢ Spellcheck. Will change frequently misspelled search terms to the more commonly spelled alternative.

+  Best match (plus similarsites)

¢ Product shopping and "Bingcashback"

+  Health information

+  Flight tracking

+  Translate. Auto translation of certain search phrases, often with phrases including "translate" or "in English." For example, totranslate"me
llamo" fromSpanishtoEnglishyouwouldsimplytype "translate" me llamo in english andyouwillberedirectedtoasearchresultspage
withBing TranslatorwithyourtranslationfromSpanishto English.

Local info

¢ Current traffic information

+  Business listing

+  People listing

+  Collections

¢ Localized searching for restaurants andservices

+ Restaurant reviews

+  Moviesplayedinanarea. Whenacurrentmovietitleisenteredinthesearchbox Bingwillprovidelistingsof local theatersshowing the
movie. Whenacityisaddedtothe searchbox, Bingprovidesthemovielistings localized for thatcity.

+ Cityhotellistings. When'hotels'andacitynameisenteredinthesearchbox Bingcanprovidehotel listingswith a map. The listing leads to a
detail search page with the hotels listed that holds extended information on the hotels and contains links to reviews, directions reservations and
bird eye view of the hotel. On the page with the listings the list can be refined by settings on ratings, pricing, amenities, payment and parking

Integration with Hotmail

+ With Hotmail’s "Quick Add" feature, users can insert derivatives of Bing search results such as restaurant reviews, movie times,

images, videos,and maps directly into theire-mail messages.[30]

Integration with Facebook

+  Bing's search results can display one's Facebook friends when a Facebook account is linked with Bing via Facebook Connect.
+ Users have the option to send messages to their friends in the search results.

International

Bing is available in many languages and has been localized for many countries.[*!)

Languages in which Bing can find results
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+ Albanian
+  Arabic

+  Bulgarian
+  Catalan

+ Greek

+ Hebrew

* Portuguese (Brazil)
* Portuguese (Portugal)

+ Hungarian « Romanian

* Icelandic

* Russian

+  Chinese (Simplified and Traditional scripts) * Indonesian * Serbian (Cyrillic)

+ Croatian + Italian + Slovak

¢+ Czech + Japanese * Slovenian
+ Danish + Korean + Spanish

+  Dutch + Latvian + Swedish
¢ English(AmericanandBritish) * Lithuanian ¢ Tamil

¢+ Estonian + Malay + Thai

¢+ Finnish * Norwegian ¢ Turkish

+  French + Persian + Ukrainian
+  German + Polish * Vietnamese

Languages in which Bing can be displayed

+  Basque + German * Portuguese (Brazil)
+  Bulgarian + Greek * Portuguese (Portugal)
+  Catalan + Hindi * Romanian
+  Chinese (Simplified and Traditional scripts) « Hungarian ¢ Russian
+  Croatian + Icelandic + Serbian (Cyrillic)
¢+ Czech + Italian * Slovak
+  Danish + Japanese * Slovenian
+  Dutch + Korean * Spanish
¢ English(AmericanandBritish) + Latin * Swedish
+  Estonian + Latvian * Tamil
¢+ Finnish + Lithuanian ¢ Thai
+  French + Malay * Turkish
+  Galician * Norwegian ¢ Ukrainian
+  Polish * Vietnamese

Search products

. . . . . . . 32
In addition to its tool for searching web pages, Bing also provides the following search offermgs:[ ]
Service Description
Dictionary | Bing Dictionary enables users to quickly search for definitions of English words. Bing Dictionary results are based on Microsoft Encarta World English
Dictionary. In addition, Bing Dictionary also provides an audio player for users to hear the pronunciation of the dictionary words.
Entertainment | Bing Entertainment allow users to view and search for detailed information and reviews for music, movies, television shows, and video games. Bing
Entertainment partners with Microsoft Games to allow users to directly play online games within Bing Online Games.
Events Bing Events allow userstosearch forupcoming events from Zvents, anddisplays the dateandtime, venue details, brief description, as well as method to

purchase tickets for the events listed. Users can also filter the search results by date and categories.
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Finance Bing Financeenablesuserstosearchforexchangelistedstocksanddisplaystherelevantstockinformation,companyprofileand statistics, financial statements,
stock ratings, analyst recommendations, as well as news related to the particular stock or company. BingFinancealsoallow userstoview thehistorical dataofthe
particularstock, andallows comparison ofthe stocktomajor indices. Inaddition, Bing Finance also features ajavascript-based Stock screener, allowing
investors toquickly filter forvalue, contrarian, high-yield, and bargain investment strategies.

Health Bing Health refines health searches using related medical concepts to get relevant health information and to allow users to navigate complex medical
topics with inline article results from experts. This feature is based on the Medstory acquisition.

Images Bing Images enablestheusertoquicklysearchanddisplay mostrelevantphotosandimagesofinterest. Theinfinite scroll feature allows browsing a large number of
images quickly. The advance filters allows refining search results in terms of properties such as image size, aspectratio, color or black and white, photo or
illustration, and facial features recognition.

Local Bing Local searcheslocal business listings with business details andreviews, allowingusers to makemore informed decisions.

Maps Bing Maps enablestheusertosearch forbusinesses, addresses, landmarksandstreetnamesworldwide, and canselect froma road-mapstyleview,asatelliteview
orahybridofthetwo. Alsoavailableare"bird's-eye"imagesformanycitiesworldwide,and 3D mapswhichincludevirtual 3Dnavigationandto-scaleterrainand
3Dbuildings. Forbusinessusersitwillbeavailableas "Bing Maps For Enterprise".

News Bing News isanewsaggregatorandprovidesnewsresultsrelevanttothesearchquery fromawiderangeofonlinenewsand information services.

Recipe Bing Recipe allow users to search for cooking recipes sourced from Delish.com, MyRecipes.com, and Epicurious.com, and allow users to filter recipe results
based on their ratings, cuisine, convenience, occasion, ingredient, course, cooking method, and recipe provider.

Reference | Bing Reference semanticallyindexes Wikipediacontentand displaystheminanenhanced view within Bing. Italsoallow usersto input search queries that
resembles full questions and highlights the answer within search results. This feature is based on the Powerset acquisition.

Social Bing Social allowuserstosearchforandretrievereal-timeinformationfrom Twitterand Facebookservices. BingSocialsearch also provides "best match" and
"social captions" functionalities that prioritises results based on relevance and contexts. Only public feeds from the past 7 days will be displayed in Bing
Social search results.

Shopping | BingShoppingletsuserssearchfromawiderangeofonlinesuppliersandmarketer'smerchandise foralltypesofproductsand goods. This service also
integrates with Bing cashback offering money back for certain purchases made through the site. This feature is based on the Jellyfish.com acquisition, but
will be discontinued July 30,2010.
Translator | Bing Translator lets users translate texts or entire web pages into different languages.
Travel Bing Travel searches for airfare and hotel reservations online and predicts the best time to purchase them. This feature is based on the Farecast acquisition.
University | Bing UniversityallowuserstosearchforandviewdetailedinformationaboutUnited Statesuniversities, includinginformation such as admissions, cost,
financial aid, student body, and graduation rate.

Videos Bing Videos enablestheusertoquicklysearchandview videosonline fromvarious websites. The SmartPreview featureallows theusertoinstantly watchashort

previewofanoriginalvideo.Bing Videosalsoallowuserstoaccesseditorial videocontents from MSN Video.
Visual Search Bing Visual Search (now deprecated) allowed users to refine their search queries for structured results through data-grouping image galleries that
, o oo [33
resembles "large online catalogues", powered by Sllverhght[ I
Weather Bing Weatherallowuserstosearchforthelocalweatherforcitiesaroundtheworld, displayingthecurrentweatherinformation andalsoextended weather
forecasts forthenext 10days. Weatherinformationare provided by Intellicastand Foreca.
Wolfram Bing Wolfram Alpha allowuserstodirectly enter factual queries within Bingand provides answers and relevantvisualizations fromacoreknowledgebaseof

Alpha curated, structureddataprovidedby Wolfram Alpha. Bing Wolfram Alphacanalsoanswer mathematical and algebraicquestions.

xRank Bing xRank allowed users to search for celebrities, musicians, politicians and bloggers, read short biographies and news about them, and track their trends
or popularity rankings. As of October 2010, this feature was shut down.
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Webmaster services

Bing allows webmasters to manage the web crawling status of their own websites through Bing Webmaster Center. Additionally, users may also
submit contents to Bing via the following methods:

+ Bing Local Listing Center allow businesses to add business listings onto Bing Maps and Bing Local
+ Soapbox on MSN Video allow users to upload videos for searching via Bing Videos

Mobile services

Bing Mobile allow users to conduct search queries on their mobile devices, either via the mobile browser or a downloadable mobile

application. In the United States, Microsoft also operates a toll-free number for directory assistance called Bing41 1.2

Developer services

Bing Application Programming Interface enables developers to programmatically submit queries and retrieve results from the Bing Engine.
http://www bing.com/developers

Tousethe Bing APIdevelopershavetoobtainan ApplicationID, http://www.bing.com/developers/createapp. aspx

Bing API can be used with following protocols:

+ XML

+ JSON

+ SOAP

Query examples:

+  http://api.bing.net/xml.aspx?Appld=YOUR_APPID&Version=2.2&Market=en-US&Query=YOUR_QUERY&Sources=web+spe
*  http://api.bing.net/json.aspx?Appld=YOUR_APPID& Version=2.2&Market=en-US&Query=Y OUR_QUERY &Sources=web+spe
+  http://api.bing.net/search.wsdl? AppID=Y ourAppld& Version=2.2

Other services

BingTweets is a service that combines Twitter trends with Bing search results, enabling users to see real-time information about the
hottest topics on Twitter. The BingTweets service was initiated on July 14, 2009 in a partnership between Microsoft, Twitter and
Federated Media.l*¥

Bing Rewards is a service that allows users to earn points for searching with Bing. These points can be redeemed for various products such
as electronics, multimedia and gift cards.

Toolbars, gadgets and plug-ins

Toolbars

Both Windows Live Toolbar and MSN Toolbar will be powered by Bing and aim to offer users a way to access Bing search results. Together
with the launch of Bing, MSN Toolbar 4.0 will be released with inclusion of new Bing-related features such as Bing cashback offer
alerts.*?! (See "Bing Rewards")

Gadgets

The Bing Search gadgetisa Windows Sidebar Gadgetthatuses Bing Searchto fetch theuser'ssearchresults and render them directly in the gadget.
Another gadget, the Bing Maps gadget, displays real-time traffic conditions using Bing Maps.[3 51 The gadget provides shortcuts to driving
directions, local search and full-screen traffic view of major US and Canadian cities, including Atlanta, Boston, Chicago, Denver, Detroit,
Houston, Los Angeles, Milwaukee,
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Montreal, New York City, Oklahoma City, Ottawa, Philadelphia, Phoenix, Pittsburgh, Portland, Providence, Sacramento, Salt Lake City,
San Diego, San Francisco, Seattle, St. Louis, Tampa, Toronto, Vancouver, and Washington, D.C.

Prior to October 30, 2007, the gadgets were known as Live Search gadget and Live Search Maps gadget; both gadgets were
removed from Windows Live Gallery due to possible security concerns.*®! The Live Search Maps gadget was made available for download
again on January 24, 2008 with the security concern addressed. 7! However around the introduction of Bing in June 2009 both gadgets have
beenremovedagain for download from Windows Live Gallery.

Accelerators
Accelerators allow users to access Bing features directly from selected text in a webpage. Accelerators provided by the Bing team include:

+  Bing Translator
+ Bing Maps
+ Bing Shopping

Web Slices

Web Slices can be used to monitor information gathered by Bing. Web Slices provided by the Bing team include:

+ Weather from Bing
+ Finance from Bing
+  Traffic from Bing

Plug-ins

The Bing team provides an official Bing Firefox add-on, which adds search suggestions to the Firefox search box from Bing.m]

Marketing and advertisements

Live Search
Since 2006, Microsoft had conducted a number of tie-ins and promotions for promoting Microsoft's search offerings. These include:

+  Amazon's A9 search service and the experimental Ms. Dewey interactive search site syndicated all search results from Microsoft's then
search engine, Live Search. This tie-in started on May 1,2006.

¢ SearchandGive-apromotional websitelaunchedon 17 January 2007 whereallsearches done fromaspecial portal site would lead to a
donation to the UNHCR's organization for refugee children, ninemillion.org. Reuters AlertNet reported in 2007 that the amount to be donated
would be $0.01 per search, with a minimum of $100,000
and a maximum of $250,000 (equivalent to 25 million searches).l”J According to the website the service was
decommissioned on June 1, 2009, having donated over $500,000 to charity and schools.[**]

¢ ClubBing-apromotional websitewhereuserscanwinprizesby playing wordgamesthatgeneratesearch queries on Microsoft's then
search service Live Search. This website began in April 2007 as Live Search Club.

+  Big Snap Search - a promotional website similar to Live Search Club. This website began in February 2008, but was discontinued shortly
after. !

+  Live Search SearchPerks! - a promotional website which allowed users to redeem tickets for prizes while using Microsoft's search engine.

This website began on October 1, 2008 and was decommissioned on April 15,2009.
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Debut

Bing's debut featured an $80 to $100 million online, TV, print, and radio advertising campaign in the US. The advertisements do not mention
other search engine competitors, such as Google and Yahoo, directly by name; rather, they attempt to convince users to switch to Bing by focusing

on Bing's search features and functionality.[42] The ads claim that Bing does a better job countering "search overload" !

Bing Rewards

Launched by Microsoft in September 2010, Bing Rewards provides credits to users through regular Bing searches and special promotions.[M]

These credits are then redeemed for various products including electronics, gift cards and charitable donations.**) Initially, participants in the
programwererequiredtodownloadandusethe Bing Bar for Internet Explorer in order to earn credits; however, this is no longer the case, and the
service now works with all major browsers.*®) The Bing Rewards program is similar to two earlier services, SearchPerks! and Bing Cashback,
which have now beendiscontinued.

The Colbert Report

During the episode of The Colbert Report that aired on June 8, 2010, Stephen Colbert stated that Microsoft would donate $2,500 to help
clean up the Gulf oil spill each time he mentioned the word "Bing" on air. Colbert mostly mentioned Binginout-of-contextsituations,suchas
Bing Crosby and Bing cherries. By theend of the show, Colbert had said the word 40 times, for a total donation of $100,000. Colbert poked funat
theirrivalry with Google, stating "Bing is a great website for doing Internet searches. [ know that, because I Googled it "[47I048]

Los Links Son Malos

An advertising campaign during 2010, Los Links Son Malos (English: The Links are Bad), took the form of a Mexicantelenovela,
withpeopleconversinginSpanish, subtitledinEnglish. Init, somebodyridesinonahorseand takesawomanaway when he showsherhow easy
Bingistouseinorderto getmovieticketsortravel.

Search deals

AsofOpera 10.6, Bing has been incorporated into the Opera browser, but Google is still the default search engine. Bing will also be incorporated

n[50]

intoall future versions of Opera.[49] MozillaFirefox has made adeal with Microsoft tojointlyrelease"FirefoxwithBing", aneditionofFirefox

where Bing has replaced Google as the default search engine. (S1652] However, the default edition of Firefox still has Google as its default search

engine, buthasincluded Bing in its default list of search providers since Firefox version 403

Inaddition, Microsoftalsopaid Verizon Wireless $550million USD® touse Bingasthe defaultsearch provideron Verizon's Blackberry, and in
turn, have Verizon "turn off" (via Blackberry service books) the other search providers available. Though users can still access other search

engines viathemobile browser.>!

Name origin

Through focus groups, Microsoftdecided thatthe name Bing was memorable, short, easy tospell, andthatitwould functionwell asa URL around
theworld. The wordwould remindpeopleofthe sound made during "the momentof discovery and decision making."[56] Microsoft was assisted by
branding consultancy Interbrand in their search for the best name for the new search engine.[57] The name also has strong similarity to the word
'bingo', which is used to mean that something sought has been found or realized, as is interjected when winning the game Bingo. Microsoft
advertising strategist David Webster originally proposed the name "Bang" for the same reasons the name Bing was ultimately chosen (easy to
spell, one syllable, and easy to remember). He noted, "It's there, it's an exclamation point [...]It'sthe opposite ofaquestionmark." Thisname was
ultimatelynotchosenbecauseitcouldnotbeproperlyused
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as a verb in the context of an internet search.[>®!

Accordingtothe Guardian "[Microsoft] hasn'tconfirmedthatitstands recursively for Bing IsNot Google, butthat's the sort of joke software
engineers enjoy.”[59] Qi Lu, president of Microsoft Online Services, also announced that Bing's official Chinese name is bi ying (simplified

Chinese: # M ;traditional Chinese: £ & ), which literally means "very certain to respond" or "very certain to answer" in Chinese. ¢
y Ty p Ty

WhilebeingtestedinternallybyMicrosoftemployees, Bing'scodenamewasKumo(< b ),[6l]whichcamefromthe Japanesewordforspider
g ;< b kumo)aswellascloud (E ;< b ,kumo), referringtothemannerinwhich searchengines "spider" Internetresourcesto
addthemtotheirdatabase,aswellascloudcomputing.

Legal challenges

OnJuly 31,2009, The Laptop Company, Inc. released a pressrelease stating that itis challenging Bing's trademark application, alleging that Bing
may cause confusion in the marketplace as Bing and their product BongoBing both do online product search.%?) Software company TeraByte
Unlimited, which has a product called Bootlt Next Generation (abbreviated to BING), also contended the trademark application on

similar grounds, as did a Missouri-based design company called Bing! Information Design.[63]

Microsoft contends that claims challenging its trademark are without merit because these companies filed for U.S. federal trademark
applications only after Microsoft filed for the Bing trademark in March 2009.64

Adult content

Video content

Bing'svideosearchtool hasapreview mode that couldpotentially be used to preview pornographic videos[*) By simply turning off safe search,
users can search for and view pornographic videos by hovering the cursor over a thumbnail, since the video and audio, in some cases, are
cached on Microsoft's Server.

Since the videos are playing within Bing instead of the site where they are hosted, the videos are not necessarily blocked by parental control
filters. Monitoring programs designed to tell parents what sites their children have visitedare likely tosimplyreport "Bing.com" instead ofthe
sitethatactuallyhoststhevideo. Thesamesituationcan besaidaboutcorporate filters, many of whichhave beenfooledbythis feature. **/Usersdo

notneedtoleaveBing's site to view thesevideos. 6768

Microsoftresponded inablogpostonJune4,2009,withashontennwork-around.[69]Byadding“&adlt=strict” to theend ofaquery, nomatter
whatthesettingsare for thatsessionit will returnresultsasifsafesearch weresetto strict. The query wouldlook likethis: http://www bing.com/
videos/search?q=adulttermgoeshere&adlt=strict (case sensitive).

On June 12, 2009, Microsoft announced two changes regarding Bing's Smart Motion Preview and SafeSearch features. All potentially
explicit content will be coming from a separate single domain, explicit.bing.net. Additionally, Bing will also return source URL
information in the query string for image and video contents. Both changesallow both homeusers and corporate usersto filter content by domain

regardlessofwhatthe SafeSearch settings might be.[70)
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Regional censorship

Bing censors results for adult search terms for some of the regions including India, People's Republic of China, Germany and Arab
countries."!) This censoring is done based on the local laws of those countries.["” However, Bing allows users to simply change their
country/region preference to somewhere without restrictions — such as the United States, United Kingdom or Republic of Ireland — to
sidestep this censorship.

Criticism

Censorship

Microsoft has been criticized for censoring Bing search results to queries made in simplified Chinese characters, used in mainland China. This s
done to comply with the censorship requirements of the government in China.") Microsoft has not indicated a willingness to stop censoring
search results in simplified Chinese characters in the wake of Google'sdecisiontodo s0.74l Allsimplified Chinese searches in Bingare censored
regardlessoftheuser's countly.[75]

Performance issues

Bing has been criticized for being slower to index websites than Google. It has also been criticized for not indexing some websites at
211 76177178)

Copying Google's results

Bing has been criticized by competitor Google, for utilizing user input via Internet Explorer, the Bing Toolbar, or Suggested Sites, to add
results to Bing. After discovering in October 2010 that Bing appeared to be imitating Google's auto-correct results for amisspelling, despite
not actually fixing the spelling of the term, Google set up a honeypot, configuring the Google search engine to return specific unrelated results for
100 nonsensical queries such as hiybbprqag.[79] Overthenextcouple of weeks, Google engineers entered the searchterminto Google, while using
Microsoft Internet Explorer, with the Bing Toolbar installed and the optional Suggested Sites enabled. In 9 out of the 100 queries, Bing later started
returning the same results as Google, despite the only apparent connection between the result and search term being that Google's results

connected the two.[*181]

Microsoft's response to this issue, coming from a company's spokesperson, was clear: "We do not copy Google's results." Bing's Vice
President, Harry Shum, later reiterated that the search result data Google claimed that Bing copied had in fact come from Bing's very own users.
Shum further wrote that “we use over 1,000 different signals and featuresin ourrankingalgorithm. A smallpiece ofthatisclickstream datawe get
from some of our customers, who opt-in to sharing anonymous data as they navigate the web in order to help us improve the experience for all
users." ®¥ Microsoft commented that clickstream data from customers who had opted in was collected, but said that it was just a small piece of over
1000 signals used in their ranking algorithm, and that their intention was to learn from their collective customers. They stated that Bing was not
intended to be a duplicate of any existing search engines.[83] Representatives for Google have said the company simply wants the practice to

stop.[80]
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Ask (sometimes known as Ask Jeeves) is a Q&A focused search engine founded in 1996 by Garrett Gruener and David Warthen in
Berkeley, California. The original software was implemented by Gary Chevsky from his own design. Warthen, Chevsky, Justin Grant, and
others built the early AskJeeves.com website around that core engine.

Three venture capital firms, Highland Capital Partners, Institutional Venture Partners, and The RODA Group were early investors.*] Ask comis
currently owned by InterActiveCorp under the NASDAQ symbol IACL. In late 2010, facing insurmountable competition from Google, the
company outsourced its web search technology to an unspecified third party and returned to its roots as a question and answer site. ] Doug
Leeds wasappointed from president to CEO in January 201 1.5

History

Ask.com was originally known as Ask Jeeves, where "Jeeves" is the name of the "gentleman's personal gentleman”, or valet, fetching answers to
any question asked. The character was based on Jeeves, Bertie Wooster's fictional valet from the works of P. G. Wodehouse.

The original idea behind Ask Jeeves was to allow users to get answers to questions posed in everyday, natural language, as well as traditional
keyword searching. The current Ask.com still supports this, with added support for math, dictionary, and conversion questions.
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In 2005, the company announced plans to phase out Jeeves. On February 27,

i

2006, the character disappeared from Ask.com, and was stated to be "going in to

retirement." The U.K /Ireland edition of the website, at uk.ask.com [6], prominently
brought the character back in 2009.

InterActiveCorp owns a variety of sites including country-specific sites for UK,
Germany, Italy, Japan, the Netherlands, and Spainalong with Ask Kids [7], Teoma (now
ExpenRank[S]) and several others (see this page for a complete list). On June 5, 2007
Ask comrelaunchedwitha 3D look !

On May 16, 2006, Ask implemented a "Binoculars Site Preview" into its search
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results. On search results pages, the "Binoculars" let

S : qursme@knm}@mﬁ@ae they could visit with a mouse-over activating screenshot pop-up.lluJ

[}
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In December 2007, Ask released the AskEraser feature,[“] allowing users to opt-out from tracking of search queries and IP and cookie values.
They also vowed to erase this data after 18 months if the AskEraser option is not set. HTTP cookies must be enabled for AskEraser to
function. 113!

On July 4, 2008 InterActiveCorp announced the acquisition of Lexico Publishing Group, which owns Dictionary.com,

Thesaurus.com, and Reference.com [4I(1%]

On July 26, 2010, Ask.com released a closed-beta Q&A service. The service was released to the public on July 29, 2010.1") Ask com
launched its mobile Q&A app for the iPhone in late 201 ol

Corporate details

Ask Jeeves, Inc. stock traded on the NASDAQ stock exchange from July 1999 to July 2005, under the ticker symbol ASKJ. In July 2005, the
ASK]J ticker was retired upon the acquisition by InterActiveCorp, valuing ASKJ at US$1.85 billion.

Ask Sponsored Listings

Ask Sponsored Listings is the search engine marketing tool offered to advertisers to increase the visibility of their websites (and subsequent
businesses, services, and products) by producing more prominent and frequent search engine listing.

Ask Toolbar

The Ask Toolbar is a web-browser add-on that can appear as an extra bar added to the browser's window and/or menu. It is often installed
during the process of another installation; Ask.com has entered into partnerships with some software security vendors, whereby they are paid to
distributethetoolbaralongside theirsoftware.

Marketing and promotion

Information-revolution.org campaign

In early 2007, a number of advertisements appeared on London Underground trains warning commuters that 75% of all the information on the

web flowed through one site (implied to be Google), with a URL for www.information-revolution.org.[18]
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Advertising

Apostolos Gerasoulis, the co-creator of Ask's Teoma algorithmic search technology, starred in four television advertisements in 2007,
extolling the virtues of Ask.com's usefulness for information relevance.!”) There was a Jeeves balloon in the 2001 Macy's Thanksgiving
Day Parade.

NASCAR sponsorship

On a January 14, 2009, Ask.com became the official sponsor of NASCAR driver Bobby Labonte's No.96 car. Ask would become the official
search engine of NASCAR % Ask com will be the primary sponsor for the No. 96 for 18 of the first 21 races and has rights to increase this to a
total 0f 29 races this season.”*! The Ask.com car debuted in the 2009 Bud Shootout where it failed to finish the race but subsequently has come

back strong placing as high as Sth in the March 1, 2009 Shelby 427 race at Las Vegas Motor Speedway.m] Ask.com's foray into NASCAR is

the first instance of its venture into what it calls Super Verticals.?’)

The Simpsons

On January 15th 2012, The Simpsons episode "The D'oh-cial Network" referenced Ask Jeeves as an "Internet failure" at Lisa Simpson's
trial (due to her website called "SpringFace" causing 35 deaths due to citizens of Springfield being too preoccupied with SpringFace to pay
attention to anything else, causing various accidents around the city).
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Type of site Search Engine
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Launched March 1, 1995

Alexa rank 4(November201 l)[z]
Current status Active

Yahoo! Search isawebsearch directory, owned by Yahoo! Inc. and was as of December 2009, the 2nd largest searchdirectory onthe web

by query volume, at6.42%, after its competitor Google at85.35%andbefore Baiduat 3.67%, according to NetApplications.m

Yahoo! Search, originally referred toas Yahoo! provided Searchinterface, would send queriestoasearchable index of pages supplemented with
its directory of sites. The results were presented to the user under the Yahoo! brand. Originally, none of the actual web crawling and
storage/retrieval of data was done by Yahoo! itself. In 2001 the searchable index was powered by Inktomi and later was powered by
Google until 2004, when Yahoo! Search became independent.

OnJuly 29,2009, Microsoft and Yahoo! announced a deal in which Bing would power Yahoo! Search./ All Yahoo! Search global customers
and partners are expected to be transitioned by early 2012. “

Search technology acquisition
Seeking to provide its own search engine results, Yahoo! acquired their own search technology.

In2002, they bought Inktomi, a "behind the scenes" or OEM search engine provider, whose results are shown on other companies' websites and
powered Yahoo! in its earlier days. In 2003, they purchased Overture Services, Inc., which owned the AlltheWeb and AltaVista search engines.
Initially, even though Yahoo! owned multiple search engines,theydidn'tusethemonthemainyahoo.comwebsite, butkeptusingGoogle'ssearch
engineforitsresults.

Starting in 2003, Yahoo! Search became its own web crawler-based search engine, with a reinvented crawler called Yahoo! Slurp. Yahoo! Search
combined the capabilities ofallthe searchengine companiesthey hadacquired, with its existing research, and put them into a single search engine.
The new search engine results were included in all of Yahoo!'s sites that had a web search function. Yahoo! also started to sell the search
engine results to other companies, to show on their own web sites. Their relationship with Google was terminated at that time, with the
former partners becoming each other's main competitors.
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InOctober 2007, Yahoo! Search wasupdated witha more modern appearance in line with the redesigned Yahoo! home page. Inaddition, Search

Assist wasadded; which provides real-time query suggestions and related concepts as they aretyped.

InJuly 2008, Yahoo! Searchannounced the introductionofanew service called "Build Your Own Search Service," or BOSS. This service opens

thedoors for developerstouse Yahoo!'s system for indexing information and images and create their own custom search engine.

(5]

In July 2009, Yahoo! signed a deal with Microsoft, the result of which was that Yahoo! Search would be powered by Bing. This is now in

effect

Yahoo! Search blog and announcements

The team at Yahoo! Search frequently blogged about search announcements, features, updates and enhancements. The Yahoo! Search Blog,

as stated provided 4 look inside the world of search from the people at Yahoo!. 6] This included index updates named

Weather Updates and their Yahoo! Search Assist feature.

International presence

Yahoo! Search also provided their search interface in at least 38 international
markets and a variety of available languages.[7] Yahoo! has a presence in Europe, Asia
andacross the Emerging Markets.

Languages
¢+ Arabic * Greek * Portuguese
+  Bulgarian * Hebrew * Romanian
+  Catalan * Hungarian « Russian
¢+ Chinese (Simplified) ¢ Icelandic * Serbian
¢+ Chinese (Traditional) * Indonesian ¢ Slovak
¢+ Croatian « Italian « Slovenian
¢+ Czech * Japanese * Spanish
¢+ Danish « Korean * Swedish
+  Dutch * Latvian * Tagalog
+  English « Lithuanian * Thai
+  Estonian * Malay « Turkish
¢+ Finnish * Norwegian ¢ Vietnamese
+  French * Persian

+  German « Polish

Yahoo UK homepage
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Search results

Yahoo! Search indexed and cached the common HTML page formats, as well as several of the more popular file-types,suchasPDF,Excel
spreadsheets, PowerPoint, Word documents, RSS/XML and plain text files. For some of these supported file-types, Yahoo! Search provided
cached links on their search results allowing for viewing of these file-types in standardHTML.

Usingthe Advanced Search interface or Preferences settings, Yahoo! Searchallowed the customizationof search results and enabling of certain

settings such as: SafeSearch, Language Selection, Number of results, Domain restrictions, etc [*]

For a Basic and starter guide to Yahoo! Search, they also provided a Search Basics tutorial.*)
In 2005, Yahoo! began to provide links to previous versions of pages archived on the Wayback Machine.['%)

In the first week of May 2008, Yahoo! launched a new search mash up called Yahoo! Glue, which is in beta testing.

Selection-based search

On June 20, 2007, Yahoo! introduced a selection-based search feature called Yahoo! Shortcuts. When activated this selection-based search feature
enabled users to invoke search using only their mouse and receive search suggestions in floating windows while remaining on Yahoo! properties
such as Yahoo! Mail. This feature was only active on Yahoo web pages or pages within the Yahoo! Publisher Network. Yahoo! Shortcuts
requiredthe content-owner to modify the underlying HTML of his or her webpage to call out the specific keywords to be enhanced. The
technology for context-awareselection-based search on Yahoo pages was first developed by Reiner Kraft!!

SearchScan

On May 11, 2008, Yahoo! introduced SearchScan. If enabled this add-on/feature enhanced Yahoo! Search by automatically alerting

users of viruses, spyware and spam websites.[!?]

Search verticals

Yahoo! Search provided the ability to search across numerous vertical properties outside just the Web at large. These included Images, Videos,

Local, Shopping, Yahoo! Answers, Audio, Directory, Jobs, News, Mobile, Travel and various other services as listed on their 4bout

Yahoo! Search page.[m
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Tim Berners-Lee

Sir
Tim Berners-Lee
OM, KBE, FRS, FREng, FRSA

Berners-Lee in 2010

+ Mary Lee Woods

Born Tim Berners-Lee 8
June 1955[ y .
London, England * k
Residence Massachusetts, U.S.[l]
Nationality | English
Alma mater | Queen's College, Oxford
Occupation | Computer scientist
Employer |+ World Wide WebConsortium
+ University of Southampton
Known for |+ Inventing the World WideWeb
¢+ Holder of the 3Com Founders Chair at MIT's Computer Science and Artificial Intelligence Laboratory
Title Professor
Religion Unitarian Universalism
Spouse Nancy Carlson
Parents +  Conway Berners-Lee

Website

www.w3.org/People/Berners-Lee/ 21

Sir Timothy John "Tim" Berners-Lee, OM, KBE, FRS, FREng, FRSA (born 8 June 1955[”), also known as "TimBL", isanEnglish
computerscientist, MIT professorand theinventor of the World Wide Web. He made a proposal foran informationmanagementsysteminMarch
1989%) and on 25 December 1990, with the help of Robert Cailliau and a young student at CERN, he implemented the first successful
communication between a Hypertext Transfer Protocol (HTTP) client and server via the Internet

“
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Berners-Lee is the director of the World Wide Web Consortium (W3C), which oversees the Web's continued development. Heisalsothe
founderofthe World Wide WebFoundation,andisaseniorresearcherandholderofthe 3Com Founders Chair at the MIT Computer Science and
Artificial Intelligence Laboratory (CSAIL).[S] He is a director of The Web Science Research Initiative (WSRI),[6] and a member of the

advisory board ofthe MIT Center for Collective Intelligence.[7][8]

In 2004, Berners-Lee was knighted by Queen Elizabeth II for his pioneering work ' In April 2009, he was elected a foreign associate of the
UnitedStatesNationalAcademyofSciences,basedinWashington,D.C.[lo][l 1

Early life

Tim Bemers-Lee was born in southwest London, England, on 8 June 1955, the son of Conway Berners-Lee and Mary Lee Woods. His

parents worked on the first commercially built computer, the Ferranti Mark 1. One of four children, he attended Sheen Mount Primary School,

and then went onto Emanuel School in London, from 1969 to 1973 He studied at The Queen's College, Oxford, from 1973 to 1976, where he
(1]

received a first-class degree in Physics.

Career

While being an independent contractor at CERN from June to December 1980,
Bemers-Lee proposed a project based on the concept of hypertext, to facilitate sharing
and updating information among researchers.') While there, he built a prototype
system named ENQUIRE.[m

After leaving CERN in 1980, he went to work at John Poole's Image Computer
Systems, Ltd, in Bournemouth, England.[M] The project he worked on was a real-
time remote procedure call which gave him experience in computer networking.[M]

In 1984 he returned to CERN as a fellow. ')

In 1989, CERN was the largest Internet node in Europe, and Bemers-Leesawan
opportunity to join hypertext with the Internet: "I just had to take the hypertext idea and

connectitto the Transmission

Control Protoco?%rﬁ%{sffoﬁr?iazl%%ame system ideas and—ta-da!—the World Wide Web."!">! “Creating the web was

really an act of desperation, because the situation without it was very difficult when I was working at CERN later. Most of the technology
involvedintheweb, likethehypertext, likethe Internet, multifonttextobjects, hadallbeen designed already. I just had to put them together. It was a
step of generalising, going to a higher level of abstraction, thinking about all the documentation systems out there as being possibly part of a larger
imaginary documentation system."[16] He wrote his initial proposal in March 1989, and in 1990, with the help of Robert Cailliau (with whom he
shared the 1995 ACM Software System Award), produced a revision which was accepted by his manager, Mike Sendall.'”) He used similar
ideas to those underlying the ENQUIRE system to create the World Wide Web, for which he designed and built the first Web browser. This
also functioned as an editor (WorldWideWeb, running on the NeXTSTEP operating system), and the first Web server, CERN HTTPd (short for
Hypertext Transfer Protocol daemon).

" Mike Sendall buys a NeXT cube for evaluation, and gives it to Tim [Berners-Lee]. Tim's prototype implementation on
NeXTStep is made in the space of a few months, thanks to the qualities of the NeXTStep software development system. This prototype
offers WYSIWYG browsing/authoring! Current Web browsers used in "surfing the Internet" are mere passive windows, depriving the
user of the possibility to contribute. Duringsome sessionsinthe CERN cafeteria, TimandI try tofindacatching name for the system.
Iwas
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determined that the name should not yet again be taken from Greek mythology. Tim proposes "World-Wide Web". I like this very
much, except that it is difficult to pronounce in French..." by Robert Cailliau, 2 November 1995 18]

The first web site built was at CERN within the border of France[w], and was first put online on 6 August 1991:

"Info.cern.ch was the address of the world's first-ever web site and web server, running on a NeXT computeratCERN. The
firstwebpageaddresswashttp://info.cern.ch/hypertext/WWW/TheProject. html, which centred on information regarding the
WWW project. Visitors could learn more about hypertext, technical details for creating their own webpage, and even an
explanation on how to search the Webforinformation. Therearenoscreenshotsofthisoriginal pageand, inany case, changes were
made daily to the information available on the page as the WWW project developed. You may find a later copy (1992) on the
World Wide Web Consortium website." -CERN

It provided an explanation of what the World Wide Web was, and how one could use a browser and set up a web [20][21][22][23]

SEIver.

In 1994, Berners-Lee founded the W3C at MIT. It comprised various companies that were willing to create standards and recommendations to
improve the quality of the Web. Berners-Lee made his idea available freely, with no patent and no royalties due. The World Wide Web

Consortiumdecidedthatits standards should be based onroyalty-free technology, so that they could easily be adopted by anyone. 24

In 2001, Berners-Lee became a patron of the East Dorset Heritage Trust, having previously lived in Colehill in Wimborne, East Dorset,

England.[25]

InDecember 2004, he accepted a chair in Computer Science at the School of Electronics and Computer Science, University of Southampton,
England, to work on his new project, the Semantic Web. [26127]

Current work

In June 2009 then British Prime Minister Gordon Brown announced
Berners-Lee would work with the UK Government to help make data more open
andaccessible on the Web, building on the work of the Power of Information Task
Force.”® Bemers-Lee and Professor Nigel Shadbolt are the two key figures
behind data.gov.uk,a UK Government project to openup almost all data acquired
for official purposes for free re-use. Commenting on the opening up of Ordnance
Survey data in April 2010 Berners-Lee said that: "The changes signal a wider
cultural change in Government based on an assumption that information should be
in the public domain unless there is a good reason not to—not the other way

around." He went on to say "Greater openness, accountability and NT.
transparency in Government will give people greater choice and make it easier - M—

o . . T w[29] TimBerners-Leeatthe Home Office, London,on 11 March
for individuals to get more directly involved inissues that matter to them. 2010

In November 2009, Bemers-Lee launched the World Wide Web Foundation in order to "Advance the Web to empower humanity by

launching transformative programs that build local capacity to leverage the Web as a medium for positive change."m]

Berners-Lee s one of the pioneer voices in favour of Net Neutrality, Bl andhas expressed the view that ISPs should supply "connectivity with no
strings attached," and should neither control nor monitor customers' browsing activities without their expressed consent P23 He advocates the
idea thatnet neutrality is a kind of human network right: "Threats to the Internet, such as companies or governments that interfere with or
snoop on Internet traffic,
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compromise basic human network rights.

In a Times article in October 2009, Berners-Lee admitted that the forward slashes ("//") in a web address were actually "unnecessary". He
told the newspaper that he could easily have designed URLSs not to have the forward slashes. "There you go, it seemed like agoodideaat the
time," hesaidinhislightheartedapology.

n[34]

33]

Recognition

In 1994 he became one of only sixmembers of the World Wide Web Hall of
Fame %)

In1995hewontheKilbyFoundation's"Y oungInnovatorof the Year"
Award !

In 1995 he received also the Software System Award from the Association
for Computing Machinery (ACM).[37]

In 1998 he was awarded with an honorary doctorate from the University of
Essex.[*®]

In 1999, Time Magazine named Bemers-Lee one of the 100 Most
Important People ofthe20th century.[4]

In March 2000 he was awarded an honorary degree from The Open becametheworld'sfirstwebserver.
University as Doctor of the University.m]

In2001, he was elected a Fellow of the American Academy of Arts and Sciences.

[40]

In 2003, he received the Computer History Museum's Fellow Award, for his seminal contributions to the development of the

World Wide Web.[*!

On15April2004,hewasnamedasthefirstrecipientofFinland'sMillennium TechnologyPrize, forinventing the World Wide Web. The
cashprize, worthonemillion euros(about£892,000,0r US$1.3 million,asof Sept 2011), was awarded on 15 June, in Helsinki, Finland,
by the President of the Republic of Finland, Tarja Halonen.[*?!

Hewasappointed tothe rank of Knight Commander oftheMost Excellent Order of the British Empire (the second-highest class within this
Order that entails a knighthood) by Queen Elizabeth II, in the 2004 New Year's Honours List, and was formally invested on 16 July
2004 P14

On21July2004,hewas presented withanhonorary Doctor of Science degree from LancasterUniversity.[M]
On27January2005,hewasnamedGreatestBritonof2004,bothforhisachievementsandfordisplayingthekey British characteristics of
"diffidence, determination, a sharp sense of humour and adaptability", as put by David Hempleman-Adams, a panelmember.[45]
In2007, Berners-Lee received the Academy of Achievement's Golden Plate Award.

In2007, he was ranked Joint First, alongside Albert Hofmann, in The Telegraph's listof 100 greatest living geniuses. (4]

On13June2007, hereceivedtheOrderofMerit, becomingoneofonly24livingmembersentitledtoholdthe honour,andtousethepost-
nominals'O.M.'aftertheirname.[47](TheOrderofMeritiswithinthepersonal bestowalof TheQueen,anddoesnotrequire
recommendationbyministersorthe PrimeMinister)

Hewasawardedthe2008IEEE/RSE WolfsonJamesClerkMaxwell Award, for"conceivingandfurther developing the World
WideWeb" [

On 2 December 2008, Berners-Lee was awarded an honorary doctorate from the University of Manchester. His parents worked on the
Manchester Mark 1 in the 1940s and 50s."

On21 April 2009, he was awarded an honorary doctorate by the Universidad Politécnicade Madrid ")

On28 April 2009, he was elected member of the United States National Academy of Sciences.

On8June2009, hereceivedthe Webby AwardforLifetime Achievement, attheawardsceremonyheldinNew York City.[5 1

ThisNeXTComputerwasusedbyBemers-Leeat CERNand
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¢ InOctober2009, he was awarded an honorary doctorate by the Vrije Universiteit Amsterdam>2/%3]

+ On30March2011, hewasoneofthefirstthreerecipientsoftheMikhail Gorbachevawardfor"TheManWho Changedthe World", atthe
inuaguralawardsceremonyheld inLondon. Theotherrecipients were Evans Wadongo for solar power development and anti-poverty
work in Africa, and media mogul Ted Turner.

+ On26May 2011, Berners-Lee was awarded with an honorary Doctor of Science degree from Harvard University.[54]

+ In2011, he was inducted into IEEE Intelligent Systems' Al's Hall of Fame for the "significant contributions to the field of Al and intelligent

systems".[SS][SG]

Personal life

Bermers-Lee had a religious upbringing, but left the Church of England as a teenager, just after being confirmed and "told how essential it was to

believe in all kinds of unbelievable things". He and his family eventually joined a Unitarian Universalist church while they were living in

Boston. TheynowliveinLexington, Massachusetts.>”!

Publications

¢ Berners-Lee, Tim; MarkFischetti(1999). Weaving the Web: The Original Design and Ultimate Destiny of the World
Wide Web by its inventor. Britain: Orion Business. ISBN 0-7528-2090-7.

+ Bemers-Lee, T.(2010)."Long Livethe Web". Scientific American 303 (6): 80-85.
doi:10.1038/scientificamerican1210-80. PMID21141362.
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doi:10.1038/scientificamerican1210-80. PMID21141362.
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+  Tim Bemers-Lee Gives the Web a New Definition (http://computemagazine.com/ man-who-
invented-world-wide-web-gives-new-definition/)

+ BBC2 Newsnight — Transcript of video interview of Berners-Lee on the read/write Web (http:/news.bbe.co.
uk/2/hi/technology/4132752.stm)

¢ Technology Review interview (http://www.technologyreview.com/Infotech/13784/)
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External links

+  Tim Berners-Lee (https://twitter.com/timberners_lee) on Twitter

+ timbl (http://identi.ca/timbl) onidenti.ca

¢ Tim Bemers-Lee (http://www.ted.com/speakers/tim_berners_lee.html/) at TED Conferences

*  Tim Bemers-Lee (http:/www.imdb.com/name/nm3805083/) at the Internet MovieDatabase

+  TimBemers-Lee (http://www.nndb.com/people/573/000023504) at the Notable Names Database

+ Works by or about Tim Berners-Lee (http://worldcat.org/identities/lccn-n099-10609) in libraries (WorldCat catalog)
¢ Tim Berners-Lee (http://www.w3.org/People/Bemers-Lee/) on the W3C site

+  First World Wide Web page (http://www.w3.org/History/19921103-hypertext/hypertext/WWW/TheProject. html)

Web search query

A web search query is a query that a user enters into web search engine to satisfy his or her information needs. Web search queries are
distinctive in that they are unstructured and often ambiguous; they vary greatly from standard query languages which are governed by strict
syntax rules.

Types

There are four broad categories that cover most web search queriesm

+ Informational queries — Queries thatcoverabroadtopic (e.g.,colorado or trucks) forwhichthere maybe thousands of
relevant results.

+ Navigational queries —Queriesthatseekasinglewebsiteorwebpageofasingleentity(e.g.,youtube ordelta air lines).

¢ Transactional queries — Queries thatreflect the intent of the user to performa particularaction, like purchasing a car or downloading
ascreen saver.

Search engines often support a fourth type of query that is used far less frequently:

+  Connectivity queries — Queries that report on the connectivity of the indexed web graph (e.g., Which links point to this URL?,and
Howmanypages are indexed from thisdomainname?).

Characteristics

Most commercial web search engines do not disclose their search logs, so information about what users are searching for on the Web is
difficult to come by.m Nevertheless, a study in 20018 analyzed the queries from the Excite search engine showed some interesting
characteristics of web search:

¢ The average length of a search query was 2.4 terms.

+  About half of the users entered a single query while a little less than a third of users entered three or more unique queries.
+  Closeto half ofthe users examined only the first one or two pages of results (10 results per page).

+ Lessthan 5% ofusersused advanced search features (.g., boolean operators like AND, OR, and NOT).

¢ The top four most frequently used terms were , (empty search), and, of, and sex.

A study of the same Excite query logs revealed that 19% of the queries contained a geographic term (e.g., place names, zip codes,
geographic features, etc.).[4]
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A 2005 study of Yahoo's query logs revealed 33% of the queries from the same user were repeat queries and that 87% of the time the user would

click on the same result.”) This suggests that many users use repeat queries to revisit or re-find information. This analysis is confirmed by a Bing

search engine blog posttelling about 30% queries are navigational queries (6]

Inaddition, muchresearch hasshown that query term frequency distributions conformto the power law, or long tail distributioncurves. Thatis,a
smallportionofthetermsobservedinalargequerylog(e.g.>100millionqueries)are usedmostoften, whiletheremaining termsareusedless often
individually.[7]This exampleoftheParetoprinciple (or 80-20 rule) allows search engines to employ optimization techniques such as index or
database partitioning, caching and pre-fetching.

But in a recent study in 2011 it was found that the average length of queries has grown steadily over time and averagelength ofnon-

English languages queries had increased more than Englishqueries. 8]

Structured queries

With search engines that support Boolean operators and parentheses, a technique traditionally used by librarians can be applied. A user who is
looking for documents that cover several topics or facets may want to describe each of them by a disjunction of characteristic words,
suchasvehicles OR cars OR automobiles. A faceted queryisaconjunctionofsuchfacets; e.g.aquerysuchas
(electronic OR computerized OR DRE) AND (voting OR elections OR election OR balloting
OR electoral) is likely to find documents aboutelectronicvotingeveniftheyomitoneofthewords"electronic"and
"voting",orevenboth. ]
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Web crawling

A Web crawler is a computer program that browses the World Wide Web in a methodical, automated manner or in an orderly fashion. Other
terms for Web crawlers are ants, automatic indexers, bots,[” Web spiders,lz] Web robots,m or—especially in the FOAF
community—Web scutters’)

This process is called Web crawling or spidering. Many sites, in particular search engines, use spidering as a means of providing up-to-date
data. Web crawlers are mainly used to create a copy of all the visited pages for later processing by a search engine that will index the
downloaded pagestoprovidefastsearches. Crawlers canalsobe used for automating maintenance tasks on a Web site, such as checking links
or validating HTML code. Also, crawlers can be used to gather specific types of information from Web pages, such as harvesting e-mail
addresses (usually for sendingspam).

A Web crawler is one type of bot, or software agent. In general, it starts with a list of URLSs to visit, called the seeds. Asthe crawler visits these
URLSs, itidentifies all the hyperlinks in the page and adds themto the list of URLs to visit, called the craw! frontier. URLs from the frontier are
recursively visited according toasetofpolicies.

The large volume implies that the crawler can only download a fraction of the Web pages within a given time, so it needs to prioritize its
downloads. The high rate of change implies that the pages might have already been updated or even deleted.

The number of possible crawlable URLSs being generated by server-side software has also made it difficult for web crawlers to avoid retrieving
duplicate content. Endless combinations of HTTP GET (URL-based) parameters exist, of which only a smallselection will actually return unique
content. For example, a simple online photo gallery may offer three options to users, as specified through HTTP GET parameters in the URL. If
there exist four ways to sort images, three choices of thumbnail size, two file formats, and an option to disable user-provided content, then the
same set of content can be accessed with 48 different URLs, all of which may be linked on the site. This mathematical combination
creates a problem for crawlers, as they must sort through endless combinations of relatively minor scripted changes in order to retrieve
unique content.

AsEdwardset al. noted, "Given that the bandwidth for conducting crawls is neither infinite nor free, itisbecoming essential to crawlthe Webin
notonlyascalable, but efficient way, if some reasonable measure of quality or freshnessistobemaintained. "4 A crawler mustcarefully

chooseateachstepwhichpagestovisitnext.

The behavior of a Web crawler is the outcome of a combination of policies:[S]

+ aselection policy that states which pages to download,

+ are-visit policy that states when to check for changes to the pages,

* apoliteness policy that states how to avoid overloading Web sites, and

* aparallelization policy that states how to coordinate distributed Web crawlers.

Selection policy

Given the current size of the Web, even large search engines cover only a portion of the publicly-available part. A 2005 study showed that large-
scale search engines index no more than 40%-70% of the indexable Web;[6] a previous study by Dr. Steve Lawrence and Lee Giles showed that
no search engine indexed more than 16% of the Web in 1999.7) Asa crawler always downloads just a fraction of the Web pages, it is highly
desirablethatthedownloaded fraction contains the most relevant pages and not just a random sample of the Web.

This requires a metric of importance for prioritizing Web pages. The importance of a page is a function of its intrinsic quality, its
popularity interms of links or visits, and even of its URL (the latter is the case of vertical search engines restricted to a single top-level domain, or
search enginesrestricted toa fixed Website). Designing a good selection policy has anadded difficulty: it must work with partial information, as
thecomplete setof Webpagesis not known duringcrawling.
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Cho et al. made the first study on policies for crawling scheduling. Their data set was a 180,000-pages crawl from the stanford.edu
domain, in which a crawling simulation was done with different strategies.[sl The ordering metrics tested were breadth-first, backlink-count
and partial Pagerank calculations. One of the conclusions was that if the crawler wants to download pages with high Pagerank early during the
crawling process, then the partial Pagerank strategy is the better, followed by breadth-first and backlink-count. However, these results are for just
a single domain. Cho also wrote his Ph.D. dissertation at Stanford on web crawling.[9]

Najork and Wiener performed an actual crawl on 328 million pages, using breadth-first ordering.[lo] They found that abreadth-firstcrawl captures
pages with high Pagerank early in the crawl (but they did not compare this strategy against other strategies). The explanation given by the authors
for this result is that "the most important pages have many linksto them fromnumerous hosts, and those links will be found early, regardlessof on
whichhostorpagethe crawl originates."

Abiteboul designed a crawling strategy based on an algorithm called OPIC (On-line Page Importance Computation).[“] InOPIC,
eachpageisgivenaninitial sumof"cash" thatis distributed equallyamong the pagesit pointsto. Itissimilartoa Pagerank computation, butitis
faster and is only done in one step. An OPIC-driven crawler downloads first the pages in the crawling frontier with higher amounts of "cash".
Experiments were carried ina 100,000-pages synthetic graph with a power-law distribution of in-links. However, there was no comparison with
other strategies nor experiments in the real Web.

Boldi et al. used simulation on subsets of the Web of 40 million pages from the . 1t domain and 100 million pages from the WebBase crawl,
testing breadth-first against depth-first, random ordering and an omniscient strategy. The comparisonwasbased onhow well PageRank computed
on a partial crawl approximates the true PageRank value. Surprisingly, some visits that accumulate PageRank very quickly (most notably,

breadth-firstand the omniscent visit) provide very poor progressive approximations.[l2][l3]

Baeza-Yates et al. used simulation on two subsets of the Web of 3 million pages from the .gr and .c1l domain, testing several crawling
strategies.[M] They showed that both the OPIC strategy and a strategy that uses the length of the per-site queues are better than breadth-first
crawling,andthatitisalso very effectivetouseapreviouscrawl, when it is available, to guide the current one.

Daneshpajouh ez al. designed a community based algorithm for discovering good seeds. ") Their method crawls web pages with high PageRank
from different communities in less iteration in comparison with crawl starting from random seeds. One can extract good seed from a
previously-crawled-Web graph using this new method. Using these seeds a new crawl can be very effective.

Focused crawling

The importance of a page for a crawler can also be expressed as a function of the similarity of a page to a given query. Web crawlers that
attempt to download pages that are similar to each other are called focused crawler or topical crawlers. The concepts of topical and
focused crawling were first introduced by Menczer!' 117l and by Chakrabarti et all1®

Themainprobleminfocused crawling is thatin the context ofa Web crawler, we would like to beable topredict the similarity of the text ofagiven
page to the query before actually downloading the page. A possible predictor is the anchor text of links; this was the approach taken by
Pinkerton!'”
already visited to infer the similarity between the driving query and the pages that have not been visited yet. The performance of a focused

in the first web crawler of the early days of the Web. Diligenti et al. (20} propose using the complete content of the pages

crawling depends mostly on the richness of links in the specific topic being searched, and a focused crawling usually relies on a general Web
search engine for providing starting points..
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Restricting followed links

A crawler may only want to seek out HTML pages and avoid all other MIME types. In order to request only HTML resources, a crawler may
make an HTTP HEAD request to determine a Web resource's MIME type before requesting the entire resource with a GET request. To avoid
making numerous HEAD requests, a crawler may examine the URL and only requestaresource ifthe URL ends with certain characters suchas
‘html, htm, .asp, .aspx,.php, jsp,

Jjspx or a slash. This strategy may cause numerous HTML Web resources to be unintentionally skipped.

Some crawlers may also avoid requesting any resources that have a "?" in them (are dynamically produced) in order to avoid spider traps that may
cause the crawler to download an infinite number of URLs from a Web site. This strategy is unreliable if the site uses URL rewriting to
simplify its URLs.

URL normalization

Crawlers usually perform some type of URL normalization in order to avoid crawling the same resource more than once. The term URL
normalization, also called URL canonicalization, refers to the process of modifying and standardizing a URL in a consistent manner.
There are several types of normalization that may be performed including conversion of URLs to lowercase, removal of "." and "."
segments, and adding trailing slashes to the non-empty path component.[zu

Path-ascending crawling

Some crawlers intend to download as many resources as possible from a particular web site. So path-ascending crawler was introduced
that would ascend to every path in each URL that it intends to crawl. ™ For example, when given a seed URL of
http://llama.org/hamster/monkey/page.html, it will attempt to crawl /hamster/monkey/,

/hamster/, and /. Cothey found that a path-ascending crawler was very effective in finding isolated resources, or resources for which no
inbound link would have been found in regular crawling.

Many path-ascending crawlers are also known as Web harvesting software, because they're used to "harvest" or collect all the content—
perhapsthecollectionofphotosinagallery— fromaspecific pageorhost.

Re-visit policy

The Web has a very dynamic nature, and crawling a fraction of the Web can take weeks or months. By the time a Web crawler has finished its
crawl, many events could have happened, including creations, updates and deletions.

From the search engine's point of view, there is a cost associated with not detecting an event, and thus having an outdated copy of a resource.

The most-used cost functions are freshness and age.m]

Freshness: This is a binary measure that indicates whether the local copy is accurate or not. The freshness of a page
p in the repository at time ¢ is defined as:

1 if p is equal to the local copy at time ¢
2 p(t) =

0 otherwise

Age: This is a measure that indicates how outdated the local copy is. The age of a page p in the repository, at time ¢
is defined as:

0 if p is not modified at time ¢

A) =

Coffman et al. worked with a definition of the objective of a Web crawler that is equivalent to freshness, but use a different wording: they

t — modification time of p otherwise

propose that a crawler must minimize the fraction of time pages remain outdated. They also noted that the problem of Web crawling can be
modeled as a multiple-queue, single-server polling system, on which the Web crawler is the server and the Web sites are the queues. Page
modifications are the arrival of the customers, andswitch-overtimes aretheinterval betweenpageaccessestoasingle Website. Underthismodel,
meanwaiting
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time for a customer in the polling system is equivalent to the average age for the Web crawler. ¥

Theobjectiveofthecrawleristokeeptheaverage freshnessofpagesinitscollectionashighaspossible, ortokeep theaverageage ofpagesaslowas
possible. Theseobjectivesarenotequivalent: inthe firstcase, thecrawlerisjust concerned withhow many pagesareout-dated, whileinthesecond
case, thecrawlerisconcernedwithhowoldthe local copies of pagesare.

Two simple re-visiting policies were studied by Cho and Garcia-Molina:**)

Uniform policy: This involves re-visiting all pages in the collection with the same frequency, regardless of their rates of change.

Proportional policy: This involves re-visiting more often the pages that change more frequently. The visiting frequency is directly
proportional to the (estimated) change frequency.

(In both cases, the repeated crawling order of pages can be done either in a random or a fixed order.)

Cho and Garcia-Molina proved the surprising result that, in terms of average freshness, the uniform policy outperforms the proportional
policy in both a simulated Web and a real Web crawl. Intuitively, the reasoning is that, as web crawlers have a limit to how many pages they can
crawl in a given time frame, (1) they will allocate too many new crawls to rapidly changing pages at the expense of less frequently updating pages,
and (2) the freshness of rapidly changing pages lasts for shorter period than that of less frequently changing pages. In other words, a
proportional policyallocates moreresources to crawling frequently updating pages, butexperiences less overall freshness time fromthem.

To improve freshness, the crawler should penalize the elements that change too often.®® The optimal re-visiting policy is neither the uniform
policy nor the proportional policy. The optimal method for keeping average freshness highincludesignoring thepagesthat change toooften,and
theoptimal forkeepingaverageagelowistouseaccess frequencies that monotonically (and sub-linearly) increase with the rate of change of each
page. Inboth cases, the optimal is closer to the uniform policy than to the proportional policy: as Coffman et al. note, "in order to minimize the
expected obsolescence time, the accesses to any particular page should be kept as evenly spaced as possible".[24] Explicit formulas for the re-visit
policy are not attainable in general, but they are obtained numerically, as they depend on the distribution of page changes. Cho and Garcia-
Molina show that the exponential distribution is a good fitfordescribingpage changes,[26] whilelIpeirotiset al. showhow tousestatistical tools to
discoverparametersthat affect this distribution. " Note that the re-visiting policies considered here regard all pages as homogeneous in terms
of quality ("all pages on the Web are worth the same"), something that is not a realistic scenario, so further information about the Web page
quality shouldbeincluded toachieve abetter crawling policy.

Politeness policy

Crawlers can retrieve data much quicker and in greater depth than human searchers, so they can have a crippling impact on the performance ofa
site. Needless tosay, ifasingle crawler is performing multiplerequests per second and/ordownloading large files,aserverwouldhaveahardtime
keepingupwithrequests frommultiplecrawlers.

Asnoted by Koster, the use of Web crawlers is useful for a number of tasks, but comes with a price for the general community.[28] The costs of
using Web crawlers include:
*  network resources, as crawlers require considerable bandwidth and operate with a high degree of parallelism during a long period of
time;
+ server overload, especially if the frequency of accesses to a given server is too high;
+ poorly-writtencrawlers, whichcancrashserversorrouters,orwhichdownload pagesthey cannothandle; and
+ personal crawlers that, if deployed by too many users, can disrupt networks and Web servers.

A partial solution to these problems is the robots exclusion protocol, also known as the robots. txt protocol that is a standard for administrators to
indicate which parts of their Web servers should not be accessed by crawlers.””) This standard does not include a suggestion for the interval of
visitstothesame server, eventhough thisinterval isthe
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most effective way of avoiding server overload. Recently commercial search engines like Ask Jeeves, MSN and Yahoo are able to use an
extra"Crawl-delay:" parameterinthe robots.txt file to indicate thenumber of secondsto delay between requests.

The first proposed interval between connections was 60 seconds.*"] However, if pages were downloaded at this rate fromawebsite withmorethan
100,000 pages over a perfect connection with zero latency and infinite bandwidth, it would take more than 2 months to download only that entire
Website;also,onlyafractionoftheresourcesfromthat Web server would be used. This does not seem acceptable.

Cho uses 10 seconds as an interval for accesses,[25] andthe WIRE crawler uses 15 seconds as the default ') The MercatorWeb crawler follows
an adaptive politeness policy: if it took ¢ seconds to download a document from a given server, the crawler waits for 10¢ seconds before
downloadingthenextpage.m] Dillet al. use I second ]

For those using Web crawlers for research purposes, a more detailed cost-benefit analysis is needed and ethical considerations should be
takenintoaccountwhendecidingwheretocrawlandhow fasttocrawl. 13

Anecdotal evidence from access logs shows that access intervals from known crawlers vary between 20 seconds and 3—4 minutes. It is worth
noticing that even when being very polite, and taking all the safeguards to avoid overloading Web servers, some complaints from Web server
administrators are received. Brin and Page note that: "... running a crawler which connects to more than halfa million servers (...) generates a fair
amount ofe-mail and phone calls. Because of the vast number of people coming on line, there are always those who do not know what a crawler

is, because this is the first one they have seen.")

Parallelization policy

Aparallel crawler isa crawler that runs multiple processes in parallel. The goal is to maximize the download rate while minimizing the overhead
from parallelization and to avoid repeated downloads of the same page. To avoid downloading the same page more than once, the crawling
system requires a policy for assigning the new URLSs discovered during the crawling process, as the same URL can be found by two different
crawlingprocesses.

Architectures

A crawler must not only have a good crawling

strategy, as noted in the previous sections, but
World Wide

it should also haveahighlyoptimized Web

architecture. Shkapenyuk and Suelnoted
that:!
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High-level architecture of a standard Web crawler
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Web crawlers are a central part of search engines, and details on their algorithms and architecture are kept as business secrets. When crawler

designs are published, there is often an important lack of detail that prevents others from reproducing the work. There are also emerging concerns

about "search engine spamming", which prevent major search engines from publishing their ranking algorithms.

Crawler identification

Web crawlers typically identify themselves to a Web server by using the User-agent field of an HTTP request. Web site administrators typically

examine their Web servers' log and use the user agent field to determine which crawlers have visited the web server and how often. The user agent

field may include a URL where the Web site administrator may find out more information about the crawler. Spambots and other malicious Web

crawlers are unlikely toplace identifying information in the user agent field, or they may mask their identity as a browser or other well-known

crawler.

It is important for Web crawlers to identify themselves so that Web site administrators can contact the owner if needed. In some cases,

crawlers may be accidentally trapped in a crawler trap or they may be overloading a Web server with requests, and the owner needs to stop the

crawler. Identification is also useful for administrators that are interested in knowing when they may expect their Web pages to be indexed by a

particular searchengine.

Examples

The following is a list of published crawler architectures for general-purpose crawlers (excluding focused web crawlers), with a brief

description that includes the names given to the different components and outstanding features:

Yahoo! Slurp is the name of the Yahoo Search crawler.

Bingbot is the name of Microsoft's Bing webcrawler. It replaced Msnbot.

FAST Crawler”” isadistributedcrawler,usedby FastSearch & Transfer,andageneral descriptionofits architecture is available.
Googlebotlm is described in some detail, but the reference is only about an early version of its architecture,

which was based in C++and Python. The crawler was integrated with the indexing process, because text parsing was done for full-textindexing
andalsoforURL extraction. ThereisaURL serverthatsendslists of URLs tobe fetched by several crawling processes. During parsing, the
URLSs found were passed to a URL server that checked ifthe URL have been previously seen. Ifnot, the URL was added to the queue of the
URLserver.

PolyBotl“’J is a distributed crawler written in C++and Python, which is composed of a "crawl manager", one or
more"downloaders"and oneormore"DNSresolvers". Collected URLsareaddedtoaqueueondisk,and processed later to search for

seen URLs in batch mode. The politeness policy considers both third and second level domains (e.g.: www.example.com and
www2.example.com are third level domains) because third level domains are usually hosted by the same Web server.

RBSE ¥ was the first published web crawler. It was based on two programs: the first program, "spider"
maintainsaqueueinarelational database, andthesecondprogram"mi te", isamodifiedwww ASCIIbrowser that downloads the pages
from the Web.

WebCrawler!'wasused tobuild the firstpublicly-available full-textindex ofasubset ofthe Web. It was based

on lib-WWW to download pages, and another program to parse and order URLs for breadth-first exploration of the Web graph. It also
included a real-time crawler that followed links based on the similarity of the anchor text with the provided query.

World Wide Web Worm'” 9Jwasacrawlerusedtobuildasimple index of documenttitlesand URLs. Theindex

could be searched by using the grep Unix command.

WebFountain*! isadistributed, modularcrawlersimilartoMercatorbutwritteninC++. Itfeaturesa "controller” machine that
coordinates a series of "ant" machines. After repeatedly downloading pages, a change
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rate is inferred for each page and a non-linear programming method must be used to solve the equation system for maximizing freshness. The
authors recommend to use this crawling order in the early stages of the crawl, and then switch to auniform crawling order, in whichall pages
arebeingvisited withthesame frequency.

+ WebRACE"isa crawling and caching module implemented in Java, and used as a part of amore generic
system called eRACE. The system receives requests from users for downloading web pages, so the crawler acts in partasasmartproxyserver.
Thesystemalsohandlesrequests for"subscriptions" to Webpagesthatmustbe monitored: when the pages change, they must be downloaded by
the crawler and the subscriber must be notified. Themostoutstandingfeatureof WebRACEisthat, whilemostcrawlersstartwithasetof
"seed"URLs, WebRACE is continuously receiving new starting URLSs to crawl from.

In addition to the specific crawler architectures listed above, there are general crawler architectures published by Cho™ and Chakrabarti.[*?!

Open-source crawlers

+  Aspseek isacrawler, indexer and a search engine written in C++and licensed under the GPL

¢ DataparkSearch is a crawler and search engine released under the GNU General Public License.

+  GNU Wget isacommand-line-operated crawler writtenin C andreleased under the GPL. Itistypicallyusedto mirror Web and FTP
sites.

+ GRUB isan opensource distributed search crawler that Wikia Search used to crawl the web.

+  Heritrix is the Internet Archive's archival-quality crawler, designed for archiving periodic snapshots of alarge portion of the Web. It
was written in Java.

+ ht://Dig includes a Web crawler in its indexing engine.

+  HTTrack usesa Webcrawler tocreate amirrorof a website foroff-line viewing. It iswrittenin C and released under the GPL.

+ ICDL Crawler isacross-platformwebcrawler writtenin C++andintendedtocrawl Websites basedon Web-site Parse
Templates using computer's free CPU resources only.

+ mnoGoSearch isacrawler, indexerand asearch engine written in C and licensed under the GPL (Linux machines only)

¢ NutchisacrawlerwritteninJavaandreleasedunderan ApacheLicense. Itcanbeusedinconjunctionwiththe Lucene text-indexing
package.

* Open Search Server is asearch engine and web crawler software release under the GPL.

+  Pavuk isacommand-line Web mirror tool with optional X11 GUI crawler and released under the GPL. Ithas bunch of advanced features
compared to wget and httrack, e.g., regular expression based filtering and file creation rules.

+  PHP-Crawler isasimple PHP and MySQL based crawlerreleased under the BSD. Easy to install itbecame popular for small
MySQL-driven websites on shared hosting.

+ thetk WWW Robot, acrawler based on the tk WWW web browser (licensed under GPL).

¢+ YaCy,afreedistributed searchengine, builtonprinciples of peer-to-peer networks (licensed under GPL).

+  Seeks, a free distributed search engine (licensed under Affero General Public License).
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Crawling the Deep Web

A vast amount of Web pages lie in the deep or invisible Web.* These pages are typically only accessible by submitting queries to a
database, and regular crawlers are unable to find these pages if there are no links that point to them. Google's Sitemap Protocol and mod oai“lare
intendedtoallow discovery ofthese deep-Webresources.

Deep Web crawling also multiplies the number of Web links to be crawled. Some crawlers only take some of the
<a href="URL"-shaped URLSs. In some cases, such as the Googlebot, Web crawling is done on all text contained inside the hypertext
content, tags, or text.

Crawling Web 2.0 Applications

¢ Sheeraj Shah provides insight into Crawling Ajax-driven Web 2.0 Applications (431,

. InterestedreadersmightwishtoreadAJAXSearch:Crawling,IndexingandSearchingWeb2.0Applicationsl46].

. MakingAJAXApplicationsCrawlable[47],fromGoogleCode.Itdeﬁnesanagreementbetweenwebserversand searchenginecrawlersthat
allowsfordynamicallycreatedcontenttobevisibletocrawlers. Googlecurrently supports this agreement.[45]
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Social search

Social search or a social search engine is a type of web search that takes into account the Social Graph of the person initiating the
search query. When applied to web search this Social-Graph approach to relevance is in contrast to established algorithmic or machine-based
approaches where relevance is determined by analyzing the text of each document or the link structure of the documents. ! Search results
produced by social search engine givemore visibility to content created or touched by users in the Social Graph.

Social search takes many forms, ranging from simple shared bookmarks or tagging of content with descriptive labels to more sophisticated

approachesthatcombine humanintelligencewithcomputeralgorithms.[2] Bl

The search experience takes into account varying sources of metadata, such as collaborative discovery of web pages, tags, social ranking,

commenting on bookmarks, news, images, videos, knowledge sharing, podcasts and other web pages. Example forms of user input include social

bookmarking or direct interaction with the search results such as promoting or demoting results the user feels are more or less relevant to their
(4]

query.

History

The term social search began to emerge between 2004 and 2005. The concept of social ranking can be considered to derive from Google's
PageRank algorithm, which assigns importance to web pages based on analysis of the link structure of the web, because PageRank is relying on
the collective judgment of webmasters linking to other content onthe web. Links, in essence, are positive votes by the webmaster community
fortheirfavoritesites.

In 2008, there were a few startup companies that focused on ranking search results according to one's social graph on social networks.1®!
Companies in the social search space include Wajam, folkd, Slangwho, Sproose, Mahalo, Jumper 2.0, Qitera, Scour, Wink, Eurekster,
Baynote, Delver, OneRiot, and SideStripe. Former efforts include Wikia Search. In 2008, a story on TechCrunch showed Google potentially
adding in a voting mechanism to search results similar to Digg's methodology.m This suggests growing interest in how social groups can
influence and potentially enhance the ability of algorithms to find meaningful data for end users. There are also other services like Sentimnt that
turn search personal by searching within the users' social circles.

The term 'Lazyweb' has been used to describe the act of out-sourcing your questions to your friends, usually by broadcastingthem on Twitter
or Facebook (as opposed to posting them on Q& A websites suchas Yahoo Answers). The company Aardvark, acquired by Google in February
2010, has created a more targeted version of this, which directs your questions to people in your social networks, based on relating the content of
the question to the content of their social network pages. Aardvark users primarily use the Aardvark IM buddy, also integrated into Google
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Gmail, toaskand answer theirquestions. The company Cofacioreleasedabetaplatformin August 2009 inthe UK whichmarks areturntothe
open, broadcast method of social search for the Twitter/Facebook generation.

In October 2009, Google rolled out its "Social Search" feature; after a time in beta, the feature was expanded to multiple languages in May
2011. However, after a search deal with Twitter ended without renewal, Google began to retool its Social Search. In January 2012, Google
released "Search plus Your World", a further development of Social Search. The feature, which is integrated into Google's regular search as an
opt-out feature, pulls references to results from Google+ profiles. The company was subsequently criticized by Twitter for the perceived
potential impact of "Search plus Your World" upon web publishers, describing the feature's release to the public as a "bad day for the web", while
Google replied that Twitter refused to allow deep search crawling by Google of Twitter's content!®!.

Benefits

To date social search engines have not demonstrated measurably improved search results over algorithmic search engines. However, there are
potential benefits deriving from the human input qualities of social search.

+  Reduced impact of link spam by relying less on link structure of web pages.

¢ Increased relevance because each result has been selected by users.

+  Leverage anetwork of trusted individuals by providing an indication of whether they thought a particular result was good orbad.

¢ Theintroduction of 'human judgement' suggests that each web page has been viewed and endorsed by one or morepeople,andtheyhave
concludeditisrelevantandworthyofbeingsharedwithothersusing human techniques that go beyond the computer's current
ability to analyze aweb page.

+ Webpagesare consideredto be relevant from the reader's perspective, rather than the author who desires their content to be viewed, or the
web master as they create links.

+ More current results. Because a social search engine is constantly getting feedback it is potentially able to display results that are more current
or in context with changing information.

Concerns

+  Risk of spam. Because users can directly add results to a social search engine there is a risk that some users could insert search spam directly into
the search engine. Elimination or prevention of this spam would require the ability todetectthe validity ofauser's'contribution,suchas
whetheritagreeswithothertrustedusers.

¢ "TheLongTail"ofsearchisaconceptthattherearesomanyuniquesearchesconductedthatmostsearches, while valid, are performed very
infrequently. A search engine that relied on users filling in all the searches would be ata disadvantage to one that used machines to crawl
andindex the entire web.
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Vertical search

A vertical search engine, as distinct from a general web search engine, focuses on a specific segment of online content. The vertical
content area may be based on topicality, media type, or genre of content. Common verticals include shopping, the automotive industry, legal
information, medical information, and travel. In contrast to general Web search engines, which attempt to index large portions of the World Wide
Web using a web crawler, vertical search engines typically use a focused crawler that attempts to index only Web pages that are relevant to
a pre-defined topic or set of topics.

Somevertical searchsites focusonindividual verticals, whileothersitesinclude multiple vertical searches within one search engine.
Vertical search offers several potential benefits over general search engines:

+  Greater precision due to limited scope
+  Leverage domain knowledge including taxonomies and ontologies
+  Support specific unique usertasks

Domain-specific search
Domain-specific verticals focus on a specific topic. John Battelle describes this in his book, The Search:

Domain-specific search solutions focus on one area of knowledge, creating customized search experiences, that because of
the domain's limited corpus and clear relationships between concepts, provide extremely relevant results for searchers.!"
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Web analytics

Web analytics is the measurement, collection, analysis and reporting of internet data for purposes of understanding and optimizing web

usage.[l]

Web analytics is not just a tool for measuring web traffic but can be used as a tool for business research and market research, and to assess and
improve the effectiveness of a web site. Web analytics applications can also help companies measure the results of traditional print
advertising campaigns. It helps one to estimate how traffictoa website changes after the launch of a new advertising campaign. Web analytics
provides information about the number of visitorstoa website and thenumber of page views. Ithelps gauge traffic and popularity trends which is
useful for marketresearch.

There are two categories of web analytics; off-site and on-site web analytics.

Off-site web analytics refers to web measurement and analysis regardless of whether you own or maintain a website. It includes the measurement
of a website's potential audience (opportunity), share of voice (visibility), and buzz (comments) that is happening on the Internet as a
whole.

On-site web analytics measure a visitor's journey once on your website. This includes its drivers and conversions; for example, which landing
pages encourage people to make a purchase. On-site web analytics measures the performance of your website in a commercial context.
This data is typically compared against key performance indicatorsforperformance,andusedtoimproveawebsiteormarketingcampaign's
audienceresponse.

Historically, web analytics has referred to on-site visitor measurement. However inrecent years this has blurred, mainly because vendors are
producing tools that span both categories.

On-site web analytics technologies

Many different vendors provide on-site web analytics software and services. There are two main technological approachestocollecting the
data. The first method, log file analysis, reads the logfiles in which the web server records all its transactions. The second method, page
tagging, uses JavaScript or images on each page to notify a third-party server when a page is rendered by a web browser. Both collect data that can
be processed to produce web traffic reports.

In addition other data sources may also be added to augment the data. For example; e-mail response rates, direct mail campaign data, sales and lead
information, user performance data such as click heat mapping, or other custom metrics as needed.

Web server logfile analysis

Webserversrecordsomeoftheirtransactionsinalogfile. It was soonrealized that these logfiles could beread bya program to provide data on the
popularity of the website. Thus arose web log analysis software.

Inthe early 1990s, web site statistics consisted primarily of counting the number of client requests (or 4its) madeto the web server. This was a
reasonable method initially, since each web site often consisted of a single HTML file. However, with the introduction of images in HTML,
and web sites that spanned multiple HTML files, this count became less useful. The first true commercial Log Analyzer was released by
IPROn 199412

Twounitsofmeasure were introduced inthemid 1990sto gauge more accurately the amount ofhumanactivity on web servers. These were page
views and visits (or sessions). A page view was defined as arequest made to the web server forapage,asopposedtoagraphic, whileavisit
wasdefinedasasequence ofrequests fromauniquely identified client thatexpired afteracertainamount of inactivity, usually 30 minutes. The
pageviewsandvisitsare still commonly displayed metrics, but are now considered rather rudimentary.
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The emergence of search engine spiders and robots in the late 1990s, along with web proxies and dynamically assigned IP addresses for large
companies and ISPs, made it more difficult to identify unique human visitors to a website. Log analyzers responded by tracking visits by
cookies,andbyignoringrequests fromknownspiders.

Theextensive useof web cachesalso presented a problem for logfile analysis. Ifapersonrevisitsapage, thesecond request will often be retrieved
fromthebrowser's cache, andsonorequest will bereceived by the web server. This means that the person's path through the site is lost. Caching can
be defeated by configuring the web server, but this canresult in degraded performance for the visitor and bigger load on the servers.

Page tagging
Concerns about the accuracy of logfile analysis in the presence of caching, and the desire to be able to perform web analytics as an outsourced
service, ledtotheseconddatacollectionmethod,pagetaggingor'Webbugs'.

Inthemid 1990s, Web counters were commonly seen— these were images included inaweb page that showedthe number of times the image had
been requested, which was an estimate of the number of visits to that page. In the late 1990s this concept evolved to include a small invisible image
instead of a visible one, and, by using JavaScript, to pass along with the image request certain information about the page and the visitor. This
informationcanthenbe processed remotely by a webanalytics company, and extensive statistics generated.

The web analytics service also manages the process of assigning a cookie to the user, which can uniquely identify them during their visitand in
subsequent visits. Cookieacceptanceratesvary significantly between websitesand may affect the quality of data collected and reported.

Collecting web site data using a third-party data collection server (or even an in-house data collection server) requires an additional DNS
look-upbytheuser'scomputertodeterminetheIPaddressofthecollectionserver. On occasion,delaysincompletingasuccessfulorfailed DNS
look-upsmayresultindatanotbeingcollected.

With the increasing popularity of Ajax-based solutions, an alternative to the use of an invisible image, is to implement a call back to the
server from the rendered page. In this case, when the page is rendered on the web browser, a piece of Ajax code would call back to the server
and pass information about the client that can then be aggregated by a web analytics company. This is in some ways flawed by browser
restrictions on the servers which can be contacted with XmlIHttpRequest objects. Also, this method can lead to slightly lower reported traffic
levels, since the visitor may stop the page from loading in mid-response before the Ajax call ismade.

Logfile analysis vs page tagging
Both logfile analysis programs and page tagging solutions are readily available to companies that wish to perform web analytics. In some cases,
the same web analytics company will offer both approaches. The question then arises of which method a company should choose. There are

advantagesand disadvantages to eachapproach.m

Advantages of logfile analysis
The main advantages of logfile analysis over page tagging are as follows:

+  The web server normally already produces logfiles, so the raw data is already available. No changes to the website are required.

+  The data is on the company's own servers, and is in a standard, rather than a proprietary, format. This makes it easy for a company to switch
programs later, use several different programs, and analyze historical data with a new program.

+  Logfiles contain information on visits from search engine spiders, which generally do not execute JavaScript on a page and are therefore not
recorded by page tagging. Although these should not be reported as part of the human activity, it is useful information for search engine
optimization.

+ Logfiles require no additional DNS Lookups. Thus there are no external server calls which can slow page load speeds, or result in
uncounted page views.
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The web server reliably records every transaction it makes, including e.g. serving PDF documents and content generated by scripts, and
does notrely on the visitors' browsers co-operating

Advantages of page tagging

The main advantages of page tagging over logfile analysis are as follows:

Counting is activated by opening the page (given that the web client runs the tag scripts), not requesting it from theserver. Ifapageiscached, it
willnotbecountedbytheserver. Cachedpagescanaccountforuptoone-third of all pageviews. Not counting cached pages seriously skews
many site metrics. It is for this reason server-based log analysis is not considered suitable for analysis of human activity on websites.
Data is gathered via a component ("tag") in the page, usually written in JavaScript, though Java can be used, and increasingly Flash is used.
JQuery and AJAX can also be used in conjunction with a server-side scripting language(suchasPHP)tomanipulateand(usually)store
itinadatabase, basicallyenablingcompletecontrol over how the data is represented.

The script may have access to additional information on the web client or on the user, not sent in the query, such as visitors' screen sizes and
the price of the goods they purchased.

Page tagging can report on events which do not involve a request to the web server, such as interactions within Flashmovies, partial form
completion,mouseeventssuchasonClick,onMouseOver,onFocus,onBluretc.

The page tagging service manages the process of assigning cookies to visitors; with logfile analysis, the server has to be configured to do this.
Page tagging is available to companies who do not have access to their own web servers.

Lately page tagging has become a standard in web analytics.[4]

Economic factors

Logfile analysis is almost always performed in-house. Page tagging can be performed in-house, but it is more often provided as a third-party

service. The economic difference between these two models can also be a consideration for a company deciding which to purchase.

Logfile analysis typically involves a one-off software purchase; however, some vendors are introducing maximum annual page
views with additional costs to process additional information. In addition to commercial offerings, several open-source logfile analysis
toolsare available free of charge.

ForLogfileanalysisyouhavetostoreandarchiveyourowndata, whichoftengrowsverylargequickly. Although thecostofhardwaretodo
thisisminimal, theoverhead foranIT departmentcanbeconsiderable.

For Logfile analysis you need to maintain the software, including updates and security patches.

Complex page tagging vendors charge a monthly fee based on volume i.e. number of pageviews per month collected.

Which solution is cheaper to implement depends on the amount of technical expertise within the company, the vendor chosen, the amount of

activity seen on the web sites, the depth and type of information sought, and the number of distinct web sites needing statistics.

Regardless of the vendor solution or data collection method employed, the cost of web visitor analysis and interpretation should also be

included. Thatis, the cost of tumingraw data into actionable information. Thiscan be from the use of third party consultants, the hiring of an

experienced web analyst, or the training of a suitable in-house person. A cost-benefit analysis can then be performed. For example, what

revenue increase or cost savings can be gained by analysing the web visitor data?
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Hybrid methods

Some companies are now producing programs that collect data through both logfiles and page tagging. By using a hybrid method, they aim to
produce more accurate statistics than either method on its own. The first Hybrid solution was produced in 1998 by Rufus Evison, who then spun the
product out to create a company based upon the increased accuracy of hybrid methods.

Geolocation of visitors

With IP geolocation, it is possible to track visitors location. Using IP geolocation database or API, visitors can be geolocated to city, region or

country level )

IP Intelligence, or Internet Protocol (IP) Intelligence, is a technology that maps the Internet and catalogues IP addresses by parameters such as
geographic location (country, region, state, city and postcode), connection type, Internet Service Provider (ISP), proxy information, and more. The
first generation of IP Intelligence was referred to as geotargeting or geolocation technology. This information is used by businesses for online
audience segmentation in applications such online advertising, behavioral targeting, content localization (or website localization), digital rights
management, personalization, online fraud detection, geographic rights management, localized search, enhanced analytics, global traffic
management, and content distribution.

Click analytics

Click analytics is a special type of web analytics
that gives special attention to clicks.

Commonly, click analytics focuses on on-site

analytics. An editor of a web site uses click
analytics to determine the performance of his or
her particular site, with regards to where the users of

the site are clicking.

Also, click analytics may happen real-time or

"unreal"-time, depending on the type of information
sought. Typically, front-page editors on high-traffic
news media sites will want to monitor their pages in

(racant first)

real-time, to
Clickpath Analysis with referring pages on the left and arrows and rectangles differingin

optimizethe content. Editors, designers or other types of stakeholder&mgsgm;%gal&myggﬁgmgm?w aid them assess performance

of writers, design elements or advertisements etc.

Data about clicks may be gathered in at least two ways. Ideally, aclick is "logged" when it occurs, and this method requires some functionality
that picks up relevant information when the event occurs. Alternatively, one may institute the assumption that a page view is a result of a click,
and therefore log a simulated click that led to that page view.
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Customer lifecycle analytics

Customer lifecycle analytics is a visitor-centric approach to measuring that falls under the umbrella of lifecycle marketing. Page views, clicks
and other events (such as API calls, access to third-party services, etc.) are all tied to an individual visitor instead of being stored as separate data
points. Customer lifecycle analytics attempts to connect all the data points into a marketing funnel that can offer insights into visitor behavior and
websiteoptimization.

Other methods

Other methods of data collection are sometimes used. Packet sniffing collects data by sniffing the network traffic passing between the web server
and the outside world. Packet sniffing involves no changes to the web pages or web servers. Integrating web analytics into the web server software
itselfis also possible.[6] Both these methods claim to provide better real-time data than other methods.

Key definitions

There are no globally agreed definitions within web analytics as the industry bodies have been trying to agree definitionsthatare useful and
definitive for some time. The main bodies who have had input in this area have been JICWEBS (The Joint Industry Committee for Web
Standards in the UK and Ireland) [7], ABCe (Audit Bureau of Circulations electronic, UK and Europe) [8], The WAA (Web Analytics
Association, US) and to a lesser extent the IAB (Interactive Advertising Bureau). This does not prevent the following list from being a useful
guide, suffering only slightly from ambiguity. Both the WAA and the ABCe provide more definitive lists for those who are declaring their
statistics using the metrics defined by either.

+  Hit - Arequest forafile from the web server. Available only in log analysis. The number ofhits received by a websiteisfrequentlycitedto
assertitspopularity, butthisnumberisextremelymisleadinganddramatically over-estimates popularity. A single web-page typically
consists of multiple (often dozens) of discrete files, each ofwhichiscountedasahitasthepageisdownloaded,sothenumberofhitsisreallyan
arbitrarynumbermore reflectiveofthecomplexityofindividualpagesonthewebsitethanthewebsite'sactualpopularity. Thetotal number
ofvisitorsorpageviewsprovidesamorerealisticandaccurateassessmentofpopularity.

+  Page view - A request for a file whose type is defined as a page in log analysis. An occurrence of the script being run in page tagging. In log
analysis, a single page view may generate multiple hits as all the resources required to view the page (images, .js and .css files) are also
requested from the web server.

+  Visit/ Session - A visit is defined asa series of page requests from the same uniquely identified client with atime ofnomorethan30minutes
betweeneachpagerequest. Asessionisdefinedasaseriesofpagerequestsfromthe sameuniquelyidentified client withatime ofnomorethan
30minutesand norequests forpages fromother domains intervening between page requests. In other words, a session ends when someone goes
toanother site, or 30minuteselapsebetweenpageviews, whichevercomes first. A visitendsonlyaftera30minutetimedelay. If someone
leavesasite, thenreturnswithin 30 minutes, thiswillcountasonevisitbuttwosessions. Inpractice, mostsystemsignoresessionsandmany
analystsusebothtermsforvisits. Becausetimebetweenpageviewsis critical tothe definitionof visitsand sessions, asinglepage view does not
constituteavisitorasession(itisa "bounce").

+  First Visit/First Session - (alsoknownas'Absolute Unique Visitor) A visit fromavisitorwhohasnotmadeany previous visits.

¢ Visitor /Unique Visitor / Unique User - Theuniquely identified client generating requestsonthe webserver (loganalysis)or
viewingpages(pagetagging)withinadefinedtimeperiod(i.e.day, weekormonth). AUnique Visitor counts once within the timescale. A
visitor can make multiple visits. Identification is made to the visitor's computer, nottheperson, usually viacookieand/or [P+User Agent.
Thusthesamepersonvisiting fromtwo differentcomputersorwithtwodifferentbrowserswillcountastwoUnique Visitors. Increasingly
visitorsare uniquelyidentifiedbyFlashLSO's(Local SharedObject), whicharelesssusceptibletoprivacyenforcement.
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+ Repeat Visitor - A visitor thathas made at least one previous visit. The period betweenthe last and current visit is called visitor recency
and is measured in days.

+ New Visitor - A visitor thathas not made any previous visits. This definition creates a certain amount of confusion(seecommon
confusionsbelow),andissometimessubstituted withanalysisoffirst visits.

+ Impression - Animpressioniseachtimeanadvertisementloadsonauser'sscreen. Anytime youseeabanner, that is animpression.

+  Singletons - The number of visits where only a single page is viewed (a'bounce'). While not auseful metric in and ofitselfthe number of
singletons isindicative of various forms of Click fraud as well as being used to calculate bounce rate and in some cases to identify
automatons bots.

+  Bounce Rate - Thepercentage of visits where the visitorentersand exits at thesame page without visiting any other pages on the site in
between.

* % Exit - The percentage of users who exit from a page.

+ Visibility time - The time a single page (or ablog, Ad Banner...) is viewed.

+  Session Duration - Average amount of time that visitors spend on the site each time they visit. This metric can be complicatedbythefact

[

¢+ Page View Duration / Time on Page - Average amount of time that visitors spend on each page of the site. As with Session

thatanalyticsprogramscannotmeasurethelengthofthefinalpageview.

Duration, this metric is complicated by the fact that analytics programs can not measure the length of the final page view unless they record
apage close event, suchas onUnload().

¢ Active Time / Engagement Time - Average amount of time that visitors spend actually interacting with content onaweb page, based
onmousemoves, clicks, hoversandscrolls. Unlike Session Durationand Page View Duration/ TimeonPage, thismetric can accurately
measurethelengthofengagementinthefinal pageview.

¢+ PageDepth/Page Views per Session - Page Depthisthe average numberofpage views avisitor consumes before ending their
session. It is calculated by dividing total number of page views by total number of sessions and is also called Page Views per Session or
PV/Session.

+  Frequency/Session per Unique-Frequencymeasureshowoftenvisitorscometoawebsite. Itiscalculatedby dividingthetotal
numberofsessions (or visits)by thetotalnumberofuniquevisitors. Sometimesitisusedto measure the loyalty of your audience.

+  Click path - the sequence of hyperlinks one or more website visitors follows ona givensite.

¢ Click-"referstoasingleinstanceofauser followingahyperlink fromonepageinasiteto another” '%'Some use click analytics to
analyze their web sites.

+  Site Overlay isatechnique inwhichgraphicalstatisticsareshownbesideseachlink onthewebpage. These statistics represent the
percentage of clicks on each link.

Common sources of confusion in web analytics

The hotel problem

The hotel problem is generally the first problem encountered by a user of web analytics. The problem is that the unique visitors for each day ina
month do not add up to the same total as the unique visitors for that month. This appears toan inexperienced user to be a problem in whatever
analyticssoftwaretheyareusing. Infactitisasimple property of the metricdefinitions.

The way to picture the situation is by imagining a hotel. The hotel has two rooms (Room A and Room B).
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Day 1 | Day2 |Day3 | Total

Room A | John |John |Jane |2UniqueUsers

Room B | Mark |Jane |Mark |2UniqueUsers

Total 2 2 2 ?

Asthetableshows, thehotelhastwouniqueuserseachdayoverthreedays. Thesumofthetotalswithrespecttothe days is therefore six.
Duringtheperiodeachroomhashadtwouniqueusers. Thesumofthetotals withrespecttotheroomsistherefore four.

Actuallyonly three visitors have beeninthehotel overthis period. Theproblem s thataperson whostaysinaroom fortwo nights will get counted
twiceifyoucountthemonceoneachday, butisonly counted onceifyouarelooking at the total for the period. Any software for web analytics will
sumthese correctly for whatever time period, thus leading to the problem when a user tries to compare the totals.

New visitors + Repeat visitors unequal to total visitors

Another common misconception in web analytics isthat the sum ofthe new visitors and the repeat visitors ought to bethetotal number of visitors.
Againthisbecomes clear ifthe visitorsare viewed as individuals onasmall scale, but still causes a large number of complaints that analytics
software cannot be working because of a failure to understand the metrics.

Here the culprit is the metric of anew visitor. There isreally no such thing as anew visitor when you are considering a web site from an ongoing
perspective. Ifa visitor makes their first visit ona given day and then returns to the web site on the same day they are both a new visitor and a
repeat visitor for that day. So if we look at them as an individual which are they? The answer has to be both, so the definition of the metric
isat fault.

Anew visitorisnotanindividual; itisa fact of the web measurement. For this reason it is easiest to conceptualize the same facet as a first visit (or
first session). This resolves the conflict and so removes the confusion. Nobody expects the number of first visits to add to the number of
repeat visitors to give the total number of visitors. The metric willhavethe samenumberasthenew visitors, butitisclearerthatitwillnotadd
inthisfashion.

On the day in question there was a first visit made by our chosen individual. There was also a repeat visit made by the same individual. The
number of first visits and the number of repeat visits will add up to the total number of visits for thatday.

Web analytics methods

Problems with cookies

Historically, vendors of page-tagging analytics solutions have used third-party cookies sent from the vendor's domain instead of the domain
of the website being browsed. Third-party cookies can handle visitors who cross multipleunrelated domains withinthe company's site, since
thecookieisalwayshandledbythevendor'sservers.

However, third-party cookies in principle allow tracking an individual user across the sites of different companies, allowingtheanalytics vendor
tocollatetheuser'sactivity onsites where heprovided personal information withhis activity on other sites where he thought he was anonymous.
Although web analytics companies deny doing this, other companies such as companies supplying banner ads have done so. Privacy
concerns about cookies have therefore led a noticeable minority of users to block or delete third-party cookies. In 2005, some reports showed that
about28%oﬂntemetusersblockedthird-pau’tyv.:ookiesand22%deletedthematleastonceamonth.[l 1
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Most vendors of pagetagging solutions have now movedto provide at least the option ofusing first-party cookies (cookies assigned from the
client subdomain).

Another problem is cookie deletion. When web analytics depend on cookies to identify unique visitors, the statistics are dependent on a persistent
cookie to hold a unique visitor ID. When users delete cookies, they usually delete both first- and third-party cookies. If this is done between
interactions with the site, the user will appear as a first-time visitor at their next interaction point. Without a persistent and unique visitor id,
conversions, click-stream analysis, and other metrics dependent onthe activities ofaunique visitor over time, cannotbeaccurate.

Cookies are used because IP addresses are not always unique to users and may be shared by large groups or proxies. Insomecases, theIPaddressis
combined with the user agent in order to more accurately identify a visitor if cookies are not available. However, this only partially solves the
problem because often users behind a proxy server have the same user agent. Other methods of uniquely identifying a user are technically
challenging and would limit the trackable audience or would be considered suspicious. Cookies are the selected option because they reach the
lowest common denominator without using technologies regarded as spyware.

Secure analytics (metering) methods

All the methods described above (and some other methods not mentioned here, like sampling) have the central problem of being vulnerable to

manipulation (both inflation and deflation). This means these methods are imprecise andinsecure (inanyreasonable model ofsecurity). Thisissue

hasbeenaddressedinanumberofpapers[12][13][14]

,[15] but to-date the solutions suggested in these papers remain theoretic, possibly due to lack of interest from the engineering community, or
because of financial gain the current situation provides to the owners of big websites. For more details, consult the aforementioned papers.
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Pay per click

Pay per click (PPC) (also called Cost per click) is an Internet advertising model used to direct traffic to websites, where advertisers pay
the publisher (typically a website owner) when the ad is clicked. With search engines, advertisers typically bid on keyword phrases relevant
to their target market. Content sites commonly charge a fixed price per click rather than use a bidding system. PPC "display" advertisements are
shown on web sites or search engine results with related content that have agreed to show ads. This approach differs from the "pay per impression"
methods used in television and newspaper advertising.

In contrast to the generalized portal, which seeks to drive a high volume oftraffic to one site, PPC implements the so-called affiliate model, that
provides purchase opportunities wherever people may be surfing. It does this by offering financial incentives (in the form of a percentage of
revenue) to affiliated partner sites. The affiliates provide purchase-point click-through to the merchant. It is a pay-for-performance model: If an
affiliate does not generate sales, it represents no cost to the merchant. Variations include banner exchange, pay-per-click, and revenue sharing
programs.

Websites that utilize PPC ads will display an advertisement when a keyword query matches an advertiser's keyword list, or when a content site
displays relevant content. Such advertisements are called sponsored links or sponsored ads, and appear adjacent to or above organic results
onsearchengineresultspages, oranywhereaweb developer chooses on a contentsite.!)

Among PPC providers, Google AdWords, Yahoo! Search Marketing, and Microsoft adCenter are the three largest network operators, and all
three operate under a bid-based model. (1

The PPC advertising model is open to abuse through click fraud, although Google and others have implemented automated systemsm to

guardagainstabusiveclicksby competitorsorcorrupt web developers.m

Determining cost per click

There are two primary models for determining cost per click: flat-rate and bid-based. In both cases the advertiser must consider the potential
value of a click from a given source. This value is based on the type of individual the advertiser is expecting to receive as a visitor to his or her
website,and what theadvertiser can gain fromthat visit, usually revenue, both in the short term as well as in the long term. As with other forms of
advertising targeting is key, and factors that often play into PPC campaigns include the target's interest (often defined by a search term they have
enteredintoasearchengine, orthecontent ofapage thatthey arebrowsing), intent (e.g., topurchase ornot), location (for geo targeting), and the
day and time that they are browsing.

Flat-rate PPC

In the flat-rate model, the advertiser and publisher agree upon a fixed amount that will be paid for each click. In many casesthepublisherhasa
ratecardthatliststhe Cost Per Click(CPC) withindifferentareasoftheirwebsite or network. These various amounts are often related to the content
on pages, with content that generally attracts more valuable visitors having a higher CPC than content that attracts less valuable visitors.
However, in many cases advertisers cannegotiate lower rates, especially when committing toa long-term or high-value contract.

The flat-rate model is particularly common to comparison shopping engines, which typically publish rate cards.¥ However, these rates are
sometimes minimal, and advertisers can pay more for greater visibility. These sites are usually neatly compartmentalized into product or
service categories, allowing a high degree of targeting by advertisers. In many cases, the entire core content of these sites is paid ads.
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Bid-based PPC

In the bid-based model, the advertiser signs a contract that allows them to compete against other advertisers in a private auction hosted by a
publisher or, more commonly, an advertising network. Each advertiser informs the host ofthemaximumamountthatheorsheis willingtopay fora
givenadspot (oftenbased onakeyword), usuallyusing onlinetoolstodoso. Theauctionplaysoutinanautomated fashioneverytimeavisitor
triggerstheadspot.

When the ad spot is part of a search engine results page (SERP), the automated auction takes place whenever a search for the keyword that is
being bid upon occurs. All bids for the keyword that target the searcher's geo-location, the day and time of the search, etc. are then compared and
the winner determined. In situations where there are multiple ad spots, a common occurrence on SERPs, there can be multiple winners whose
positions on the page are influenced by the amount each has bid. The ad with the highest bid generally shows up first, though additional
factors suchasad quality and relevance can sometimes come into play (see Quality Score).

In addition to ad spots on SERPs, the major advertising networks allow for contextual ads to be placed on the properties of 3rd-parties with
whom they have partnered. These publishers sign up to host ads on behalf of the network. In return, they receive a portion of the ad revenue that
the network generates, which can be anywhere from 50%toover80%ofthe grossrevenuepaidbyadvertisers. Thesepropertiesare oftenreferredto
asacontent network and theads onthemas contextual ads because the ad spots are associated with keywords based on the context of the pageon
whichtheyare found. Ingeneral, ads oncontent networkshaveamuch lowerclick-throughrate(CTR) and conversion rate (CR) than ads found on

SERPs and consequently are less highly valued. Content network properties can include websites, newsletters, and e-mails.”?

Advertisers pay for each click they receive, with the actual amount paid based on the amount bid. It is common practiceamongstauctionhosts
to charge a winning bidder just slightly more (e.g. one penny) than the next highest bidder or the actual amount bid, whichever is lower. (6] This
avoids situations where bidders are constantly adjusting their bids by very small amounts to see if they can still win the auction while paying justa
littlebit less per click.

To maximize success and achieve scale, automated bid management systems can be deployed. These systems can be used directly by the advertiser,
though they are more commonly used by advertising agencies that offer PPC bid management as a service. These tools generally allow for bid
management at scale, with thousands or even millions of PPC bids controlled by a highly automated system. The system generally sets each bid
based onthe goal thathas been set for it, such as maximize profit, maximize traffic at breakeven, and so forth. The system is usually tied into the
advertiser's website and fed theresults of each click, which then allows it to set bids. The effectiveness of these systems is directly related to the
quality and quantity of the performance data that they have to work with - low-traffic ads can lead to a scarcity of data problem that renders
manybidmanagementtoolsuselessatworst, or inefficient at best.

History

In February 1998 Jeffrey Brewer of Goto.com, a 25-employee startup company (later Overture, now part of Yahoo!), presented a pay per click
search engine proof-of-concept to the TED conference in California.”) This presentation and the events that followed created the PPC
advertising system. Credit for the concept of the PPC model is generally given to Idealab and Goto.com founder Bill Gross.

Google started search engine advertising in December 1999. It was not until October 2000 that the AdWords system was introduced, allowing
advertiserstocreatetextads forplacement onthe Google searchengine. However, PPC was only introduced in2002; until then, advertisements were
charged at cost-per-thousand impressions. Overture has filed a patent infringement lawsuit against Google, saying the rival search service

oversteppeditsboundswithits ad-placement tools. 8]

Although GoTo.com started PPC in 1998, Yahoo! did not start syndicating GoTo.com (later Overture) advertisers until November 2001 b
Prior to this, Yahoo's primary source of SERPS advertising included contextual IAB
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advertising units (mainly 468x60 display ads). When the syndication contract with Yahoo! was up for renewal in July 2003, Yahoo!

announced intent to acquire Overture for $1.63 billion."
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Social media marketing

Social media marketing refers to the process of gaining website traffic or attention through social media sites. !

Social media marketing programs usually center on efforts to create content that attracts attention and encourages readers to share it with their
social networks. A corporate message spreads from user to user and presumably resonates because it appears to come from a trusted, third-
party source, as opposed to the brand or companyitself. Hence, this form of marketing is driven by word-of-mouth, meaning it results in earned
media rather than paid media.

Social media has become a platform that is easily accessible to anyone with internet access. Increased communication for
organizations fosters brand awareness and often, improved customer service. Additionally, social media serves as a relatively inexpensive
platformfororganizationstoimplementmarketingcampaigns.

Social media outlets/platforms

Twitter, Facebook, Google+, YouTube, blogs

Social networking websites allow individuals to interact with one another and build relationships. When products or companies join those sites,
people can interact with the product or company. That interaction feels personal to users because of their previous experiences with social
networking site interactions.

Social networking sites like Twitter, Facebook, Google Plus, YouTube, Pinterest, blogs and Bclicky allow individual followers to “retweet” or
“repost” comments made by the product being promoted. By repeating the message, all of the users connections are able to see the message,
thereforereachingmore people. Social networkingsitesactas word of mouth."”) Because the information about the product isbeing put out there

andis gettingrepeated, more traffic is brought to the product/company.m

Through social networking sites, products/companies can have conversations and interactions with individual followers. This personal
interaction caninstill a feeling of loyalty into followers and potential customers.”? Also, by choosing whom to follow on these sites, products
canreachavery narrow target audience. 2

Cell phones

Cell phone usage has also become a benefit for social media marketing. Today, many cell phones have social networking capabilities:
individuals are notified of any happenings on social networking sites through their cell phones, in real-time. This constant connection to
social networking sites means products and companies can constantly remind and update followers about their capabilities, uses,
importance, etc. Because cell phones are connected to social networking sites, advertisements are always in sight. Also many companies are now
putting QR codes along with products for individuals to access the companies website or online services with their smart-phones.

Engagement

In the context of the social web, engagement means that customers and stakeholders are participants rather than viewers. Social media in
business allows anyone and everyone to express and share an opinion or idea somewhere along the business's path to market. Each participating
customer becomes part of the marketing department, as other customers read their comments or reviews. The engagement process is then

fundamental to successful social media marketing.m
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Campaigns

Adidas

In2007, Adidas, and their agency Carat, created a social media experience for soccer players. Adidas pitted two different cleat types against one
another and asked people to “choose your side.” The content focused on fostering an environmentof friendly discussionand debate of Adidas’ two
models of elite soccer cleats/boots, Predator and FS0 TUNIT. Visitors to the community had the opportunity to align themselves with one
product “team” and offer comments in support of their preferred model. The community included content about professional Adidas soccer
players on each “team,” rotational product views, downloadable graphics, forum discussions, a link to additional product information, and a
link to the adidas Mexico Futbol profile page.

Betty White

Social networking sites can have a large impact on the outcome of events. In 2010, a Facebook campaign surfaced in the form of a petition. Users
virtually signed a petition asking NBC Universal to have actress Betty White host SaturdayNightLive.[4][5]0nce signed, usersforwardedthe
petitiontoalloftheir followers. Thepetitionwentviral and on May 8, 2010, Betty White hosted SNL.

2008 Presidential Election

The 2008 presidential campaign had a huge presence on social networking sites. Barack Obama, a Democratic candidate for US President,
used Twitter and Facebook to differentiate his campaign.[6] His social networking site profile pages were constantly being updated and interacting
with followers. The use of social networking sites gave Barack Obama’s campaign access to e-mail addresses, as posted on social networking

site profile pages. This allowedtheDemocraticPaItytolaunche-mailcampaignsaskingforvotesandcampaigndonations.[6]

Local businesses

Small businesses also use social networking sites as a promotional technique. Businesses can follow individuals social networking site uses in
the local area and advertise specials and deals.'®) These can be exclusive and in the form of “get a free drink with a copy of this tweet” (*] This
type of message encourages other locals to follow the business on the sites in order to obtain the promotional deal. In the process, the
business is getting seenand promoting itself.

Tactics

Twitter

Twitter allows companies to promote products on anindividual level. The use of a product can be explained in short messages that followers are
more likely to read. These messages appear on followers” home pages. Messages can link to the product’s website, Facebook profile, photos,
videos, etc. This link provides followers the opportunity to spend more time interacting with the product online. This interaction can create a loyal
connection between product and individual and can also lead to larger advertising opportunities. Twitter promotes a product in real-time and

brings customers in.
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Facebook

Facebook profiles are more detailed than Twitter. They allow a product to provide videos, photos, and longer descriptions. Videos can
show when a product can be used as well as how to use it. These also can include testimonials as other followers can comment on the
product pages for others to see. Facebook can link back to the product’s Twitter page as well as send out event reminders. Facebook promotes a
productinreal-timeand brings customers in.

As marketers see more value in social media marketing, advertisers continue to increase sequential ad spend in social by 25%. Strategies to extend the
reach with Sponsored Stories and acquire new fans with Facebook ads continue to an uptick in spend across the site. The study attributes 84% of
"engagement" or clicks to Likes that link back to Facebook advertising. Today, brands increase fan counts on average of 9% monthly,

increasing their fanbase by two-times the amount annually.m

Blogs

Blogs allow a product or company to provide longer descriptions of products or services. The longer description can includereasoninganduses. It
canincludetestimonialsand canlinktoand fromFacebook, Twitterand manysocial network andblogpages. Blogscanbeupdated frequently and
are promotional techniques for keeping customers. Other promotional uses areacquiring followers and subscribersand direct them to yoursocial
network pages.

Social media marketing tools

(8]

Besides research tools," ™ there are many companies providing specialized platforms/tools for social media marketing, such as tools for:

+ Social Media Monitoring

+  Social Aggregation

+  Social Book Marking andTagging
+  Social Analytics andReporting

+  Automation

+ Social Media

+  Blog Marketing

+ Validation

Implications on traditional advertising

Minimizing use

Traditional advertising techniques include print and television advertising. The Internet had already overtaken television as the largest
advertising market"”) Websites often include banner or pop-up ads. Social networking sites don't always have ads. In exchange, products have
entire pages and are able to interact with users. Television commercials often end with a spokesperson asking viewers to check out the product
website for more information. Print ads are also starting to include barcodes on them. These barcodes can be scanned by cell phones and
computers, sendingviewerstotheproduct website. Advertisingisbeginningtomove viewers fromthetraditional outlets to the electronicones.
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Leaks

Internet and social networking leaks are one of the issues facing traditional advertising. Video and print ads are often leaked to the world via the
Internet earlier than they are scheduled to premiere. Social networking sites allow those leaks to go viral, and be seen by many users more
quickly. Time difference is also a problem facing traditional advertisers. When social events occur and are broadcast on television, there is often
a time delay between airings on the east coast and west coast of the United States. Social networking sites have become a hub of comment and
interaction concerning the event. This allows individuals watching the event on the west coast (time-delayed) to know the outcome before it
airs. The 2011 Grammy Awards highlighted this problem. Viewers on the west coast learned who won different awards based on comments
made on social networking sites by individuals watching live on the east coast.’) Since viewers knew who won already, many tuned out and
ratings were lower. All the advertisementandpromotionputintotheeventwaslostbecauseviewersdidn'thaveareasontowatch.
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Affiliate marketing

Affiliate marketing is a marketing practice in which a business rewards one or more affiliates for each visitor or customer brought about
by the affiliate's own marketing efforts. The industry has four core players: the merchant (also known as 'retailer’ or 'brand'), the network (that
contains offers for the affiliate to choose from and also takes care of the payments), the publisher (also known as 'the affiliate'), and the
customer. The market has grown in complexity to warrant a secondary tier of players, including affiliate management agencies, super-
affiliates and specialized third party vendors.

Affiliate marketing overlaps with other Internet marketing methods to some degree, because affiliates often use regular advertising methods.
Those methods include organic search engine optimization (SEO), paid search engine marketing (PPC - Pay Per Click), e-mail marketing, and
in some sense display advertising. On the other hand, affiliates sometimes use less orthodox techniques, such as publishing fake reviews of
products or services offered by a partner.

Affiliate marketing is commonly confused with referral marketing, as both forms of marketing use third parties to drive sales to the retailer "
However, both are distinct forms of marketing and the main difference between them is that affiliate marketing relies purely on financial

motivations to drive sales while referral marketing relies on trust and personal relationships to drive sales.[!)

Affiliate marketing is frequently overlooked by advertisers.””) While search engines, e-mail, and websitesyndication capture much of the attention
of online retailers, affiliate marketing carries a much lower profile. Still, affiliates continue to play a significant role in e-retailers'
marketing strategies.

History

Origin

The concept of affiliate marketing on the Internet was conceived of, put into practice and patented by William J. Tobin, the founder of PC
Flowers & Gifts. Launched on the Prodigy Network in 1989, PC Flowers & Gifts remained on the service until 1996. By 1993, PC Flowers &
Gifts generated sales in excess of $6 million dollars per year on the Prodigyservice. In1998, PCFlowersand Giftsdevelopedthe businessmodel
of paying acommissiononsalesto The Prodigy network (Reference-Chicago Tribune-Oct, 4, 1995).(Ref The Sunsentinal 1991 and
www.dankawaski.com).

In 1994, Mr. Tobin launched a beta version of PC Flowers & Gifts on the Internet in cooperation with IBM who owned half of Prodigy
(Reference-PC Week Article Jan 9, 1995). By 1995 PC Flowers & Gifts had launched a commercial version of the website and had 2,600
affiliate marketing partners on the World Wide Web. Mr. Tobin applied for a patent on tracking and affiliate marketing on January 22, 1996
and was issued U.S. Patent number 6,141,666 on Oct 31, 2000. Mr. Tobin also received Japanese Patent number 4021941 on Oct 5, 2007 and
U.S. Patent number 7,505,913 on Mar 17,2009 for affiliate marketing and tracking (Reference-Business Wire-Jan, 24, 2000). In July 1998 PC
Flowers and Gifts merged with Fingerhut and Federated Department Stores (Reference- Business Wire- March 31,1999).

On March 9, 2009 Mr. Tobin assigned his patents to the Tobin Family Education and Health Foundation. The Foundation licenses the
patents to many of the largest affiliate marketing companies in the US and Japan. Mr. Tobin discusses the P.C Flowers & Gifts service on the
Internetas well as the othernine companies he has foundedinhis book entitled “Confessions of an Obsessive Entrepreneur”.

The concept of revenue sharing—paying commission for referred business—predates affiliate marketing and the Internet. The translation of the
revenue share principles to mainstream e-commerce happened in November 1994,[3] almost four years after the origination of the World Wide
Web.
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Cybererotica was among the early innovators in affiliate marketing with a cost per click program.[4]

During November 1994, CDNOW launched its BuyWeb program. CDNOW had the idea that music-oriented websites could review or list
albums on their pages that their visitors may be interested in purchasing. These websites could also offer a link that would take the visitor
directlyto CDNOW to purchase the albums. The idea for remote purchasing originally arose because of conversations with music label Geffen
Records in the fall of 1994. The management at Geffen wanted to sell its artists' CDs directly from its website, but did not want to implement this
capability itself. Geffen asked CDNOW if it could design a program where CDNOW would handle the order fulfillment. Geffen realized that
CDNOW could link directly from the artist on its website to Geffen'swebsite, bypassing the CDNOW home page and going directly to
anartist's music page.[sl

Amazon.com (Amazon) launched its associate program in July 1996: Amazon associates could place banner or text links on their site for

individual books, or link directly to the Amazon home page.[G]

When visitors clicked from the associate's website through to Amazon and purchased a book, the associate received a commission. Amazon was
not the first merchant to offer an affiliate program, but its program was the first to become widely known and serve as a model for

subsequent programs.[7][8]

In February 2000, Amazon announced that it had been granted a patent[g] on components of an affiliate program. The patent application was
submitted in June 1997, which predates most affiliate programs, but not PC Flowers & Gifts.com (October 1994), AutoWeb.com (October
1995), Kbkids.com/BrainPlay.com (January 1996), EPage (April 1996), and severalothers !

Historic development

Affiliate marketing has grown quickly since its inception. The e-commerce website, viewed as a marketing toy in the earlydaysoftheInternet,
becameanintegratedpartoftheoverallbusinessplanandinsomecasesgrewtoabigger business than the existing offline business. According to one
report, the total sales amount generated through affiliate networks in 2006 was £2.16billion in the United Kingdom alone. The estimates were
£1.35billion in sales in 2005.1" MarketingSherpa's research team estimated that, in 2006, affiliates worldwide earned US$6.5 billion in bounty
and commissions from a variety of sources in retail, personal finance, gaming and gambling, travel, telecom, education,publishing,and formsof

lead generationotherthancontextualadvel’[isingprograms.[l 1

Currently the most active sectors for affiliate marketing are the adult, gambling, retail industries and file-sharing services.!'?) The three sectors
expected to experience the greatest growth are the mobile phone, finance, and travel sectors.'?) Soon after these sectors came the entertainment
(particularly gaming) and Internet-related services (particularly broadband) sectors. Also several of the affiliate solution providers expect to see

increased interest from business-to-businessmarketersandadvertisersinusingaffiliatemarketing aspanoftheirmix.[m

Web 2.0

Websites and services based on Web 2.0 concepts—blogging and interactive online communities, for example—have impacted the
affiliate marketing world as well. The new media allowed merchants to become closer to their affiliates and improved the communication
between them.

Web 2.0 platforms have also opened affiliate marketing channels to personal bloggers, writers, and independent website owners. Regardless of
web traffic, size, or business age, programs through Google, LinkShare, and Amazon allow publishers at all levels of web traffic to place
contextual ads in blog posts.

Forms of new media have also diversified how companies, brands, and ad networks serve ads to visitors. For instance, YouTubeallows

video-makerstoembedadvertisementsthroughGoogle'saffiliatenetwork.
[13][14]
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Compensation methods

Predominant compensation methods

Eighty percent of affiliate programs today use revenue sharing or pay per sale (PPS) as a compensation method, nineteen percent use cost per
action(CPA),and theremaining programsuse other methods suchas cost perclick (CPC) or cost per mille (CPM).

Diminished compensation methods

Within more mature markets, less than one percent of traditional affiliate marketing programs today use cost per click and cost per mille.
However, these compensation methods are used heavily in display advertising and paid search.

Cost per mille requires only that the publisher make the advertising available on his website and display it to his visitors in order to receive a
commission. Pay per click requires one additional step in the conversion process to generaterevenue forthepublisher: A visitormustnotonlybe
madeawareoftheadvertisement, butmustalsoclick on the advertisement to visit the advertiser's website.

Costperclick wasmore common inthe early days of affiliate marketing, buthas diminished inuse over time dueto click fraud issues very similar
to the click fraud issues modern search engines are facing today. Contextual advertising programs are not considered in the statistic
pertaining to diminished use of cost per click, as it is uncertain if contextual advertising can be considered affiliate marketing.

While these models have diminished in mature e-commerce and online advertising markets they are still prevalent in some more nascent industries.
China is one example where Affiliate Marketing does not overtly resemble the same model in the West. With many affiliates being paid a flat
"Cost Per Day" with some networks offering Cost Per Click or CPM.

Performance marketing

Inthecaseofcostpermille/click, thepublisherisnotconcemedaboutavisitorbeingamemberoftheaudiencethat the advertiser tries to attract and
is able to convert, because at this point the publisher has already earned his commission. This leaves the greater, and, in case of cost per
mille, the full risk and loss (if the visitor can not be converted) to theadvertiser.

Cost per action/sale methods require that referred visitors do more than visit the advertiser's website before the affiliate receives commission. The
advertiser must convert that visitor first. It is in the best interest for the affiliate to send the most closely targeted traffic to the advertiser as possible
toincrease the chance ofaconversion. Therisk and loss is shared between the affiliate and the advertiser.

Affiliate marketing is also called "performance marketing", in reference to how sales employees are typically being compensated. Such
employees are typically paid a commission for each sale they close, and sometimes are paid performance incentives for exceeding targeted
baselines.['*) Affiliates are not employed by the advertiser whose products or services they promote, but the compensation models applied to
affiliate marketing are very similar to the ones used for people in the advertisers' internal sales department.

The phrase, "Affiliates are an extended sales force for your business", which is often used to explain affiliate marketing, isnotcompletely
accurate. The primary difference between the two is that affiliate marketers provide little if any influence on a possible prospect in the
conversion process once that prospect is directed to the advertiser's website. The sales team ofthe advertiser, however, does have the control
andinfluenceuptothepoint where the prospect signs the contract or completes the purchase.
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Multi-tier programs

Some advertisers offer multi-tier programs that distribute commission into a hierarchical referral network of sign-ups and sub-partners. In practical
terms, publisher "A" signs up to the program with an advertiser and gets rewarded for theagreedactivity conductedbyareferredvisitor. Ifpublisher
"A"attracts publishers "B" and "C" tosignup forthe same program using his sign-up code, all future activities performed by publishers "B"
and "C" will result in additional commission (at a lower rate) for publisher "A".

Two-tier programsexistin the minority of affiliate programs; most are simply one-tier. Referral programs beyond two-tier resemble multi-level
marketing (MLM) or network marketing but are different: Multi-level marketing (MLM) or network marketing associations tend to have more
complex commission requirements/qualifications than standard affiliate programs.

From the advertiser's perspective

Pros and cons

Merchants favor affiliate marketing because in most cases it uses a "pay for performance” model, meaning that the merchant does not incur a
marketing expense unless results are accrued (excluding any initial setup cost).[l6] Some businesses owe much of their success to this marketing

technique, anotable example being Amazon.com. Unlike display advertising, however, affiliate marketing is not easily scalable.['”)

Implementation options

Some merchants run their own (in-house) affiliate programs using popular software while others use third-party services provided by
intermediaries to track traffic or sales that are referred from affiliates (see outsourced program management). Merchants can choose from two
different types of affiliate management solutions: standalone software or hosted services, typically called affiliate networks. Payouts to
affiliates or publishers are either made by the networks on behalf of the merchant, by the network, consolidated across all merchants where the
publisher has a relationship with and earned commissions or directly by the merchant itself.

Affiliate management and program management outsourcing

Successful affiliate programs require significant work and maintenance. Having asuccessful affiliate program is moredifficultthan whensuch
programswerejustemerging. Withtheexceptionofsomeverticalmarkets, itisrare for an affiliate program to generate considerable revenue with

poor management or no management ("auto-drive"). Uncontrolled affiliate programs did still do aid rogue affiliates, who use spamming,[ls]

trademark infringement, false

[19)

advertising, "cookie cutting”, typosquatting," ” and other unethical methods that have given affiliate marketing a

negative reputation.

The increased number of Internet businesses and the increased number of people that trust the current technology enough to shop and do
business online allows further maturation of affiliate marketing.

The opportunity to generate a considerable amount of profit combined with a crowded marketplace filled with competitors of equal quality
and size makes it more difficult for merchants to be noticed. In this environment, however, being noticed can yield greater rewards.
Recently, the Internet marketing industry has become more advanced. In some areas online media has been rising to the sophistication of offline
media, in which advertising has been largely professional and competitive. There are significantly more requirements that merchants must meet to
be successful, and those requirements are becoming too burdensome for the merchant to manage successfully in-house.

Anincreasing number of merchants are seeking alternative options found in relatively new outsourced (affiliate) program management (OPM)
companies, which are often founded by veteran affiliate managers and network
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program managers.[20] OPM companies perform affiliate program management for the merchants as a service, similar to advertising

agencies promoting a brand or product as done in offline marketing.

Types of affiliate websites

Affiliatewebsites areoften categorized by merchants (advertisers) and affiliate networks. Thereare currently no industry-wide standards for the

categorization. The following types of websites are generic, yet are commonly understood and used by affiliate marketers.

Searchaffiliates thatutilize pay per click search engines to promote theadvertisers' offers (i.¢., searcharbitrage)

Comparison shopping websites and directories

Loyaltywebsites, typically characterizedbyprovidingarewardsystem forpurchasesviapointsback, cashback

CRM sites that offer charitable donations

Coupon and rebate websites that focus on sales promotions

Content and niche market websites, including product review sites

Personal websites

Weblogs and website syndicationfeeds
E-maillistaffiliates(i.e.,ownersoflargeopt-in-mailliststhattypicallyemploye-maildripmarketing)and newsletter list affiliates,
which are typically more content-heavy

Registration path or co-registration affiliates who include offers from other merchants during the registration process on their own

website

Shopping directories that list merchants by categories without providing coupons, price comparisons, or other featuresbasedon
informationthatchanges frequently, thusrequiring continual updates

Cost per action networks (i.e., top-tier affiliates) that expose offers from the advertiser with which they are affiliated to their own

network of affiliates

Websitesusingadbars(e.g. Adsense) todisplay context-sensitive, highlyrelevantads forproductsonthesite

Virtual Currency: a new type of publisher that utilizes the social media space to couple an advertiser's offer with a handout of "virtual currency"
in a game or virtual platform.

VideoBlog: Videocontentthatallows viewerstoclickonandpurchase productsrelatedtothe video'ssubject.

File-Sharing: Web sites that host directories of music, movies, games and other software. Users upload content (usually inviolationof
copyright)tofile-hostingsites, andthen post descriptions ofthe material and their download links on directory sites. Uploaders are paid by
the file-hosting sites based on the number of times their files are downloaded. The file-hosting sites sell premium download access to the files
to the general public. The websitesthathostthe directory servicesselladvertisingand donothostthe files themselves.

Publisher recruitment

Affiliate networks that already have several advertisers typically also have a large pool of publishers. These publishers could be potentially

recruited, and there is also an increased chance that publishers in the network apply to the program on their own, without the need for recruitment
efforts by the advertiser.

Relevant websites that attract the same target audiences as the advertiser but without competing with it are potential affiliatepartnersaswell. Vendors

orexistingcustomerscanalsobecomerecruitsifdoingsomakessenseanddoes not violate any laws orregulations.

Almost any website could be recruited as an affiliate publisher, but high-traffic websites are more likely interested in (for their own sake) low-risk

cost per mille or medium-risk cost per click deals rather than higher-risk cost per action or revenue sharedeals.

(21]
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Locating affiliate programs
There are three primary ways to locate affiliate programs for a target website:

1. Affiliate program directories,
2. Large affiliate networks that provide the platform for dozens or even hundreds of advertisers, and

3. Thetarget website itself. (Websites that offer an affiliate program often have a link titled "affiliate program", “affiliates", "referral
program",or"webmasters"—usuallyinthefooteror" About"sectionofthewebsite.)

If the above locations do not yield information pertaining to affiliates, it may be the case that there exists a non-public affiliate program.
Utilizing one of the common website correlation methods may provide clues about the affiliate network. The mostdefinitive method for finding
thisinformationistocontactthewebsiteownerdirectly, if a contact method can be located.

Past and current issues

Since the emergence of affiliate marketing, there has been little control over affiliate activity. Unscrupulous affiliates have used spam, false
advertising, forced clicks (to get tracking cookies set on users' computers), adware, and other methods to drive traffic to their sponsors. Although
many affiliate programs have terms of service that contain rules against spam, this marketing method has historically proven to attract abuse
fromspammers.

E-mail spam
In the infancy of affiliate marketing, many Internet users held negative opinions due to the tendency of affiliates to use spam to promote the

programs inwhichthey were enrolled. 2 Asaffiliate marketing matured, many affiliate merchants have refined their terms and conditions to
prohibit affiliates from spamming.

Search engine spam

As search engines have become more prominent, some affiliate marketers have shifted from sending e-mail spam to creating automatically
generated webpages that often contain product data feeds provided by merchants. The goal of such webpages is to manipulate the relevancy or
prominence of resources indexed by a search engine, also known as spamdexing. Each page can be targeted to a different niche market through
the use of specific keywords, with the result being a skewed form of search engine optimization.

Spam is the biggest threat to organic search engines, whose goal is to provide quality search results for keywords or phrases entered by their users.
Google's PageRank algorithm update ("BigDaddy") in February 2006—the final stage of Google's major update ("Jagger") that began in mid-
summer 2005—specifically targeted spamdexing with great success. This update thus enabled Google to remove a large amount of mostly

computer-generated duplicate content from its index 1%’

Websites consisting mostly of affiliate links have previously held a negative reputation for underdelivering quality content. In 2005 there were
active changes made by Google, where certain websites were labeled as "thin affiliates” %) Such websites were either removed from Google's
index or were relocated within the results page (i.e., moved from the top-most results to a lower position). To avoid this categorization, affiliate
marketer webmasters must create quality content on their websites that distinguishes their work from the work of spammers or banner farms,
which only contain links leading to merchant sites.

Some commentators originally suggested that affiliate links work best in the context of the information contained within the website itself. For
instance, if a website contains information pertaining to publishing a website, an affiliate link leading to a merchant's internet service
provider (ISP) within that website's content would be appropriate. If a website contains information pertaining to sports, an affiliate link
leading to a sporting goods website may work well within the context of the articles and information about sports. The goal in this case is to
publish quality information within the website and provide context-oriented links to related merchant's websites.
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However, morerecentexamplesexistof"thin" affiliate sitesthat areusing the affiliate marketing model to create value for Consumersby offering
themaservice. These thincontent service Affiliate fallintothree categories:

+  Price comparison
+  Cause related marketing
+ Time saving

Virus and Trojan distribution through advertising networks

Server farms hosting advertising content are periodically infected by hackers who alter the behavior of these servers such that the content they serve
to end-users includes hidden I-frames and other exploits that leverage vulnerabilities in various web-browsers and operating systems for the purpose
of infecting those systems with malware. End users frequently confuse the source of their computer infection with a particular website they were
viewing at the time, and not the advertising network that was linked to, by the website (commonly users themselves do not understand or
appreciate there is adistinction).

Consumer countermeasures

The implementation of affiliate marketing on the internet relies heavily on various techniques built into the design of many web-pages and web-
sites, and the use of calls to external domains to track user actions (click tracking, Ad Sense) and to serve up content (advertising) to the user.
Most of this activity adds time and is generally a nuisance to the casual web-surfer and is seen as visual clutter. Various countermeasures have
evolvedovertimetopreventor eliminate the appearance ofadvertising whena web-page isrendered. Third party programs (Ad Aware, SpyBot,
pop-up blockers, etc.) and particularly, the use of a comprehensive HOSTS file can effectively eliminate the visual clutter and the extra time and
bandwidth needed to render many web pages. The use of specific entries in the HOSTS file to block these well-known and persistent marketing
and click-tracking domains can also aid in reducing a system's exposure to malware by preventing the content of infected advertising or tracking
servers to reach a user's web-browser.

Adware

Although it differs from spyware, adware often uses the same methods and technologies. Merchants initially were uninformed about adware,
what impact it had, and how it could damage their brands. Affiliate marketers became aware of the issue much more quickly, especially
because they noticed that adware often overwrites tracking cookies, thus resulting in a decline of commissions. Affiliates not employing
adware felt that it was stealing commission from them. Adware often has no valuable purpose and rarely provides any useful content to the
user, who is typically unaware that such software is installed on his/her computer.

Affiliates discussed the issues in Internet forums and began to organize their efforts. They believed that the best way to address the problem was to
discourage merchants from advertising via adware. Merchants that were either indifferent to or supportive of adware were exposed by
affiliates, thus damaging those merchants' reputations and tarnishing their affiliate marketing efforts. Many affiliates either terminated the use of
such merchants or switched to a competitor's affiliate program. Eventually, affiliate networks were also forced by merchants and affiliates to take a
stand and ban certain adware publishers from their network. The result was Code of Conduct by Commission Junction/beFree and
Performics,[zsl LinkShare's Anti-Predatory Advertising Addendum,[%]

foraffiliatestopromote advertiseroffers. 27! Regardlessofthe progress made, adware continues to be an issue, as demonstrated by the class action
(28]

and ShareASale's completeban of softwareapplicationsasamedium

lawsuit against ValueClick and its daughter company Commission Junction filed on April 20,2007.
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Trademark bidding

Affiliates wereamong the earliestadopters of pay per click advertising when the first pay-per-click searchengines emerged during the end of the
1990s. Later in 2000 Google launched its pay per click service, Google AdWords, which is responsible for the widespread use and acceptance of
pay per click as an advertising channel. An increasing number of merchants engaged in pay per click advertising, either directly or via a search
marketing agency, and realized that this space was already well-occupied by their affiliates. Although this situation alone created
advertising channel conflicts and debates between advertisers and affiliates, the largest issue concerned affiliates bidding on advertisers names,
brands, and trademarks.””) Several advertisers began to adjust their affiliate program terms to prohibit their affiliates from bidding on those type of
keywords. Some advertisers, however, did and still do embrace this behavior, going so far as to allow, or even encourage, affiliates to bid on
any term, including the advertiser's trademarks. And some affiliates abuse it by bidding on those terms by excluding the location of the
advertiser alone in many Search engines.

Lack of self-regulation and collaboration

Affiliate marketing is driven by entrepreneurs who are working at the edge of Internet marketing. Affiliates are often the first to take advantage of
emerging trends and technologies. The "trial and error" approach is probably the best way to describe the operation methods for affiliate
marketers. Thisrisky approach isone of the reasons why most affiliates fail or give up before they become successful "super affiliates”, capable of
generating US$10,000 or more per month in commission. This "frontier" life combined with the attitude found in such communities is likely
the main reason why the affiliate marketing industry is unable to self-regulate beyond individual contracts between advertisers and affiliates.
Affiliate marketing has experienced numerous failed attempts to create an industry organization or association of some kind that could be the
initiator of regulations, standards, and guidelines for the industry.m] Some examples of failed regulation efforts are the Affiliate Union and
iAfma.

Online forums and industry trade shows are the only means for the different members from the industry—affiliates/publishers,
merchants/advertisers, affiliate networks, third-party vendors, and service providers such as outsourced program managers—to congregate at one
location. Online forums are free, enable small affiliates to have a larger say, and provide anonymity. Trade shows are cost-prohibitive to small
affiliatesbecauseofthehigh price forevent passes. Largeraffiliates may even be sponsored by anadvertiser they promote.

Becauseofthe anonymity of online forums, the quantitative majority of industry membersare unable tocreate any form of legally binding rule or
regulation that must be followed throughout the industry. Online forums have had very few successes as representing the majority of the affiliate
marketing industry. The most recent example of such a success was the halt of the "Commission Junction Link Management Initiative" (CJ LMI)
in June/July 2006, when a single network tried to impose the use of a Javascript tracking code as a replacement for common HTML links on its

affiliates ']

Compensation Disclosure

Bloggers and other publishers may not be aware of disclosure guidelines set forth by the FTC. Guidelines affect celebrity endorsements,

advertising language, and blogger compensation.m]

Lack of industry standards

Certification and training

Affiliate marketing currently lacks industry standards for training and certification. There are some training courses and seminars that result in
certifications; however, the acceptance of such certifications is mostly due to the reputation of the individual or company issuing the
certification. Affiliate marketing is not commonly taught in universities, and only a few college instructors work with Internet marketers to
introducethe subjecttostudents
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majoring in marketing.[33]

Education occurs most often in "real life" by becoming involved and learning the details as time progresses. Although there are several
books on the topic, some so-called "how-to" or "silver bullet" books instruct readers to manipulate holes in the Google algorithm, which can

33] [34]

quickly become out of date," or suggest strategies no longer endorsed or permitted by advertisers.

Outsourced Program Management companies typically combine formal and informal training, providing much of their training through group
collaboration and brainstorming. Such companies also try to send each marketing employee to the industry conference of their choice.*”)
Other training resources used include online forums, weblogs, podcasts, video seminars, and specialty websites.

Affiliate Summitisthelargest conference intheindustry,andmany otheraffiliate networkshosttheirownannual events.

Code of conduct

A code of conduct was released by affiliate networks Commission Junction/beFree and Performics in December 2002 to guide practices and
adherence to ethical standards for online advertising.

Marketing term

Members of the marketing industry are recommending that "affiliate marketing” be substituted with an alternative name.[36]Aﬁiliatemarketingis
often confused with either network marketing or multi-level marketing. Performance marketing is a common alternative, but other
recommendations have been made as well.

Sales tax vulnerability

In April 2008 the State of New York inserted an item in the state budget asserting sales tax jurisdiction over Amazon.com sales to
residents of New York, based on the existence of affiliate links from New York—based websites to Amazon.®") The state asserts that even
one such affiliate constitutes Amazon having a business presence in the state, and is sufficient to allow New York to tax all Amazon sales to state
residents. Amazon challenged the amendment and lost at the trial level in January, 2009. The case is currently making its way through the New
York appeals courts.

Cookie stuffing

Cookie stuffing involves placing an affiliate tracking cookie on a website visitor's computer without their knowledge, which will then
generate revenue for the person doing the cookie stuffing. This not only generates fraudulent affiliate sales, but also has the potential to
overwriteotheraffiliates' cookies, essentially stealingtheir legitimately earned commissions.

Click to reveal

Many voucher code web sites use a click-to-reveal format, which requires the web site user to click to reveal the voucher code. The action of
clicking places the cookie on the website visitor's computer. The IAB B8 have stated that "Affiliates must not use a mechanism whereby users are
encouraged to click to interact with content where it is unclear or confusing what the outcome will be."
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Affiliate services

+  Affiliate tracking software

+  Affiliate programs directories

+  Affiliate networks (see also Category:Internet advertising services and affiliate networks)

+  Affiliate manager and Outsourced Program Management (OPM or APM) (manages affiliates)
¢ Category:Internet marketing trade shows
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Article marketing

Article marketing is a type of advertising in which businesses write short articles about themselves as a marketing strategy. A primary style
forthearticles includes a bio box and byline (collectively knownastheresourcebox) about the business.

Traditional Article Marketing

Article marketing has been used by professionals for nearly as long as mass print has been available. A business provides content to a newspaper,
possibly on a timely topic such as an article on tax audits during tax season, and the newspaper may use the article and include the business's name
and contact information. Newspapers and other traditional media have limited budgets for gathering content and these articles may be used in the
business section of the newspaper.

Internet Article Marketing

Internet article marketing is used to promote products and services online via article directories. Article directories with good web page
ranks receive a lot of site visitors and are may be considered authority sites by search engines,leading to high traffic. These directories then
go on PageRank to the author's website and in addition send traffic from readers.

Internet marketers attempt to maximize the results of an article advertising campaign by submitting their articles to a number of article directories.
However, most of the major search engines filter duplicate content to stop the identical content material from being returned multiple times in
searches. Some marketers attempt to circumvent this filter by creatinga number of variations ofanarticle, known as article spinning. By doing this,
onearticlecantheoretically acquire site visitors from a number of article directories.

Most forms of search engine optimization and internet marketing require a domain, internet hosting plan, and promoting budget. However,
article advertising makes use of article directories as a free host and receives traffic by way of organic searches due to the listing's search
engine authority.

The primary goal behind article marketing is to get search engine traffic and authors generally incorporate relevant keywords or keyphrases in
their articles.
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Digital marketing

Digital marketing is the use of digital sources based on electronic signal like Internet, digital display advertising and other digital media
such as television, radio, and mobile phones in the promotion of brands and products to consumers. Digital marketing may cover the more
traditional marketing areas such as Direct Marketing by providing the same method of communicating with an audience but in a digital
fashion.

Digital marketing — Pull versus Push
Two different forms of digital marketing exist.

Pull digital marketing in which the consumer must actively seek the marketing content, often via web searches, and push digital marketing where
the marketer sends the content to the consumer, as in email. Websites, blogs and streaming media(audio and video)are examples of pull digital
marketing. Ineachoftheseusershavetolink tothe website to view the content. Only current web browser technology is required to maintain static
content. However, additional internet marketing technologies (search engine optimization) may be required to attract the desired consumer
demographic.

Push digital marketing technologies involve both the marketer as well as the recipients. Email, text messaging and web feeds are examples of
push digital marketing. In each ofthese, the marketer has to send the messages to the subscribers. Inthe case of web feeds, content is pulled ona
periodic basis (polling), thus simulating a push. Push technologies can deliver content immediately as it becomes available and is better
targeted to its consumer demographic,althoughaudiencesareoftensmaller,andthecostforcreationanddistributionishigher.

Digital Marketing and Multi-Channel Communications

Push and pull message technologies can be used in conjunction with each other. For example, an email campaign can include a banner ad or link to a
content download. This enables a marketer to benefit from both types of digital marketing.

References




Hilltop algorithm 282

Hilltop algorithm

The Hilltop algorithm is an algorithm used to find documents relevant to a particular keyword topic. Created by Krishna Bharat whilehe
wasatCompaq Systems Research Centerand George A. Mihila, thenatthe University of Toronto, it was acquired by Google in February 2003.
Whenever you enter a query or keyword in Search engine hilltop algorithm helps to find relevant keywords matched results. Which are more
informative about the query or keyword. The algorithm operates on a special index of expert documents. These are pages that are about a
specific topic and have links to many non-affiliated pages on that topic. Pages are defined as non-affiliated if theyare authored by people
from non-affiliated organizations. Results are ranked based on the match between the query and relevant descriptive text for hyperlinks on
expert pages pointing to a given result page. Websites whichhave backlinks from many of the best expert pages are authorities and are
ranked well. Basically, it looks at the relationship between the "Expert" and " Authority" pages. An"Expert" isa page that links to lots of other
relevant documents. An "Authority" is a page that has links pointing to it from the "Expert" pages. Here they mean pages about a specific topic
and having links to many non-affiliated pages on that topic. Pages are defined as non-affiliated iftheyare authored by authors fromnon-affiliated
organizations. So, ifyourwebsitehasbacklinksfrommanyofthe best expert pages it will be an "Authority".

In theory, Google finds "Expert" pages and then the pages that they link to would rank well. Pages on sites like Yahoo!, DMOZ, college
sites and library sites can be considered experts.

External links
+ Hilltop: A Search Engine based on Expert Documents (1] by K. Bharat and G.A. Mihaila
¢+ Atarchive.org;: 2]
+ WhenExperts Agree: Using Non-Affiliated Experts to Rank Popular Topics Bl byK.Bharatand G. A. Mihaila is substantially the

same, but under a different title.
+ The Hilltop algorithm*
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TrustRank

TrustRank is a link analysis technique described in a paper by Stanford University and Yahoo! researchers for semi-automatically

separating useful webpages from spam.[”

Many Web spam pages are created only with the intention of misleading search engines. These pages, chiefly created for commercial reasons, use

various techniques to achieve higher-than-deserved rankings on the search engines' resultpages. Whilehumanexpertscaneasilyidentifyspam,itis

tooexpensivetomanuallyevaluatealargenumber of pages.

One popular method for improving rankings is to increase artificially the perceived importance of a document through complex linking

schemes. Google's PageRank and similar methods for determining the relative importance of Web documents have been subjected to

manipulation.

TrustRank method calls for selecting a small set of seed pages to be evaluated by an expert. Once the reputable seed pages are manually identified,

a crawl extending outward from the seed set seeks out similarly reliable and trustworthy pages. TrustRank's reliability diminishes with

increassed distance between documents and the seed set.

The researchers who proposed the TrustRank methodology have continued to refine their work by evaluating related topics, such as measuring

spam mass.

References
[1] Gyongyi, Zoltén; Hector Garcia-Molina, Jan Pedersen (2004). "Combating Web Spam with TrustRank" (http://www.vldb.org/conf/2004/ RS15P3.PDF). Proceedings of the

International Conference on Very Large Data Bases 30: 576. . Retrieved 2007-10-26.

External links

Z.Gyongyi,H. Garcia-Molina,J. Pedersen: Combating Web Spam with TrustRank (http://www.vldb.org/conf/
2004/RS15P3.PDF)

Link-based spam detection (http://appft1.uspto.gov/netacgi/nph-Parser?Sect1=PTO1&Sect2=HITOFF &
d=PG01&p=1&u=/netahtml/PTO/srchnum html&r=1&f=G&1=50&s1="20060095416" PGNR.&OS=DN/
20060095416&RS=DN/20060095416)Yahoo!assignedpatentapplicationusing Trustrank

TrustRank algorithm explained (http://pagerank.suchmaschinen-doktor.de/trustrank html)




Latent semanticindexing 284

Latent semantic indexing

Latent Semantic Indexing (LSI) is an indexing and retrieval method that uses a mathematical technique called Singular value
decomposition (SVD) to identify patterns in the relationships between the terms and concepts contained in an unstructured collection of
text. LSIis based on the principle that words that are used in the same contextstendto have similarmeanings. A key feature of LSIisitsabilityto

extracttheconceptual contentofabody oftextby establishing associations between those terms that occur in similar contexts.[!!

(2]

LS is also an application of correspondence analysis, a multivariate statistical technique developed by Jean-Paul Benzécri* in the early

1970s, toa contingency table built from word counts in documents.

Called Latent Semantic Indexing because of its ability to correlate semantically related terms that are latent in a collection of text, it was first
applied to text at Bell Laboratories in the late 1980s. The method, also called latent semantic analysis (LSA), uncovers the underlying latent
semantic structure in the usage of words in abody of text and how it can be used to extract the meaning of the text in response to user queries,
commonly referred to as concept searches. Queries, or concept searches, against a set of documents that have undergone LSI will return results
that are conceptually similar in meaning to the search criteria even if the results don't share a specific word or words with the searchcriteria.

Benefits of LSI

LSI overcomes two of the most problematic constraints of Boolean keyword queries: multiple words that have similar meanings (synonymy)
and words that have more than one meaning (polysemy). Synonymy and polysemyare often the cause of mismatches in the vocabulary used by
the authors of documents and the users of information retrieval systems.m Asaresult, Boolean keyword queries often retumn irrelevant results and
miss information that is relevant.

LSI is also used to perform automated document categorization. In fact, several experiments have demonstrated that there are a number of
correlations between the way LSI and humans process and categorize text.”*! Document categorization is the assignment of documents to one
or more predefined categories based on their similarity to the conceptual content of the categories.[S] LSI uses example documents to establish
the conceptual basis foreach category. During categorization processing, the concepts contained in the documents being categorized are compared to
the concepts contained in the example items, and a category (or categories) is assigned to the documents based on the similarities between the
concepts they contain and the concepts that are contained in the example documents.

Dynamic clustering based on the conceptual content of documents can also be accomplished using LSI. Clustering is a way to group documents
based on their conceptual similarity to each other without using example documents to establish the conceptual basis for each cluster. This is
very useful when dealing with an unknown collection of unstructured text.

Because it uses a strictly mathematical approach, LSI is inherently independent of language. This enables LSIto elicit the semantic content of
information written in any language without requiring the use of auxiliary structures, such as dictionaries and thesauri. LSI can also perform
cross-linguistic concept searching and example-based categorization. For example, queries can be made in one language, such as English, and
conceptually similar results willbereturnedeveniftheyarecomposedofanentirely differentlanguageorofmultiplelanguages.

LSl is not restricted to working only with words. It can also process arbitrary character strings. Any object that can be expressed as text can be
represented in an LSI vector space.[6] For example, tests with MEDLINE abstracts have shown that LSI is able to effectively classify genes

based on conceptual modeling of the biological information contained in the titles and abstracts of the MEDLINE citations.”

LSI automatically adapts to new and changing terminology, and has been shown to be very tolerant of noise (i.e., misspelled words,
typographical errors, unreadable characters, etc.).[S] This is especially important forapplications
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using text derived from Optical Character Recognition (OCR) and speech-to-text conversion. LSI also deals effectively with sparse,
ambiguous, and contradictory data.

Text does not need to be in sentence form for LSI to be effective. It can work with lists, free-form notes, email, Web-based content, etc. As
long asacollection of text contains multiple terms, LSI can be used to identify patterns in the relationships between the important terms and
concepts contained in the text.

LSIhasproventobeausefulsolution toanumberofconceptualmatchingproblems.[gl[m] Thetechniquehasbeen showntocapturekey

relationshipinformation, includingcausal, goal-oriented, andtaxonomic information.!'']

LSI Timeline

Mid-1960s — Factor analysis technique first described and tested (H. Borko and M. Bernick)

1988 — Seminal paper on LSI technique published (Deerwester et al.)

1989 — Original patent granted (Deerwester et al.)

1992 - First use of LSI to assign articles to reviewers!' ) (Dumais and Nielsen) 1994 - Patent

granted for the cross-lingual application of LSI (Landauer et al.) 1995 — First use of LSI for

gradingessays (Foltz,etal., Landaueretal )

1999 - First implementation of LSI technology for intelligence community for analyzing unstructured text (SAIC).
2002 — LSI-based product offering to intelligence-based government agencies (SAIC)

2005 — First vertical-specific application — publishing — EDB (EBSCO, Content Analyst Company)

Mathematics of LSI

LSI uses common linear algebra techniques to learn the conceptual correlations in a collection of text. In general, the process involves constructing
a weighted term-document matrix, performing a Singular Value Decomposition on the matrix, and using the matrix to identify the
concepts contained in the text.

Term Document Matrix

LSI begins by constructing a term-document matrix, A , toidentify the occurrences ofthe unique terms within azxllection of documents. Ina
term-document matyix, each term is represented by a row, and each document is represented by a column, with each matrix cell, @13, initially
representing the number of times the associatedterm appearsintheindicateddocument, t£;;. This matrix is usually very large and very sparse.

Onceaterm-document matrix isconstructed, localandglobal weighting functionscanbeappliedtoittocondition the data. The weighting
functions transform each cell, @45 of A | to be the product of a local term weight, [;; , which describes the relative frequency of a term in

a document, and a global weight, i , which describes the relative frequency of the term within the entire collection of documents.

(13]

Some common local weighting functions '~ are defined in the following table.
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Binary

ifthe term exists in the document, or else 0

TermFrequency

, the number of occurrences of term ¢ indocument J

Log Li;

Augnorm

Loi =

]

tfi;
(maxi(]tfij)) +1
2

Some common global weighting functions are defined in the following table.

Binary | g; =1

Normal 1

9 ==
\ 25 i

Gfldf ,Where gfi is the total number of times term 4 occurs in the whole collection, and d; is the number of documents in which term % occurs.
1df n
T
Entropy pi; log pis tf, -
gi=14) " here pij = —2
Z ].Og p J gf,

Empirical studies with LSI report that the Log Entropy weighting functions work well, in practice, with many data sets. "] In other words, each

entry @45 of is computed as: A

Pij log pij
=1
+ Z logn

aij = gi 10g(tfij +1)

Rank-Reduced Singular Value Decomposition

A rank-reduced, Singular Value Decomposition is performed on the matrix to determine patterns in the relationships between the terms and
concepts contained in the text. The SVD forms the foundation for A computes the term and document vector spaces by transforming the

single term-frequency matrix, A ,intothreeothermatrices—

an m by r term-concept vector matrix 77 ,anr by r singular values matrix S ,andan byr concept-document vectormatrix, /) , which

satisfy the following relations:

A=TSD"
T"T=1, D'D=1,

81,1252,22...25,,r>0 S,-,j=0wherei7éj

Inthe formula, A, is the supplied m by n weighted matrix of term frequencies in a collection of text where m is the number of unique terms, and
n is the number of documents. T is a computed m by r matrix of term vectors where  is therank of A—ameasure of itsunique dimensions
< min(m,n). S isacomputed r by r diagonal matrix of decreasing singular values, and D is a computed # by r matrix of document

vectors.

The LSI modification to a standard SVD is to reduce the rank or truncate the singular value matrix S to size k «, typically on the order of a k
in the range of 100 to 300 dimensions, effectively reducing the term and document vector matrix sizestom by k and n by k respectively. The
SVD operation, along with thisreduction, has the effect of preserving the most important semantic information in the text while reducing noise and
other undesirable artifacts oftheoriginal spaceofA. Thisreducedsetofmatricesisoftendenoted withamodified formulasuchas:

~ _ T
A~Ak—TkSka
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Efficient LSI algorithms only compute the first & singular values and term and document vectors as opposed to computing a full SVD and
then truncating it.

Notethatthisrank reduction is essentially the sameas doing Principal Component Analysis (PCA)onthematrix A, except that PCA subtracts off
the means. PCA provides cleaner mathematics, but loses the sparseness of the A matrix, which can make it infeasible for large lexicons.

Querying and Augmenting L.SI Vector Spaces

The computed T, and D, matrices define the term and document vector spaces, which with the computed singular values, S,, embody the
conceptual information derived from the document collection. The similarity of terms or documents within these spaces is a factor of how close
they are to each other in these spaces, typically computed as a function of the angle between the corresponding vectors.

The same steps are used to locate the vectors representing the text of queries and new documents within the document space of an existing
LSlindex. By asimple transformation ofthe A=T S D' equation into the equivalent D = ATTs™! equation, a new vector, 4, for a query or
foranew document can be created by computing anew column in A and then multiplying the new column by T S™! Thenew columninA is
computed using the originally derived global term weights and applying the same local weighting functionto the terms inthe query or in the new
document.

A drawback to computing vectors inthis way, when adding new searchable documents, is that terms that were not known during the SVD phase
for the original index are ignored. These terms will have no impact on the global weights and learned correlations derived from the original
collection of text. However, the computed vectors for the new text are still very relevant for similarity comparisons with all other document
vectors.

The process of augmenting the document vector spaces for an LSI index with new documents in this manner is called folding-in. Although
the folding-in process does not account for the new semantic content of the new text, addingasubstantialnumberof documents inthis way will
stillprovidegoodresults forqueriesaslongastheterms and concepts they contain are well represented within the LSI index to which they are being
added. When the terms and concepts of a new set of documents need to be included in an LSI index, the term-document matrix, and the SVD,
musteither be recomputed or an incremental update method (suchasthe one describedin i 6]) beused.

Additional Uses of LSI

Itis generally acknowledged that the ability to work with text on a semantic basis is essential to modern information retrieval systems. As a result,
the use of LSI has significantly expanded in recent years as earlier challenges in scalability and performance have been overcome.

LSI is being used in a variety of information retrieval and text processing applications, although its primary application has been for
concept searching and automated document categorization.[”] Below are some otherways in which LSI is being used:

+  Information discovery[ 18] (eDiscovery, Government/Intelligence community, Publishing)

+  Automated documentclassification (eDiscovery, Government/Intelligence community, Publishin, g)[ 1l

+ Text summarization*" (eDiscovery, Publishing)

+ Relationship discovery[21] (Government, Intelligence community, Social Networking)

¢ Automaticgenerationoflinkchartsofindividuals andorganizationsm](Govemment, Intelligencecommunity)
+ Matching technical papers and grants with reviewers'>’) (Government)

¢ Online customer support[24] (Customer Management)

¢ Determining document authorship[25](Education)

¢+ Automatic keyword annotation oﬁmages[26]

+  Understanding software source codel?’! (Software Engineering)
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+ Filtering spamm] (System Administration)
+ Information visualization'*”)
¢+ Essay scoringm] (Education)

¢ Literature-based discovery[m

LSl is increasingly being used for electronic document discovery (eDiscovery) to help enterprises prepare for litigation. In eDiscovery, the
ability to cluster, categorize, and search large collections of unstructured text on a conceptual basis is essential. Concept-based searching using
LSI has been applied to the eDiscovery process by leading providers as early as 2003132

Challenges to LSI

Early challenges to LSI focused on scalability and performance. LSI requires relatively high computational performance and memory in
comparison to other information retrieval techniques.[33] However, with the implementation of modern high-speed processors and the
availability of inexpensive memory, these considerations have been largely overcome. Real-world applications involving more than 30 million
documents that were fully processed throughthe matrix and SVD computationsarenotuncommoninsome LSIapplications.

Another challenge to LSI has been the alleged difficulty in determining the optimal number of dimensions to use for performing the SVD. Asa
general rule, fewer dimensions allow for broader comparisons of the concepts contained in a collection of text, while a higher number of
dimensions enable more specific (ormore relevant) comparisons of concepts. The actual number of dimensions that can be used is limited by the
number of documents in the collection. Research has demonstrated that around 300 dimensions will usually provide the best results with moderate-
sized document collections (hundreds of thousands of documents) and perhaps 400 dimensions for larger document collections (millions of

documents).[34] However, recent studies indicate that 50-1000 dimensions are suitable depending on the size and nature of the document

collection. !

Checking the amount of variance in the data after computing the SVD can be used to determine the optimal number of dimensions to retain. The
variance contained in the data can be viewed by plotting the singular values (S) in a scree plot. Some LSI practitioners select the dimensionality
associated with the knee of the curve as the cut-off point for the number of dimensions to retain. Others argue that some quantity of the variance

mustberetained, and the amount of variance in the data should dictate the proper dimensionality to retain. Seventy percent is often mentioned asthe
amountofvariance inthe datathatshould beusedtoselect the optimal dimensionality forrecomputing the SyD BeIB7I38]
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External links

¢+ Michael Berry’s site(http://www.cs.utk.edu/~Isi/)

+ Gensim (http://radimrehurek.com/gensim) contains a Python+NumPy implementation of LSI for matrices larger than the available
RAM.

¢ Text to Matrix Generator (TMG) (http://scgroup.hpclab.ceid.upatras.gr/scgroup/Projects/ TMG/) MATLAB toolboxthatcanbeused
forvarioustasksintextmining(TM)specificallyi)indexing, ii)retrieval, iii) dimensionalityreduction, iv)clustering, v)classification.
Mostof TMGiswritteninMATLABandpartsinPerl. It contains implementations of LSI, clustered LSI, NMF and other methods.

Further reading

Berry, M. W., Browne M., Understanding Search Engines: Mathematical Modeling and Text Retrieval, Philadelphia, Society for Industrial and
Applied Mathematics, (2005).

Berry, M. W., (Editor), Survey of Text Mining: Clustering, Classification, and Retrieval, New York, Springer, (2004).
Landauer, T., et al., Handbook of Latent Semantic Analysis, Lawrence Erlbaum Associates, 2007.

Manning, C. D., Schutze H., Foundations of Statistical Natural Language Processing, Cambridge, MA, The MIT Press, (1999).

Semantic targeting

Semantic targeting is a technique enabling the delivery of targeted advertising for advertisements appearing on websites and is used by
online publishers and advertisers to increase the effectiveness of their campaigns. The selectionofadvertisementsareserved by automated
systemsbasedonthecontentdisplayedtotheuser.

Origins
Semantic Targeting has originated from the developments arising from Semantic Web. The Semantic Web enables the representation of
concepts expressed in human language to data in such a way that facilitates automatic processing, where software can programmatically

understand and reason how different elements of data are related. The concept of semantic targeting utilises this capability to identify these
conceptsandthecontextsinwhichthey occur, enabling marketerstodeliver highlytargeted and specific ad campaigns to webpages.

The evolution of online advertising

The targeting of advertising to specific micro segments is a fundamental requirement for an effective ad campaign. The two methods of targeting
of recent times have been behavioral targeting and contextual targeting. It is now generally accepted that these forms have pitfalls for both
advertiser and consumer.

Behavioral targeting aggregates data based upon a user's viewing of pages from a website. Generally this is facilitated by the placing of a
cookie upon the user's PC. The cookie then reports the user's viewing behavior allowing for the identification of patterns of viewing
behavior. However, great concern is expressed about the treatment of the user's right to privacy amongst consumer groups and

legislators.[”m

Contextual advertising scans the content of webpages, seeking to identify keywords, against which advertisers have bidtohavetheiradlinked. Ifa
matchismadetheadisplaced alongsidethecontent, through anautomated process. However, such systems are unable to identify the context of
the entire page and therefore, a placement could be made against content that is inappropriate, derogatory or insensitive to the subject.[3][4][5][6]

They are also unable to
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identify the sense or meaning of words, leading to a misplacement of ads. For example, the word "orange" can be a color, a fruit, a
telecommunications company, amountain bike, and countless other variants.

How semantic targeting works

Semantic targeting aims to match the specific context of content on page within a website to an available advertising campaign. A key difference of
semantic targeting toa contextual advertising system is that, instead of scanninga page for bided keywords, a semantic system examines all the
words and identifies the senses of those words.”) Because most words are polysemous, i.e. have more than one meaning, without having an
understanding of the true context in which words occur, it is possible to incorrectly assign an advertisement where there is no contextual link. A
semantic targeting systemhastoexamineall thewordsbeforeitcanaccuratelyidentify the subject matter ofthe entiretextanddeliveranincontext
advertisement."®! For example, if the user is viewing a website relating to golf, where that website uses semantic targeting, the user may see
advertisements for golfrelated topics, such as golf equipment, golf holidays etc. Advertisers can locate their ads in given categories using an
ontology (computer science)ortaxonomy, ensuring thattheirads will only appearinthe context thatthey request.

Semantic targeting is also capable of identifying the sentiment of a webpage, through effective analysis of the language used on page.
Sentiment analysis can determine whether content is talking about a subject in a positive or negative light. If the page was being detrimental about a
particular subject, the semantic targeting system could deter the placement of a related ad alongside the story.

Other capabilities of a semantic targeting system include the availability of brand protection filtering. This can enable the blocking of an ad
placed alongside content of a controversial nature. Such systems can deter placement against such subjects as Adult/Erotica, Alcohol, Nudity,

Offensive language, Bad News and other such topics. This would then avoid the potentially brand damaging occurrence of, for example, and

airline advertising alongsidea story about an airdisaster. el
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Canonical meta tag

A canonical link element is an HTML element that helps webmasters prevent duplicate content issues by specifying the "canonical", or
"preferred", versionofaweb page[l]m[3 las partofsearchengine optimization.

Duplicate content issues occur when the same content is accessible from multiple URLs. For example,
http://www.example.com/page.html would be considered by search engines to be an entirely different page to
http://www.example.com/page.html?parameter=1, even though both URLs return the same content. Another
example is essentially the same (tabular) content, but sorted differently.

In February 2009, Google, Yahoo and Microsoft announced support for the canonical link element, which can be inserted into the <head>
section of a web page, to allow webmasters to prevent these issues.*) The canonical link element helps webmasters make clear to the search
engines whichpageshouldbe creditedasthe original.

AccordingtoGoogle, thecanonical link elementisnotconsideredtobeadirective, butahint thatthe web crawler will "honor strongly".[”

While the canonical link element has its benefits, Matt Cutts, who is the head of Google's webspam team, has claimed that the search engine
prefers the use of 301 redirects. Cutts claims the preference for redirects is because Google's spiders can choose to ignore a canonical link

elementiftheyfeelitismorebeneficialto doso.®!

Examples of the canonical link element

<link rel="canonical" href="http://www.example.com/" />

<link rel="canonical" href="http://www.example.com/page.html" />

<link rel="canonical" href="http://www.example.com/directory/page.html" />
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Keyword research

Keyword research isa practice used by search engine optimization professionals to find and research actual search terms people enter into the
search engines when conducting a search. Search engine optimization professionals research keywords in order to achieve better rankings in
their desired keywords.[I]

Potential barriers

Existing brands

If a company decides to sell Nike trainers online, the market is pretty competitive, and the Nike brand itself is Predominant.

Sources of traditional research data

+ Google AdWords Keyword Tool, traffic estimator, Webmaster Tools; Google Suggestand Google Trends
+  MSN Keyword Forecast
¢ Hitwise
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Latent Dirichlet allocation

In statistics, latent Dirichlet allocation (LDA) is a generative model that allows sets of observations to be explained by unobserved groups
thatexplain why some parts ofthe data are similar. Forexample, ifobservations are words collectedintodocuments, itpositsthateachdocumentis
amixture ofa small number of topics and that each word's creation is attributable to one of the document's topics. LDA is an example of a topic
modelandwas firstpresented asa graphical model for topic discovery by David Blei, Andrew Ng, and Michael Jordan in2002.1V

Topics in LDA

InLDA, eachdocumentmaybe viewed asamixture of varioustopics. Thisissimilar to probabilistic latent semantic analysis (pLSA), except that
in LDA the topic distribution is assumed to have a Dirichlet prior. In practice, this results in more reasonable mixtures of topics in a
document. It has been noted, however, that the pLSA model is equivalent to the LDA model under a uniform Dirichlet prior
distribution

Forexample, an LDA model might have topics that can be classifiedas CAT and DOG. However, the classification is arbitrary because the topic
that encompasses these words cannot be named. Furthermore, a topic has probabilities of generating various words, such as milk, meow, and kitten,
whichcanbeclassified and interpreted by the vieweras "CAT". Naturally, cat itself will have high probability given this topic. The DOG topic
likewise has probabilities of generating each word: puppy, bark, and bone might have high probability. Words without special relevance, such
as the (see function word), will have roughly even probability between classes (or can be placed into a separate category).

Adocumentisgiventhetopics. Thisisastandard bag of words model assumption, and makes the individual words exchangeable.
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Model

With plate notation, the dependencies among the many variables can
be captured concisely. The boxes are “plates” representing
replicates. The outer plate represents documents, while the inner B

plate represents the repeated choice of topics and words within a N

document. M denotes the number of documents, N the number of

words in a document. Thus: O_ _,Q_ O_h

aistheparameterofthe Dirichletprioronthe per- o e z w N
document topicdistributions. M
Bistheparameterof the Dirichletprior on the per-topic Plate notation representing the LDA model.
worddistribution.

6, is the topic distribution for document i, isthe

¢ worddistributionfortopick,

25 is the topic for the jth word in document i, and
W;j is the specific word.

The Wijare the only observable variables, and the other

variables are latent variables. Mostly, the basic LDA model will be @ @
extended to a smoothed version to gain better results. The plate K
notation is shown on the right, where K denotes the number of topics
considered in the modeland: h 4
¢ is a K*V (V is the dimension of the vocabulary) @7@—"
Markov matrix each row of which denotes the word N
distribution ofatopic. M

. R Plate notation for smoothed LDA
The generative process behind is that documents are

represented as random mixtures over latent topics, where each topic is characterized by a distribution over words. LDA assumes the following
generative process for each document ¢ ina corpus D :
1. Choose ; ~ Dir(c),wheres € {1,..., M} and Dir(c)isthe Dirichlet distribution for parameter o
2. Choose @y, ~ Dir(3),wherek € {1,..., K}
3. For each of the words Wij ,where § € {1,..., N;}

(a) Chooseatopic z;; ~ Multinomial(6;).

(b) Chooseaword ~ w; ; ~ Multinomia.l(qu‘.,j).

(Note that the Multinomial distribution here refers to the Multinomial with only one trial. It is formally equivalent to the categorical
distribution.)

The lengths IV are treated as independent of all the other data generating variables ( ¢ and 2 ). The subscriptis
often dropped, as in the plate diagrams shown here.
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Mathematical definition

A formal description of smoothed LDA is as follows:

Definition of variables in the model

Variable Type Meaning

K integer number of topics (e.g. 50)

|4 integer number of words in the vocabulary (e.g. 50,000 or 1,000,000)

M integer number of documents

Ng—1.m integer number of words in document d

N integer M
totalnumberofwordsinalldocuments;sumofall values,ie. N = Z N,

d=1

Og=1..K positive real priorweightoftopick inadocument; usually thesameforalltopics; normallyanumber lessthan1,e.g.0.1,to
prefersparsetopicdistributions, .. fewtopicsperdocument

(8 K-dimension vector of positive reals collectionofall &k values, viewed as a single vector

Buw=1.v positive real priorweightofwordwinatopic;usually thesame forall words; normally anumbermuch less than 1, e.g. 0.001, to

strongly prefer sparse word distributions, i.e. few words per topic

B

J-dimension vector of positive reals

collectionofall ﬂw values, viewed as a single vector

Ok=1.. Kw=1..V

probability (real number between 0 and

1)

probability of word w occurring in topic k

¢k=l...K

J-dimension vector of probabilities,
which must sum to 1

distribution of words in topic &

Oa=1..Mp=1..K

probability (real number between 0 and
1)

probability of topic k occurring in document d for a given word

Ou_1..m

K-dimension vector of probabilities,
which must sum to 1

distribution of topics in document d

Zd=1...Mw=1...Nyq

integer between 1 and K

identity of topic of word w in document d

Z

N-dimension vector of integers between
land K

identity of topic of all words in all documents

Wi=1.. M,w=1..N,

integer between 1 and V'

identity of word w in document d

w

N-dimension vector of integers between
land V

identity of all words in all documents

We can then mathematically describe the random variables as follows:

Dirichlety (3)

¢k=1...K ~
0d=1_“M ~ DmchletK(a)
Zg=1.Mw=1..N, ~ Categoricaly(8,)

Wo=1..Mw=1..Ny Categoricaly (¢, )
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Inference

Learning the various distributions (the set of topics, their associated word probabilities, the topic of each word, and the particular topic mixture of
each document) is a problem of Bayesian inference. The original paper used a variational Bayes approximation of the posterior
distribution;“] alternative inference techniques use Gibbs sampling[3 Jand expectationpropagation.[4]

Following is the derivation of the equations for collapsed Gibbs sampling, which means s and @ s will be integrated out. For
simplicity, in this derivation the documents are all assumed to have the same length [V . The derivation is equally valid if the document
lengths vary.

According to the model, the total probability of the model is:

K M N
P(Wa Za 01 P; a, ﬂ) = H P((P'i; ,8) H P(ej; Ot) H P(Z',twj)P(W',tlSon,z):
i=1 j=1 t=1
where the bold-font variables denote the vector version of the variables. First of all, 4 and @ needtobeintegrated out.

P(Z,W;a,0)= [ [ PW,2,6,610,0) dpdo
0Jyp

=/ HP(ga,-;,B) HHP(W',tlS"Zj,t) d(p/HP( ;) HP(ZJ-,AG,-) de.

7=1t=1
Notethatall the @ sare independent to each other and the same to all the 4P s.Sowecantreateach @ andeach ¥ separately. Wenowfocusonlyon
the @ part.

/) HP( ) [P0 =] [ Posia) [] P(zieley

Wecanfurtherfocusononlyone @ as the following:

N
|, P ) I] P(Z;416,) db.
6; =1
Actually, it is the hidden part of the model for the j th document. Now we replace the probabilities in the above equation by the true

distribution expression to write out the explicit equation.

N
/0 P ) [ [P0 a0,
3 t=

F( ZK 1 a, -1
= | 22V TTex [] P(2;4065)
0] Hz— F(al) zH J’ H J,tl

Let n b; the number of word tokens in the  documenj &hith the same word symbol (the th word in the vocabulary) assigned to the
4th topic. So, s three dimensional. If any of the tlniglimensions is not limited to aspecific value, we use a parenthesized point to denote.
Forexample, nj-,(-) denotes the number of word tokens 11(&1)& documentassignedtothe topic. Thus, the right most part of the above equation
canbe re'ilfrf}ttenas: Jth

K g
[1 P(Z;:16;) = [16;2¢
t=1 =1

Sothe  §; integration formula can be changed to:
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F(ZKIQ, nt
Aot ) 6,40 do,
o TTici Do) & H » H "
F(Zz}il ) ﬁa htes— 140,

o TIey D) &1 !

Clearly, the equatlon inside the integration has the same form as the Dirichlet distribution. According to the Dirichlet distribution,
Thus,

5 I‘(Zfil Ot,;) ot ";-,(.)+“i_1
/0 ,- P(6;; @) tl;[lP (Z;416;) do; = o, TI%. T(ea) gej,i do;
P(Zfi a,,’) Hfi P( "() + a,) (Z‘L—l () + a,') ﬁg,:,,;:’(‘)-pai_l g,
1_.[1,— P(a") F(Zt—l n_; () + a") 61 1_.[1,— P( () + at) i=1 » ’
_D(ZE a) T T + )
Hw_ I'(a) (21_1"' () +Olz')

Now we turn our attentions to the % part. Actually, the derivation of the 4 partisverysimilartothe @ part. Here we only list the steps of the

derivation:

L (2, 6) [T T(n,y, +6,)
w1 [ T T( iy .+ B.)

Forclarity, herewe writedown the final equation withboth ¢ and @ integratedout:
P(Z,W;a,B)
ﬁP(Zi— 1) [lia T + ) xﬁF 8 I L(niy, +Fr)
j=1 ITi2i T(es) T(Xis nio+a) i [T I( PO Ny T Br)
The goal of Gibbs Sampling here is to approximate the distribution of P(Z|W;a,B).Since P(W;a,B)is
invariable forany of Z, Gibbs Sampling equations canbe derived from P(Z ,Wia, ﬁ) directly. The key point is to

derive the following conditional probability:

P(Z(mny, Z—(mm), W 2, B)

P(Z—(m-,n)aw; Ot,ﬁ) ’
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where Z, (m.,n) denotes the Z hidden variable of the nth word token in the 77;t" document. And furtherweassume thatthe wordsymbol ofit
isthe 4*» word in the vocabulary. Z. —(m,n)denotesallthe Z sbut Z (m.,n) -Notethat Gibbs Sampling needs only to samplea value for
Z (m.n)according tothe above probability, we donotneed the exactvalueof PP (ZmnlZ —(mm), W;,0 ) but the ratios among

the probabilities that Z (m.,n) cantakevalue. So, the above equation can be simplified as:

P(Z(msn) = k|Z_(m,n),W;a, B)
O(P(Z(m,n) = k, Z_(m,ﬂ), W, a, ﬂ)

(T () T e+
- TT: D(e) #Hm I( Y ot )
(X8)\ 1
X ( .1, ) ng‘("()r + Br)
. [ F(":_n,(.) +a) & P(”Z-),v .+ Bo)
F( Zfil M) a,-) i=1 1-‘( ZY=1 st ﬁf)
o IL D(ni,y+a) 5 Tlnfy,+8) -
Finally, el ( 3.1 72 bg shefsoeenganink o Yy 724 sput-ridBie excluded. The above equation can be further
simplified by trqagfl{lg‘éﬂrﬂ)lot dependent on n;-’,k as constants:  Z ()
Mo D™ + ) 0 (g™ + )
M((CE ™ + o) +1) w4 TS0 n ™ + 8,)
D(ngs ™™ + 8, +1)
T((Cang, ™™ +6) +1)
T(nf 5™ + o5 +1) T(ngs ™™ + 8, +1)
T((CE nin 5™ + e) +1) T((2V, n’za;‘"”'"’ +6,)+1)
D(ng 5™ + o) (nt §™) + o) T(ne ™™ + 8,) (ngy ™™ + B.)

x[‘(nk mm) 4 o + 1)

P( Zil nf;:((-;n’n) + O‘i) ( Efil "j;j((-T’ﬂ) + a,-) P( E:/_1 ?) r(m ™+ ﬂr) ( ZY_1 ?) r(m’n) + Br)

b e (4
( el ":n_((’)n") +a) ( PO "?) r(m’n) +6)
(n l(c),v(m o B.)

(X ”f.),r(m’n) +6)

Notethatthesameformulaisderivedinthearticleonthe Dirichletcompoundmultinomial distribution,aspartofa more general discussion of

(o (nfni()m ) 4 ak)

integrating Dirichletdistribution priors out ofa Bayesian network.




Latent Dirichletallocation 299

Applications, extensions and similar techniques

Topic modeling is a classic problem in information retrieval. Related models and techniques are, among others, latent semantic indexing,
independent component analysis, probabilistic latent semantic indexing, non-negative matrix factorization, and Gamma-Poisson.

The LDA model is highly modular and can therefore be easily extended. The main field of interest is modeling relations between topics.
Thisisachievedbyusinganotherdistributiononthesimplexinsteadofthe Dirichlet. The Correlated Topic Modell® follows this approach, inducing
a correlation structure between topics by using the logistic normal distribution instead ofthe Dirichlet. Another extension isthe hierarchical LDA
(hLDA),[6] wheretopicsare joined together in a hierarchy by using the nested Chinese restaurant process.

Asnoted earlier, PLSA is similar to LDA. The LDA model is essentially the Bayesian version of PLSA model. Bayesian formulation tends
to perform better on small datasets because Bayesian methods can avoid overfitting the data. Ina very large dataset, the results are probably the
same. One difference is that PLSA uses a variable ¢ to represent a document in the training set. So in PLSA, when presented with a document the
model hasn't seen before, we fix Pr('w | z) --the probability of words under topics—to be that learned from the training set and use the same

EM algorithm to infer Pr(z | d) --the topic distributionunder ¢ .Bleiarguesthatthisstepischeatingbecauseyou are essentially refitting the

model to the new data.
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Processing Systems 18. .
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Restaurant Process (http://cocosci.berkeley.edw/tom/papers/ncrp.pdf)]"]. Advances in Neural Information Processing Systems 16: Proceedings of the 2003 Conference. MIT
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External links

+  D. Mimno's LDA Bibliography (http:/www.cs.princeton.eduw/~mimno/topics.html) An exhaustive list of LDA-related resources
(incl. papers and some implementations)

+  Gensim (http://radimrehurek.com/gensim) Python+NumPy implementation of LDA for input larger than the available RAM.

+  topicmodels (http://cran.r-project.org/web/packages/topicmodels/index. html) and 1da (http://cran.r-project.
org/web/packages/lda/index html) are two R packages for LDA analysis.

+ LDA and Topic Modelling Video Lecture by David Blei (http://videolectures.net/mlss09uk_blei_tm/)

+  “Text Mining with R" including LDA methods (http:/www.r-bloggers.com/RUG/2010/10/285/), video of RobZinkov's
presentation tothe October 2011 meeting ofthe Los Angeles R users group

+ MALLET (http://mallet.cs.umass.edw/index.php) Open source Java-based package from the University of Massachusetts-Ambherst for
topic modeling with LDA, also has an independently developed GUL, the Topic Modeling Tool (http://code.google.com/p/topic-
modeling-tool/)

+  LDA in Mahout (https://cwiki.apache.org/confluence/display MAHOUT/Latent+Dirichlet+Allocation) implementation of
LDA using MapReduce on the Hadoop platform
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+  Perl implementation of LDA (http://www.people.fas.harvard.edu/~ptoulis/code/LDA_Perl.zip) A non-optimized
implementation of the LDA model in Perl, with documentation

+  TheLDA BuffetisNowOpen; or, Latent Dirichlet Allocation for English Majors (https://www stanford.eduw/
~mjockers/cgi-bin/drupal/node/61) A non-technical introduction to LDA by Matthew Jocker

Vanessa Fox

Vanessa Fox

Website

http:/ninebyblue.com

Vanessa Fox (born 1972) is a search engine optimization expert, writer and consultant best known for her work creating Google
Webmaster Central and as a Google spokesperson. Google Webmaster Central is a set of tools, educational materials,andcommunitytoadvise

webmastersonhowtohavetheirsiteslistedinGoogle,andtohelp solve problems they might have with the way Google indexes their pages.[l]

B3] [4]5](e]

e is a prominent technology blogger,”- and a frequent speaker at industry events.

Career

Fox joined Google in 2005 as a technical writer in its Kirkland, Washington
office. She left Google in June 2007, and briefly worked for real-estate startup Zillow.
She is an Entrepreneur In Residence for Ignition Partners, a Seattle, Washington-based
venture capital firm. Additionally, she is the founder of Nine By Blue, a
marketing consultancy with an emphasis on search.

Fox, originally from Southern California, worked at a Seattle web startup and AOL

before joining Google in 2005. While at Google, she was based at Google's Kirkland,

Washington office ¥

She is an adviser to Thinglabs and she is on the University of Washington's
MSIM/Informatics advisory board."”

Events

Vanessa Fox is a frequent speaker at conferences worldwide, including Search Engine

Strategies, Search Marketing Expo, Web 2.0 Conference, BlogHer and Ignite - _—
Seattle. Vanessa Fox 2007
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Books and Writing

Fox's book, Marketing in the Age of Google,[w] was published in May 2010 by Wiley, provides a blueprint for incorporating search

(1]

strategy into organizations of all levels. She writes regularly for a number of offline and online publications, such as O'Reillly Radar* ' and

Search Engine Land.["?! She also regularly writes about holistic marketing strategies that integrate searcher behavior at Nine By Bluel'’)

and search-friendly best practices for developers at Jane andRobot.'Y
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+  Author page (http://searchengineland.com/author/vanessa-fox) at Search Engine Land

+  Google Webmaster Central blog (http://googlewebmastercentral blogspot.com/)
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Search engines

A web search engine is designed to search for information on the World Wide Web and FTP servers. The search results are generally
presented in a list of results often referred to as SERPS, or "search engine results pages". The information may consist of web pages, images,
information and other types of files. Some search engines alsomine data available in databases or open directories. Unlike web directories, which
are maintained only by human editors, searchengines alsomaintainreal-timeinformation by running analgorithm ona web crawler.

History
Timeline (full list)
Year Engine Current status
1993 | W3Catalog Inactive
Aliweb Inactive
1994 | WebCrawler Active, Aggregator
Go.com Active, Yahoo Search
Lycos Active
1995 | AltaVista Inactive(URLredirectedto Yahoo!)
Daum Active
Magellan Inactive
Excite Active
SAPO Active
Yahoo! Active, Launched as a directory
1996 | Dogpile Active, Aggregator
Inktomi Acquired by Yahoo!
HotBot Active (lycos.com)
Ask Jeeves Active(ask.com, Jeeveswentaway)
1997 | Northern Light Inactive
Yandex Active
1998 | Google Active
MSN Search Active as Bing
1999 | AlltheWeb Inactive(URLredirectedto Yahoo!)
GenieKnows Active, rebranded Yellowee.com
Naver Active
Teoma Active
Vivisimo Inactive
2000 | Baidu Active
Exalead Acquired by Dassault Systémes
2002 | Inktomi Acquired by Yahoo!
2003 | Info.com Active
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2004

Yahoo! Search

A9.com

Sogou

2005

AOL Search

Ask.com Active

GoodSearch Active

SearchMe Closed

2006

wikiseek
Quaero

Ask.com Active

Live Search ActiveasBing, Launchedas
rebrandedMSN Search

ChaCha

Guruji.com

2007

wikiseek
Sproose
Wikia Search

Blackle.com

2008

Powerset
Picollator
Viewzi

Boogami
LeapFish
Forestle

VADLO

Duck Duck Go

2009

Bing

Yebol
Megafore
Mugurdy
Goby

2010

Black Google Mobile
Blekko
Cuil

Yandex

Yummly

2011

Interred

2012

Volunia
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During the early development of the web, there was a list of webservers edited by Tim Berners-Lee and hosted on the CERN webserver. One
historical snapshot from 1992 remains. "} As more webservers went online the central list could notkeepup. Onthe NCSA sitenew servers were
announcedunderthetitle"What'sNew!""”

Thevery firsttoolused for searchingonthe Internetwas Archie.*) The namestands for "archive" withoutthe"v".It was created in 1990 by Alan
Emtage, Bill Heelan and J. Peter Deutsch, computer science students at McGill University in Montreal. The program downloaded the
directory listings of all the files located on public anonymous FTP (File Transfer Protocol) sites, creating a searchable database of file names;
however, Archiedidnotindex the contents ofthesesitessincetheamountofdatawassolimiteditcouldbereadily searchedmanually.

The rise of Gopher (created in 1991 by Mark McCabhill at the University of Minnesota) led to two new search programs, Veronica and
Jughead. Like Archie, they searched the file names and titles stored in Gopherindex systems. Veronica (Very Easy Rodent-Oriented Net-
wide Index to Computerized Archives) provided a keyword search of most Gopher menu titles in the entire Gopher listings. Jughead
(Jonzy's Universal Gopher Hierarchy Excavation And Display) was atool for obtaining menu information from specific Gopher servers. While
the name of the search engine "Archie" was not a reference to the Archie comic book series, "Veronica" and "Jughead" are characters in the
series, thus referencing their predecessor.

In the summer of 1993, no search engine existed yet for the web, though numerous specialized catalogues were maintained by hand. Oscar
Nierstrasz at the University of Geneva wrote a series of Perl scripts that would periodically mirror these pages and rewrite them into a
standard format which formed the basis for W3Catalog,the web's first primitive search engine, released on September 2, 199314

In June 1993, Matthew Gray, then at MIT, produced what was probably the first webrobot, the Perl-based World Wide Web Wanderer, and used
it to generate an index called 'Wandex'. The purpose of the Wanderer was to measure the size of the World Wide Web, which it did until late 1995.
The web's second search engine Aliweb appeared in November 1993. Aliwebdidnotuse a webrobot, butinstead depended on being notified by
websiteadministrators of the existence at each site of an index file in a particular format.

JumpStation (released in December 1 993[5]) used awebrobot to find web pages and to build its index, and used a web formas the interface to its
query program. It was thus the first WWW resource-discovery tool to combine the three essential features of a web search engine (crawling,
indexing, and searching) as described below. Because of the limited resources available on the platform on which it ran, its indexing and hence
searching were limited to the titles and headings found in the web pages the crawler encountered.

One of the first "full text" crawler-based search engines was WebCrawler, which came out in 1994. Unlike its predecessors, it let users
search for any word in any webpage, which has become the standard for all major search engines since. It was also the first one to be widely
known by the public. Also in 1994, Lycos (which started at Carnegie Mellon University) was launched and became a major commercial
endeavor.

Soon after, many search engines appeared and vied for popularity. These included Magellan, Excite, Infoseek, Inktomi, Northern Light, and
AltaVista. Yahoo! was among the most popular ways for people to find web pages of interest, but its search function operated on its web directory,
rather than full-text copies of web pages. Information seekers could also browse the directory instead of doing a keyword-based search.

In1996, Netscape was looking to give asingle search engine an exclusive deal to be the featured searchengine on Netscape's web browser. There
was so much interest that instead a deal was struck with Netscape by five of the major search engines, where for $5 million per year each search

engine would be in rotation on the Netscape search engine page. The five engines were Yahoo!, Magellan, Lycos, Infoseek, and Excite.[517)

Searchengines were alsoknownas some ofthe brightest stars in the Internet investing frenzy that occurred in the late 1990s.®1 Several companies
entered the market spectacularly, receiving record gains during their initial public offerings. Some have taken down their public search engine,
and are marketing enterprise-only editions, such as Northern Light. Many search engine companies were caught up in the dot-com bubble, a
speculation-drivenmarket
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boom that peaked in 1999 and ended in 2001.

Around 2000, Google's search engine rose to prominence. The company achieved better results for many searches with an innovation called
PageRank. This iterative algorithm ranks web pages based on the number and PageRank of other web sites and pages that link there, on the premise
that good or desirable pages are linked to more than others. Google also maintained a minimalist interface to its search engine. In contrast, many of
its competitors embedded a search engine in a web portal.

By 2000, Yahoo! was providing search services based on Inktomi's search engine. Yahoo! acquired Inktomi in2002, and Overture (which owned
AlltheWeb and AltaVista) in 2003. Yahoo! switched to Google's search engine until 2004, whenitlaunched its ownsearchenginebased on
thecombinedtechnologiesofitsacquisitions.

Microsoft first launched MSN Search in the fall of 1998 using search results from Inktomi. In early 1999 the site began to display listings from
Looksmart blended with results from Inktomi except for a short time in 1999 when results from AltaVista were used instead. In 2004,
Microsoft began a transition to its own searchtechnology, powered by its own web crawler (called msnbot).

Microsoft's rebranded search engine, Bing, was launched on June 1, 2009. On July 29,2009, Yahoo! and Microsoft finalized a deal in which
Yahoo! Search would be powered by Microsoft Bing technology.

How web search engines work

A search engine operates in the following order:

1. Web crawling World Wide

2. Indexing Web
3. Searching

Web search engines work by storing information about many Web pages

web pages, which they retrieve from the HTML itself. These
pages areretrieved by a Web crawler (sometimes also known sl URLs | Multi-threaded
. EOLLET downloader

as aspider) Text and
— an automated Web browser which follows every link metadata

on the site. Exclusions can be made by the use of f—"

Queue [
robots.txt. The contents of each page are then analyzed I URLs
to determine how it should be indexed (for example,

Storage

words are extracted from the titles, headings, or special

fields called meta tags). Data about web pages High-level architecture of a standard Web crawler
arestored inan index database for use in later queries. A query can be asingle word. The purpose ofan index is to allow information to be found as
quickly as possible. Some search engines, such as Google, store all or part of the source page (referredtoasacache)as well as informationabout
the web pages, whereas others, such as AltaVista, store every word of every page they find. This cached page always holds the actual search text
sinceitistheonethat wasactuallyindexed,soitcanbeveryuseful whenthecontentofthe currentpagehasbeenupdatedandthesearch termsareno
longer in it. This problem might be considered to be a mild form of linkrot, and Google's handling of it increases usability by satisfying user
expectations that the search terms will be on the returned webpage. This satisfies the principle of least astonishment since the user normally
expects the search terms to be on the returned pages. Increased search relevance makes these cached pages very useful, even beyond the fact that
they may contain data that may no longer be available elsewhere.

When a user enters a query into a search engine (typically by using keywords), the engine examines its index and provides a listing of best-
matching web pages according to its criteria, usually with a short summary containingthe document's title and sometimes parts of the text. The
index is built from the information stored with the data and the
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method by which the information is indexed. Unfortunately, there are currently no known public search engines that allow documents to be searched
by date. Most search engines support the use of the boolean operators AND, OR and NOTto furtherspecify thesearchquery. Booleanoperatorsare
forliteralsearchesthatallowtheusertorefineand extendthe termsofthesearch. Theenginelooks forthewords orphrasesexactly asentered. Some
search engines provide an advanced feature called proximity search which allows users to define the distance between keywords. There is also
concept-based searching where the research involves using statistical analysis on pages containing the words or phrases you search for. As well,
natural language queries allow the user to type a question in the same form one would ask it to a human. A site like this would be ask.com.

The usefulness of a search engine depends on the relevance of the result set it gives back. While there may be millions of web pages that
include a particular word or phrase, some pages may be more relevant, popular, or authoritative than others. Most search engines employ
methods to rank the results to provide the "best" results first. How a search engine decides which pages are the best matches, and what order the results
should be shown in, varies widely from one engine to another. The methods also change over time as Internet usage changes and new
techniquesevolve. There aretwomain types of search engine thathave evolved: oneisasystemof predefined and hierarchically ordered keywords
that humans have programmed extensively. The other is a system that generates an "inverted index" by analyzing texts itlocates. This second form
reliesmuch moreheavily onthe computeritselfto do the bulk of the work.

Most Web search engines are commercial ventures supported by advertising revenue and, as a result, some employ the practice of allowing
advertisers to pay money to have their listings ranked higher in search results. Those search engines which do not accept money for their search
engine results make money by running search related ads alongside the regular search engine results. The search engines make money every
timesomeoneclicksononeof these ads.

Market share
Search engine | Market share in May 2011 Market share in December 2010[9|
Google 82.80% 84.65%
Yahoo! 6.42% 6.69%
Baidu 4.89% 3.39%
Bing 391% 3.29%
Ask 0.52% 0.56%
AOL 0.36% 0.42%

Google's worldwide market share peaked at 86.3% in April 2010.11% Yahoo!, Bing and other search engines are more popular in the US
than in Europe.

According to Hitwise, market share in the U.S. for October 2011 was Google 65.38%, Bing-powered (Bing and Yahoo!) 28.62%, and the
remaining 66 search engines 6%. However, an Experian Hit wise report released in August 2011 gave the "success rate" of searches sampled in
July. Over80percentof Yahoo! and Bing searchesresultedin the users visiting a web site, while Google's rate was just under 68 percent.[l 1
[12]

In the People's Republic of China, Baidu held a 61.6% market share for web search in July 2009.11%
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Search engine bias

Although search engines are programmed to rank websites based on their popularity and relevancy, empirical studies indicate various political,
economic, and social biases in the information they provide.[“][lsl These biases could be a direct result of economic and commercial processes (€.g.,
companies that advertise with a search engine can become also more popular in its organic search results), and political processes (e.g., the removal of
search results in order to complywithlocal laws).[ : 6]Google Bombingisoneexampleofanattempttomanipulatesearchresults forpolitical, social

or commercial reasons.
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Site map

A site map (or sitemap) is a list of pages
of a web site accessible to crawlers or users.
It can be either a document in any form used
as a planningtool for web design, ora web page
that lists the pages on a web site, typically
organized in hierarchical fashion. This helps
visitors and search engine bots find pages on

thesite.
While some developers argue that site index is ~ =~&= ‘ \é@/ v
a more appropriately used term to relay \{' 1/

page function, web visitors are used to
. . A site map of what links from the English Wikipedia's Main Page.
seeing eachterm and generally associate both as

one and the same. However, a site index is

Created with | InfoRapid KnowledgeMap |
Crested by |Regina |

often used to mean an A-Z index that provides
access to particular content, while a site map
provides a general top-down view of the
overall site contents.

XML is a document structure and encoding
standard used, amongst many other things, as
the standard for webcrawlers to find and
parse sitemaps. There is an example of an
XML sitemap below (missing link to site).

The instructions to the sitemap are given to
the crawler bot by a Robots Text file, an

example of this is also given below. Site

maps can improve search engine optimization
of asite by making surethat all the pages can be

found. This is especially important if a site
uses a dynamic access to content such as
AdobeFlash or JavaScript menus that do not
include HTML links.

They also act as a navigation aid g by providing an overview of a site's|

Sitemap of Google
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Benefits of XML sitemaps to search-optimize Flash sites

Below is an example of a validated XML sitemap for a simple three page web site. Sitemaps are a useful tool for making sites built in Flash and
other non-html languages searchable. Note that because the website's navigation is built with Flash (Adobe), the initial homepage of a site
developed in this way would probably be found by an automated search program (ref: bot). However, the subsequent pages are unlikely to
be found without an XML sitemap.

XML sitemap example:

\\\\\\\\\\\

<?xml version="1.0" encoding="UTF-8"?>
<urlset xmlns="http://www.sitemaps.org/schemas/sitemap/0.9">
<url>
<loc>http://www.example.com/?id=who</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.8</priority>
</url>
<url>
<loc>http://www.example.com/?id=what</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.5</priority>
</url>
<url>
<loc>http://www.example.com/?id=how</loc>
<lastmod>2009-09-22</lastmod>
<changefreg>monthly</changefreqgq>
<priority>0.5</priority>
</url>
</urlset>

XML Sitemaps

Google introduced Google Sitemaps so web developers can publish lists of links from across their sites. The basic premise is that some sites have
a large number of dynamic pages that are only available through the use of forms and user entries. The Sitemap files contains URLS to these pages
sothatweb crawlerscan find them'!. Bing, Google, Yahoo and Ask now jointly support the Sitemaps protocol.

Since Bing, Yahoo, Ask, and Google use the same protocol, having a Sitemap lets the four biggest search engines have the updated page
information. Sitemaps do not guarantee all links will be crawled, and being crawled does not guarantee indexing. However, a Sitemap is still the
bestinsurance for getting asearchenginetolearnabout your entire site.l¥)

XML Sitemapshavereplacedtheoldermethodof"submittingtosearchengines" by fillingoutaformonthesearch engine's submission page. Now
webdeveloperssubmitaSitemapdirectly, orwait for searchenginestofindit.

XML (Extensible Markup Language) is much more precise than HTML coding. Errors are not tolerated, and so syntax must be exact. Itis
advised to use an XML syntax validator such as the free one found at: http://validator. w3.org

There are automated XML site map generators available (both as software and web applications) for more complex sites.
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More information defining the field operations and other Sitemap options are defined at http://www.sitemaps.org (Sitemaps.org: Google, Inc.,
Yahoo, Inc., and Microsoft Corporation)

See also Robots.txt, which can be used to identify sitemaps on the server.

References

[1] Site Map Usability (http://www.useit.com/alertbox/sitemaps.html) Jakob Nielsen's Alertbox, August 12,2008
[2] "WordPress Plugin: Google XML Sitemaps" (http://linksku.com/10/wordpress-plugins). Linksku. .
[3] Jointannouncement (http://www.google.com/press/pressrel/sitemapsorg.html) from Google, Yahoo, Bing supporting Sitemaps

External links

¢ CommonOfficial Website(http://www.sitemaps.org/)-JointlymaintainedwebsitebyGoogle, Yahoo,MSN for an XML sitemap
format.

+  /Sitemapgenerators(http://www.dmoz.org/Computers/Internet/Searching/Search_Engines/Sitemaps)atthe Open Directory Project

+ Tools and tutorial (http://www.scriptol.com/seo/simple-map.html) Helping to build a cross-systemssitemap generator.

Sitemaps

The Sitemaps protocol allows a webmaster to inform search engines about URLs on a website that are available for crawling. A Sitemap is an
XML file that lists the URLs for a site. It allows webmasters to include additional information about each URL: when it was last updated,
how often it changes, and how important it is in relation to other URLs in the site. This allows search engines to craw! the site more intelligently.
SitemapsareaURLinclusion protocol and complement robots.txt, a URL exclusion protocol.

Sitemaps are particularly beneficial on websites where:

+ some areas of the website are not available through the browsable interface, or
+ webmastersuserich Ajax, Silverlight, orFlashcontent thatisnotnormally processed by search engines.

The webmaster can generate a Sitemap containing all accessible URLSs on the site and submit it to search engines. Since Google, Bing, Yahoo,

and Ask use the same protocol now, having a Sitemap would let the biggest search engines have the updated pages information.

Sitemaps supplement and do not replace the existing crawl-based mechanisms that search engines already use to discover URLs. Using this
protocol does not guarantee that web pages will be included in search indexes, nor does it influence the way that pages are ranked in search
results.

History

Google first introduced Sitemaps 0.84 (i June 2005 so web developers could publish lists of links from across their sites. Google, MSN and
Yahoo announced joint support for the Sitemaps protocol i November 2006. The schema version was changed to "Sitemap 0.90", but no
other changes were made.

In April 2007, Ask.com and IBM announced support B3 for Sitemaps. Also, Google, Yahoo, MS announced auto-discovery for sitemaps
through robots.txt. In May 2007, the state governments of Arizona, California, Utah and Virginia ™ announced they would use Sitemaps on
their web sites.

The Sitemaps protocol is based on ideast™ from "Crawler-friendly Web Servers" %)
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File format

The SitemapProtocol formatconsistsof XML tags. Thefileitselfmustbe UTF-8encoded. Sitemaps canalsobejust a plain text list of URLS.
They can also be compressed in .gz format.

A sample Sitemap that contains just one URL and uses all optional tags is shown below.

<?xml version="1.0" encoding="utf-8"?>

<urlset xmlns="http://www.sitemaps.org/schemas/sitemap/0.9">
<url>
<loc>http://example.com/</loc>
<lastmod>2006-11-18</lastmod>
<changefreg>daily</changefreg>
<priority>0.8</priority>
</url>
</urlset>

Element definitions

The definitions for the elements are shown below!”:
Element | Required? Description
<urlset> Yes The document-level element for the Sitemap. The rest of the document after the '<?xml version>' element must be contained in this.
<url> Yes Parent element for each entry. The remaining elements are children of this.
<loc> Yes Provides the full URL of the page, including the protocol (e.g. http, https) and a trailing slash, if required by the site's hosting server. This value

must be less than 2,048 characters.

<lastmod> No Thedatethatthe filewaslastmodified,inISO8601 format. Thiscandisplay thefull dateand timeor, if desired, may simply be the date in the
format YYYY-MM-DD.

<changefreq> No How frequently the page may change:
¢« always
¢+ hourly
¢+ daily
¢« weekly
«  monthly
¢« yearly
+ never

'Always'is used to denote documents that change each time that they are accessed. 'Never' is used to denote archived URLS (i.¢. files that will not
be changed again).

This is used only as a guide for crawlers, and is not used to determine how frequently pages are indexed.

<priority> No ThepriorityofthatURLrelativetoother URLsonthesite. Thisallowswebmasterstosuggesttocrawlerswhichpages are considered more
important.
The valid range is from 0.0 to 1.0, with 1.0 being the most important. The default value is 0.5.

Ratingallpagesonasitewithahighprioritydoesnotaffectsearchlistings,asitisonlyusedtosuggesttothecrawlers how important pages in the site
are to one another.

Support for the elements that are not required can vary from one search engine to another.!
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Sitemap index

The Sitemap XML protocol is also extended to provide a way of listing multiple Sitemaps in a'Sitemap index' file. The maximum Sitemap size
of 10MB or 50,000 URLsmeans this isnecessary for large sites. As the Sitemapneeds to be in the same directory as the URLs listed, Sitemap
indexes are also useful for websites with multiple subdomains, allowing the Sitemaps of each subdomain to be indexed using the Sitemap
index fileandrobots.txt.

Other formats

Text file

The Sitemaps protocol allows the Sitemap to be a simple list of URLs in a text file. The file specifications of XML Sitemaps apply to text
Sitemaps as well; the file must be UTF-8 encoded, and cannot be more than 10 MB large or contain more than 50,000 URLS, but can be

compressed as a gzip file.l”

Syndication feed

A syndication feed is a permitted method of submitting URLSs to crawlers; this is advised mainly for sitesthat already have syndication
feeds. One stated drawback is this method might only provide crawlers with more recently created URLS, but other URLSs can still be

discovered during normal crawling.m

Search engine submission

IfSitemaps aresubmitted directly toasearchengine (pinged), it will returnstatus information andany processing errors. Thedetailsinvolved with
submissionwill vary withthedifferentsearchengines. Thelocationofthesitemap can also be included in the robots. txt file by adding

the following line to robots. txt:
Sitemap: <sitemap_ location>
The <sitemap_location> should be the complete URL to the sitemap, such as: http.//www.example.org/sitemap.xml (however, see the

discussion). This directive is independent of the user-agent line, so it doesn't matter where it is placed in the file. If the website has several
sitemaps, this URL cansimply pointto the mainsitemap index file.

The following table lists the sitemap submission URLs for several major search engines:

Search Submission URL Help page

engine

Google | http://www.google.com/webmasters/tools/ping?sitemap= Submitting a

Sitemap
(http:// www.
google.com/
support/
webmasters/
bin/answer.
py?hl=en&
answer=34575
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Yahoo!

Site Explorer has
moved to Bing
Webmaster
Tools (http:/
/developer.
yahoo.com/
search/
siteexplorer/
V1/ping.

html)

Ask.com

http://submissions.ask.com/ping?sitemap=

Q: Does
Ask.com
support
sitemaps?
(http://
about.ask.
com/en/
docs/about/
webmasters.
shtml#22)

Bing
(Live
Search)

http://www.bing.com/webmaster/ping.aspx?siteMap=

Bing
Webmaster
Tools (http:/
/www.bing.
com/
webmaster)

Yandex

Sitemaps }

files (http:// | SitemapURLssubmittedusingthesitemapsubmission URLS need to

help.yandex. | he URL-encoded, replacing : with332, / with 32F, etc !
com/

webmaster/
%id=1115259) . ..
Sitemap limits

Sitemap files have a limit of 50,000 URLs and 10
megabytes per sitemap. Sitemaps can be compressed using
gzip,reducingbandwidthconsumption. Multiplesitemap
filesaresupported, withaSitemapindex fileservingasan
entrypoint. Sitemapindex filesmaynotlistmorethan
50,000 Sitemaps and must be no larger than 10MiB
(10,485,760 bytes) and can be compressed. You can have more than
one Sitemap index file.

Aswithall XML files,anydatavalues(including URLSs)
must use entity escape codes for the characters ampersand
(&),singlequote('),doublequote("), lessthan(<),and
greater than (>).

References
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External links

Official page (http:/www.sitemaps.org) (st up by Google,
Yahoo &MSN)

Google, Yahoo,MSNjointannouncementinNov'06
(http://www.google.com/press/pressrel/ sitemapsorg.html)
Official Blog (http://sitemaps.blogspot.com/)

Google Sitemaps newsgroup (archived) (http://groups.
google.com/group/google-sitemaps)

Google Sitemaps newsgroup(http://groups.google.
com/group/Google Webmaster Help-Sitemap)

Sitemap Gen(http:/goog-sitemapgen.sourceforge. net/) Python
script to generate Sitemaps by Google

sitemap_gen.py (http://www.bashkirtsev.com/2009/
05/14/sitemap/) Python script to generate Sitemaps by Google
with MemoryError fixed

Search::Sitemap (http://search.cpan.org/~jasonk/ Search-
Sitemap/) Perl Library for manipulating Sitemaps

PHP  Sitemap  Class  (http:/www.php-ease.com/
classes/sitemap.html) A PHP Class forcreating sitemaps
XmlSitemapGenerator.org (http:/www.
XmlSitemapGenerator.org) A free online tool for creating
sitemaps

Methods of website linking

This article pertains to methods of hyperlinking to/of different websites, often used in regard to search engine optimization (SEO). Many
techniquesandspecial terminology about linkingaredescribedbelow.

Reciprocal link

A reciprocal link is a mutual link between two objects, commonly between two websites to ensure mutual traffic. For example, Alice and
Bob have websites. If Bob's website links to Alice's website, and Alice's website links to Bob's website, the websites are reciprocally linked.
Website owners often submit their sites to reciprocal link exchange directories in order to achieve higher rankings in the search engines.
Reciprocal linking between websites is an important part of the search engine optimization process because Google uses link popularity

algorithms (defined as the number of links that lead to a particular page and the anchor text of the link) to rank websites for relevancy.
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Resource linking

Resource links are a category of links, which can be either one-way or two-way, usually referenced as "Resources" or "Information” in
navbars, but sometimes, especially in the early, less compartmentalized years of the Web, simply called "links". Basically, they are hyperlinks toa
website or a specific webpage containing content believed to be beneficial, useful and relevant to visitors of the site establishing the link.

In recent years, resource links have grown in importance because most major search engines have made it plain that—in Google's words--
"quantity, quality,andrelevance of links counttowards yourrating."[l]

The engines' insistence on resource links being relevant and beneficial developed because many artificial link building methods were
employed solely to "spam" search-engines, i.e. to "fool" the engines' algorithms into awarding the sites employing these unethical devices
undeservedlyhighpageranksand/orreturnpositions.

Despite cautioning site developers (again quoting from Google) to avoid "free-for-all' links, link popularity schemes, or submitting your site to
thousands of search engines (because) these are typically useless exercises that don't affect your ranking in the results of the major search

acl2] n(3]
engines

-- at least, not in a way you would likely consider to be positive,"”" most major engines have deployed technology designed to "red

flag" and potentially penalize sites employing such practices.

Forum signature linking

Forum signature linking is a technique used to build backlinks to a website. This is the process of using forum communities that allow
outbound hyperlinks in a member's signature. This can be a fast method to build up inbound linksto a website; it can also produce some targeted
trafficifthewebsiteisrelevanttothe forumtopic. Itshouldbe statedthatforumsusingthenofollowattribute willhavenoactual SearchEngine
Optimizationvalue.

Blog comments

Leaving acomment on a blog can result in a relevant do-follow link to the individual's website. Most of the time, however, leaving a comment
on a blog turns into a no-follow link, which is almost useless in the eyes of search engines, suchas Googleand Yahoo! Search. Onthe other
hand, mostblog comments get clicked on bythereaders of the blog if the comment is well-thought-out and pertains to the discussion of the other
commentersandtheposton the blog.

Directory link building

Website directories are lists of links to websites, which are sorted into categories. Website owners can submit their site to many of these

directories. Some directories accept payment for listing in their directory, while others are free. [
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External links

¢ All Wikipedia Links Are Now NOFOLLOW (http://www.searchenginejournal .com/
all-wikipedia-links-are-now-nofollow/4288/) Search Engine Journal, January 21, 2007.

Deep linking

Onthe World Wide Web, deep linking is makinga hyperlink thatpoints toaspecific page orimage onawebsite, instead of that website's
main or home page. Such links are called deep links.

Example

Thislink: http://en.wikipedia.org/wiki/Deep_linkingisanexampleofadeeplink. The URL containsallthe information needed to point to a

particular item, in this case the English Wikipedia article on deep linking, instead of the Wikipedia home page at http://www.wikipedia.org/
(1

Deep linking and HTTP

The technology behind the World Wide Web, the Hypertext Transfer Protocol (HTTP), does not actually make any distinction between "deep"
linksandany other links—alllinksare functionally equal. Thisisintentional; oneofthe designpurposesofthe Webistoallowauthorstolinktoany
publisheddocumentonanothersite. The possibility of so-called "deep" linking is therefore built into the Web technology of HTTP and URLs by
default—while a site can attempt to restrict deep links, to do so requires extra effort. According to the World Wide Web Consortium
Technical Architecture Group, "any attempt to forbid the practice of deep linking is based on a misunderstanding of the technology, and

threatens to undermine the functioning of the Webasa whole". 2]

Usage

Some commercial websites object to other sites making deep links into their content either because it bypasses advertising on their main
pages, passesofftheircontentasthatofthe linkeror, like The Wall Street Journal, they charge users for permanently valid links.

Sometimes, deep linking has led to legal action such as in the 1997 case of Ticketmaster versus Microsoft, where Microsoft deep-linked to
Ticketmaster's site fromits Sidewalk service. This case was settled when Microsoft and Ticketmaster arranged a licensing agreement.

Ticketmaster later filed a similar case against Tickets.com, and the judge in this case ruled that such linking was legal as long as it was clear to
whom the linked pages belonged.m The court also concluded that URLs themselves were not copyrightable, writing: "A URL is simply an
address, open to the public, like the street address of a building, which, if known, can enable the user to reach the building. There is nothing
sufficiently original to make the URL a copyrightable item, especially the way it is used. There appear to be no cases holding the URLS to be
subject to copyright. On principle, they should not be."
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Deep linking and web technologies

Websites which are built on web technologies such as Adobe Flash and AJAX often do not support deep linking. This canresultinusability
problemsforpeoplevisitingsuchwebsites. Forexample, visitorstothese websites may be unable to save bookmarks to individual pages o states of
the site, web browser forward and back buttons may not work as expected, and use of the browser's refresh button may return the user to the
initial page.

However, this is not a fundamental limitation of these technologies. Well-known techniques, and libraries such as SWFAddress'
[51(61[71(8]

and History
Keeper, now exist that website creators using Flash or AJAX can use to provide deep linking to pages within their sites.

Court rulings

Probably the earliest legal case arising out of deep-linking was the 1996 Scottish case of The Shetland Times vs The Shetland News where

the Times accused the News ofappropriating stories onthe Times' websiteasitsown. el

Inthe beginning 0f2006 in a case between the search engine Bixee.com and job site Naukri.com, the Delhi High Court in India prohibited

Bixee.com from deeplinking to Naukri.com.!"!

InDecember 2006, a Texas court ruled that linking by a motocross website to videos on a Texas-based motocross video production website did
not constitute fair use. The court subsequently issued an injunction.[l ! This case, SFX MotorSportsInc.,v. Davis, wasnotpublishedin official
reports, butisavailableat2006 WL 3616983.

InaFebruary 2006 ruling, the Danish Maritime and Commercial Court (Copenhagen) found systematic crawling, indexing and deep-linking by
portal site ofir.dk of real estate site Home.dk not to conflict with Danish law or the database directive of the European Union. The Court even
stated that search engines are desirable for the functioning of the Intemet of today. And that one, when publishing information on the Internet, must

assume—and accept—that search engines deep link to individual pages of one's website %)

Opt out

Web site owners wishing to prevent search engines from deep linking are able to use the existing Robots Exclusion Standard (/robots. txt
file) to specify their desire or otherwise for their content to be indexed. Some feel that content owners who fail to provide a / robots. txt
file are implying that they do not object to deep linking either by search engines or others who might link to their content. Others believe that
contentowners may beunawareof the Robots Exclusion Standard or may not use robots.txt for other reasons. Deep linking is also practiced outside
the search engine context, so some participating in this debate question the relevance of the Robots Exclusion Standard to controversies about
Deep Linking. The Robots Exclusion Standard does not programmatically enforce its directives so it does not prevent search engines and
otherswhodonotfollowpoliteconventionsfromdeeplinking.
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Backlink

Backlinks, also known as incoming links, inbound links, inlinks, and inward links, are incoming links to a website or web

page. In basic link terminology, a backlink is any link received by a web node (web page, directory, website, or top level domain) from

another webnode [

Inbound links were originally important (prior to the emergence of search engines) as a primary means of web navigation; today, their
significance lies in search engine optimization (SEO). The number of backlinks is one indication of the popularity or importance of that
websiteorpage (forexample, thisisused by Googletodetermine the PageRank ofawebpage). Outsideof SEO, thebacklinksofawebpagemaybe
ofsignificantpersonal, culturalor semantic interest: they indicate who is paying attention to that page.

Search engine rankings

Search engines often use the number of backlinks that a website has as one of the most important factors for determining that website's search
engine ranking, popularity and importance. Google's description of their PageRank system, for instance, notes that Google interprets a
link from page A to page B as a vote, by page A, for page B. 2 Knowledge of this form of search engine rankings has fueled a
portion of the SEO industry commonly termed linkspam, where a company attempts to place as many inbound links as possible to their site
regardless of the context of the originatingsite.

Websites often employ various search engine optimization techniques to increase the number of backlinks pointing to their website. Some methods
are free for use by everyone whereas some methods like linkbaiting requires quite a bit of planning and marketing to work. Some websites stumble
upon "linkbaiting" naturally; the sites that are the first with a tidbit of "breaking news' about a celebrity are good examples of that. When "linkbait"
happens, many websites willlink tothe 'baiting' website because there is information there that is of extreme interest to a large number of people.

There are several factors that determine the value of a backlink. Backlinks from authoritative sites on a given topic are highly valuable P11f both
sites have content geared toward the keyword topic, the backlink is considered relevant
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and believed to have strong influence on the search engine rankings of the webpage granted the backlink. A backlink represents a favorable 'editorial
vote' for the receiving webpage from another granting webpage. Another important factor is the anchor text of the backlink. Anchor text is the
descriptive labeling of the hyperlink as it appears on a webpage. Search engine bots (.., spiders, crawlers, etc.) examine the anchor text to
evaluate how relevant it is to the content on a webpage. Anchor text and webpage content congruency are highly weighted in search engine results
page (SERP)rankings ofawebpage withrespecttoany givenkeywordquerybyasearchengineuser.

Increasingly, inbound links are being weighed against link popularity and originating context. This transition is reducingthenotionofone
link, onevote inSEQ,atrend proponentshopewill helpcurblinkspamasawhole.

Technical

WhenHTML (Hyper TextMarkupLanguage) wasdesigned, therewasnoexplicitmechanisminthe designtokeep track ofbacklinks in
software, as this carried additional logistical and network overhead.

Most Content management systems include features to track backlinks, provided the external site linking in sends notification to the target site.
Most wikisystems include the capability of determining what pages link internally to any given page, but do not track external links to any
given page.

Most commercial search engines provide a mechanism to determine the number of backlinks they have recorded to a particular web
page. For example, Google can be searched using
Google:link:http://www.wikipedia.org|link:wikipedia.org to find the number of pages on the Web pointing to http:// wikipedia.org/.Google only

showsa small fraction of the number of links pointing to asite. It credits many more backlinks than it shows for each website.

Other mechanisms have been developed to track backlinks between disparate webpages controlled by organizations that aren't associated with
each other. The most notable example of this is TrackBacks between blogs.

References

[1] Lennart Bjorneborn and Peter Ingwersen (2004). "Toward a Basic Framework for Webometrics" (http:/www3.interscience.wiley.com/ cgi-
bin/abstract/109594194/ABSTRACT). Journal of the American Society for Information Science and Technology 55 (14): 1216—-1227.
doi:10.1002/as1.20077. .

[2] Google's overview of PageRank (http://www.google.com/intl/en/technology/)

[3] "DoesBacklink Quality Matter?" (http://www.adgooroo.com/backlink_quality.php). 4dgooroo.2010-04-21. . Retrieved 2010-04-21.

[[de:Riickverweis]




URL redirection 321

URL redirection

URL redirection, also called URL forwarding, is a World Wide Web technique for making a web page available under more thanone

URL address. When a web browser attempts to open a URL that has been redirected, a page with a different URL is opened. For example,
www.example.com (1 is redirected to www.iana.org/domains/example/ @, Similarly, Domain redirection or domain forwarding

Bl and wikipedia.net ) are automatically

is when all pages in a URL domain are redirected to a different domain, as when wikipedia.com
redirected to wikipedia.org () URL redirection can be used for URL shortening, to prevent broken links when web pages are moved, to allow
multipledomainnamesbelongingtothesameownertorefertoasinglewebsite, toguide navigation into and out of a website, for privacy protection,

and for less innocuous purposes such as phishing attacks using URLS that are similar to a targeted web site.

Purposes

There are several reasons to use URL redirection:

Similar domain names

A user might mis-type a URL—for example, "example.com" and "exmaple.com”. Organizations often register these "mis-spelled” domains and
re-direct them to the "correct" location: example.com. The addresses example.com and example.netcouldbothredirecttoasingle domain, or web
page, suchasexample.org, Thistechniqueisoftenused to "reserve" other top-level domains (TLD) with the same name, or make it easier for
atrue ".edu" or ".net" to redirect to a more recognizable ".com" domain.

Moving a site to a new domain

A web page may be redirected for several reasons:

+ aweb site might need to change its domain name;

+ an author might move his or her pages to a new domain;

+  two web sites mightmerge.

With URL redirects, incoming links to an outdated URL can be sent to the correct location. These links might be from other sites that have not
realizedthatthereisachangeor frombookmarks/favoritesthatusershave savedin their browsers.

The same applies to search engines. They often have the older/outdated domain names and links in their database and will send search users to
these old URLs. By using a "moved permanently" redirect to the new URL, visitors will still end up at the correct page. Also, in the next search
engine pass, the search engine should detect and use the newer URL.

Logging outgoing links
The access logs of most web servers keep detailed information about where visitors came from and howthey browsedthehostedsite. They

donot,however, log whichlinksvisitorsleftby. Thisisbecausethe visitor'sbrowser has noneed tocommunicate with the original server when
thevisitor clicksonan outgoing link.

Thisinformation canbe captured inseveral ways. One way involves URLredirection. Instead of sending thevisitor straight to the other site, links
onthe site can direct to a URL on the original website's domain that automatically redirectsto thereal target. This technique bears the downside
of the delay caused by the additional request to the original website's server. As this added request will leave a trace in the server log, revealing

exactlywhichlinkwas followed, it can also be a privacy issue.!
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The same technique is also used by some corporate websites to implement a statement that the subsequent content is at another site, and therefore not
necessarily affiliated with the corporation. In such scenarios, displaying the warning causes an additionaldelay.

Short aliases for long URLSs

Web applications often include lengthy descriptive attributes in their URLs which represent data hierarchies, command structures,
transaction paths and session information. This practice results in a URL that is aesthetically unpleasantanddifficulttoremember,andwhichmay
not fit within the size limitations of microblogging sites. URL shortening services provide a solution to this problem by redirecting a user to a
longerURL fromashorterone..

Meaningful, persistent aliases for long or changing URLSs

Sometimesthe URL ofapagechangeseventhoughthecontentstaysthesame. ThereforeUR Lredirectioncanhelp users who have bookmarks.
Thisisroutinely done on Wikipedia whenevera page is renamed.

Manipulating search engines

Someyearsago, redirecttechniques wereusedto fool searchengines. Forexample, one page could show popular search terms to search engines but
redirect the visitors to a different target page. There are also cases where redirects havebeenusedto"steal"thepagerank ofonepopularpageanduseit

foradifferentpage, usuallyinvolvingthe302 HTTP status code of "moved temporarily." 2131

Search engine providers noticed the problem and took appropriate actions . Usually, sites that employ such techniques to manipulate search
engines are punished automatically by reducing their ranking or by excluding them from the searchindex.

As a result, today, such manipulations usually result in less rather than more site exposure.

Satire and criticism

Inthesame way thata Google bomb canbeused forsatire and political criticism, adomain name that conveys one meaning can be redirected to

any other web page, sometimes with malicious intent. The website shadyurl.com offers a satirical service that will create an apparently

"suspicious and frightening" redirection URL for even benign webpages. For example, an
input of en.wikipedia.org generates

5z8.info/hookers_e4u5_inject worm.

Manipulating visitors

URL redirection is sometimes used as a part of phishing attacks that confuse visitors about which web site they are visiting . Because modern
browsers always show the real URL in the address bar, the threat is lessened. However, redirects can also take you to sites that will otherwise
attempt to attack in other ways. For example, a redirect might take a user to a site that would attempt to trick them into downloading antivirus
softwareandironicallyinstallinga trojan of some sortinstead.

Removing referer information

Whenalinkisclicked, thebrowsersendsalonginthe HT TPrequestafield calledrefererwhichindicatesthesource of the link. This field is

populated with the URL of the current web page, and will end up in the logs of the server serving the external link.
Since sensitive pages may  havesensitive URLs (for  example,

http://company.com/plans-for-the-next-release-of-our-product), itis not desirable for the referer

URLtoleavetheorganization. A redirection page that performsreferrer hiding couldbeembedded inall external URLs,
transforming ~ forexamplehttp://externalsite.com/page into
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http://redirect.company.com/http://externalsite.com/page. This technique also eliminates other
potentially sensitive information from the referer URL, such as the session ID, and can reduce the chance of phishing by indicating to the end
user that they passed a clear gateway to anothersite.

Techniques

There are several techniques to implement a redirect. In many cases, Refresh meta tag is the simplest one. However, there exist several strong

opinions discouraging this method.'¥

Manual redirect

The simplest technique is to ask the visitor to follow a link to the new page, usually using an HTML anchor as such:

Please follow <a href="http://www.example.com/">this link</a>.

This method is often used as a fall-back for automatic methods — if the visitor's browser does not support the automatic redirect method,
the visitor can still reach the target document by following the link.

HTTP status codes 3xx

Inthe HTTP protocol used by the World Wide Web, a redirect is a response with a status code beginning with 3 that induces a browser to go to
another location, with annotation describing the reason, which allows for the correct subsequentaction(suchas changing links inthe case of
code 301,apermanentchangeofaddress)

The HTTP standard ['”) defines several status codes ' for redirection:

¢ 300 multiple choices (e.g. offer different languages)

* 301 moved permanently

+ 302found(originallytemporaryredirect, butnowcommonlyusedtospecifyredirection forunspecifiedreason)
+ 303 see other (e.g. for results of cgi-scripts)

¢ 307 temporary redirect

All of these status codes require that the URL of the redirect target be given in the Location: header of the HTTP response. The 300 multiple
choices will usually list all choices in the body of the message and show the default choice in the Location:header.

Within the 3xx range, there are also some status codes that are quite different from the above redirects (they are not discussed here with their
details):

+ 304 not modified
305 use proxy

This is a sample of an HTTP response that uses the 301 "moved permanently" redirect:

HTTP/1.1 301 Moved Permanently
Location: http://www.example.org/
Content-Type: text/html
Content-Length: 174

<html>

<head>
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<title>Moved</title>

</head>

<body>

<hl>Moved</h1>

<p>This page has moved to <a href="http://www.example.org/">http://www.example.org/</a>.</p>
</body>

</html>

Using server-side scripting for redirection

Often, web authors don't have sufficient permissions to produce these status codes: The HTTP header is generated by the web server program and
not read from the file forthat URL. Even for CGI scripts, the web serverusually generates the status code automatically and allows custom
headers to be added by the script. To produce HTTP status codes with cgi-scripts, one needs to enable non-parsed-headers.

Sometimes, it is sufficient to print the "Location: 'url™ header line from a normal CGI script. Many web servers choose one of the 3xx status
codes for such replies.

Frameworks for server-side content generation typically require that HTTP headers be generated before response data. As a result, the web

programmer who is using such a scripting language to redirect the user's browser to another page must ensure that the redirect is the first or only

part of the response. In the ASP scripting language, this can also be accomplished using the methods response.buffer=true
and response.redirect

"http://www.example.com/". Using PHP, one can use the header function as follows:

header ('HTTP/1.1 301 Moved Permanently');
header ('Location: http://www.example.com/');

exit ();

Accordingtothe HTTP protocol, the Locationheader must containanabsolute URL Bl When redirecting fromone pagetoanotherwithinthesame
site, it is a common mistake to use a relative URI. As aresult most browsers tolerate relative URIs in the Location header, but some browsers
display a warning to the end user.

There are other methods that can be used for performing redirects, but they do not offer the flexibility that mod_rewrite offers. These
alternative rules use functions withinmod _alias:

Redirect permanent /oldpage.html http://www.example.com/newpage.html

Redirect 301 /oldpage.html http://www.example.com/newpage.html

Toredirect arequests for any non-canonical domain name using .htaccess or withina <Directory> section inan Apache config file:
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RewriteEngine on

RewriteCond %{HTTP_HOST}
A([~.:1+\.) *oldsite\.example\.com\.? (: [0-9]*)?$ [NC]

RewriteRule ~(.*)$ http://newsite.example.net/$1 [R=301,L]

Useof htaccess for this purpose usually does notrequire administrative permissions. However, .htaccess canbe disabled by your host, and so
may not work (or continue to work) if they do so.

In addition, some server configurations may require the addition of the line:
Options +FollowSymLinks
ahead of the "RewriteEngine on" directive, in order to enable the mod_rewrite module.

When you have access to the main Apache config files (such as httpd.conf), it is best to avoid the use of .htaccess files.

Ifthe code is placed into an Apache config file and not within any <Directory> container, then the RewriteRule pattern must be changed to
include a leading slash:

RewriteEngine on
RewriteCond %{HTTP_HOST} ~([”*.:]+\.)*oldwebsite\.com\.?(:[0-9]%*)?$ [NC]

RewriteRule ~/(.*)$ http://www.preferredwebsite.net/$1 [R=301,L]

Refresh Meta tag and HTTP refresh header

Netscape introduced a feature to refresh the displayed page after a certain amount of time. This method is often called meta refresh. Itis possible
tospecify the URL of the new page, thus replacing one page after some time by another page:

+ HTML <meta> tag!"*!

+ Anexploration of dynamic documents (4]

+  Metarefresh

AtimeoutofOsecondsmeansanimmediateredirect. MetaRefreshwithatimeoutofOsecondsisacceptedasa301 permanentredirectby Google,

allowing to transfer PageRank from static html files.[®]

This is an example of a simple HTML document that uses this technique:

<html>
<head>
<meta http-equiv="Refresh" content="0; url=http://www.example.com/" />
</head>
<body>

<p>Please follow <a href="http://www.example.com/">this link</a>.</p>
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</body>

</html>

+  Thistechniqueisusableby all web authors because the meta tag is contained inside the document itself.
+  The meta tag must be placed in the "head" section of the HTML file.
¢ Thenumber"0" inthisexample may bereplaced by anothernumbertoachieveadelay ofthat many seconds.

+  This s a proprietary extension to HTML introduced by Netscape but supported by most web browsers. The manual link inthe "body"
sectionis forusers whosebrowsers donot support this feature.

This is an example of achieving the same effect by issuing an HTTP refresh header:

HTTP/1.1 200 ok

Refresh: 0; url=http://www.example.com/
Content-type: text/html

Content-length: 78

Please follow <a href="http://www.example.com/">this link</a>!

This response is easier to generate by CGI programs because one does not need to change the default status code. Here is a simple CGI program

that effects this redirect:

#!/usr/bin/perl

print "Refresh: 0; url=http://www.example.com/\r\n";
print "Content-type: text/html\r\n";

print "\r\n";

print "Please follow <a href=\"http://www.example.com/\">this link</a>!"

Note: Usually, the HTTP server adds the status line and the Content-length header automatically.

This method is considered by the W3C to be a poor method of redirection, since it does not communicate any informationabout either the
original or newresource, to the browser (or search engine). The W3C's Web Content Accessibility Guidelines (7.4) (6] discourage the creation of
auto-refreshing pages, since most web browsers do not allow the userto disable or control the refreshrate. Some articles that they have writtenon
the issue include W3C Web Content Accessibility Guidelines (1.0): Ensure user control of time-sensitive content changes (71 and Use
standard redirects: don't break the back button! ['%]
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Thisexampleworksbestforarefresh, orinsimpleterms-aredirect forwebpages, asfollows, however, forarefresh under 4 seconds, your webpage
will not be given priority listing on search engines. For some users, this is preferred not to be listed. Inline, you will find the time as in
seconds:

CONTENT="2
this number can be adjusted to suit your needs. Place in

yourhead:

<HTML>

<HEAD>

<META HTTP-EQUIV="refresh" CONTENT="2;URL=http://www.example.com/example.html">

</HEAD>

JavaScript redirects

JavaScript offers several ways to display a different page in the current browser window. Quite frequently, they are used for a redirect. However,
there are several reasons to prefer HTTP header or the refresh meta tag (whenever it is possible) over JavaScriptredirects:

+  Security considerations
¢+ Some browsers don't supportJavaScript

* many web crawlers don't execute JavaScript.

Frame redirects

A slightly different effect can be achieved by creating a single HTML frame that contains the target page:

<frameset rows="100%">
<frame src="http://www.example.com/">
</frameset>
<noframes>
<body>Please follow <a href="http://www.example.com/">1link</a>!</body>

</noframes>
Onemaindifferencetotheaboveredirect methodsisthatforaframeredirect, thebrowserdisplaysthe URL ofthe frame document and not the
URL ofthe target page in the URL bar.

This technique is commonly called cloaking. This may be used so that the reader sees a more memorable URL or, with fraudulent intentions,
to conceal a phishing site as part of website spooﬁng.m
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Redirect loops

Itisquite possiblethat oneredirect leadsto another redirect. Forexample, the URL http://www.wikipedia.com/ wiki/URL _redirection(notethe
differencesinthe domainname)is firstredirectedtohttp://www.wikipedia.org/ wiki/URL _redirectionandagainredirectedtothecorrect URL:
http://en.wikipedia.org/wiki/URL _redirection. This is appropriate: the first redirection corrects the wrong domain name, the second redirection
selects the correct language section, and finally, the browser displays the correct page.

Sometimes, however, a mistake can cause the redirection to point back to the first page, leading to an infinite loop of redirects. Browsers usually
break that loop after a few steps and display an error message instead.

The HTTP standard 'V states:
A client SHOULD detect infinite redirection loops, since such loops generate network traffic for each redirection.

Previousversionsofthisspecificationrecommendedamaximumoffiveredirections; someclientsmayexist that implement such a
fixed limitation.

Services

Thereexistservicesthatcan perform URL redirectionondemand, withnoneed fortechnical work oraccesstothe webserver your site is hosted
on.

URL redirection services

A redirect service is an information management system, which provides an internet link that redirects users to the desired content. The typical
benefit to the user is the use of a memorable domain name, and a reduction in the length ofthe URL or web address. A redirecting link can also be
used as apermanentaddress for content that frequently changes hosts, similarly to the Domain Name System.

Hyperlinks involving URL redirection services are frequently used in spam messages directed at blogs and wikis. Thus, one way to reduce spam
is toreject all edits and comments containing hyperlinks to known URL redirection services; however, this will also remove legitimate edits
and comments and may not be an effective method to reduce spam.

Recently, URL redirection services have taken to using AJAX as an efficient, user friendly method for creating shortened URLs.

A major drawback of some URL redirection services is the use of delay pages, or frame based advertising, to generate revenue.

History

The firstredirect services took advantage of top-level domains (TLD) suchas ".to" (Tonga), ".at" (Austria)and ".is" (Iceland). Their goal was to
make memorable URLSs. The first mainstream redirect service was V3.com that boasted 4 million users at its peak in 2000. V3.com success was

"non "o "on

attributed to having a wide variety of short memorable domains including "r.im", "go.to", "L.am", "come.to" and "start.at". V3.com was
acquired by FortuneCity.com, a large free web hosting company, in early 1999. In 2001 emerged .tk (Tokelau) as a TLD used for
memorable names.®] As the sales price of top level domains started falling from $70.00 per year to less than $10.00, the demand for memorable

redirection services eroded.

Withthelaunchof TinyURLin2002anewkind ofredirecting service wasborn, namely URL shortening. Their goal wastomakelongURLsshort,
to be able to post them on internet forums. Since 2006, with the 140 character limit on the extremely popular Twitter service, these short URL
services have seen aresurgence.




URL redirection 329

Referrer Masking

Redirectionservices can hide the referrer by placing an intermediate page between the page the link is onand its destination. Although these are
conceptually similar to other URL redirection services, they serve a different purpose, and they rarely attempt to shorten or obfuscate the
destination URL (as their only intended side-effect is to hide referrer information and provide a clear gateway between other websites.)

This type of redirection is often used to prevent potentially-malicious links from gaining information using the referrer, for example a
session ID in the query string. Many large community websites use link redirection on external links to lessen the chance of an exploit that
could be used to steal account information, as well as make it clear when a user is leaving a service, to lessen the chance of effective
phishing.

Here is a simplistic example of such a service, written in PHP.

Surl = htmlspecialchars($_GET['url']);

header ( 'Refresh: 0; url=http://'.S$url );

<!-- Fallback using meta refresh. -->
<html>
<head>

<title>Redirecting...</title>

<meta http-equiv="refresh" content="0;url=http://<?php echo $url; ?>">
</head>
<body>
Attempting to redirect to <a href="http://<?php echo $url; ?>">http://<?php echo Surl; ?></a>.
</body>

</html>
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