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Abstract 
Facial expression recognition can differentiate human's current state of emotion, representing what a 
person is feeling. This can be implemented in many areas such as mental state analysis, human-computer 
development, etc. Current research already produced good accuracies but not paying more attention to the 
number of data or performance. This research aimed to produce facial emotion recognition system that 
focused in reducing the number of features based on facial expression images. We differentiate seven human 
emotion using Biorthogonal Wavelet Transform(BWT) to extract the features from the image, and utilize 
Low Variance Filter to reduce high features, and based on the extracted data we build classification model 
using Support Vector Machine(SVM), also stratified cross validation is used as the validation model. The 
proposed model successfully produced in average accuracy of 92% even after 95% data reduction is applied 
to the model. In short, this proposed method is efficient.  
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1. Introduction 
 
1.1. Background 

Feature selection as a method of dimension reduction is crucial in building a classification model. It can 
extract the important information from the data, focusing the model to that information and extract other 
unessential data, preventing problems like overfitting. Especially in expression recognition that is key to human-
computer interaction [1] [2]. A feature selection can extract important information in expression recognition like 
the facial muscle condition that differentiate between expressions, deleting other unimportant information like the 
background or human hair.  

There are many research facial expression recognition based on facial images that includes dimension 
reduction. A facial emotion recognition experiment using Biorthogonal Wavelet Entropy(BWE) and Fuzzy 
Support Vector Machine (FSVM) [3] resulting an overall accuracy up to 96.77%. In 2010, a FER research using 
Local Binary Pattern(LDP) and Principal Component Analysis(PCA) [4] producing 96% accuracy to differentiate 
6 human expression Those researches produce a magnificent accuracy, but even they include a dimension 
reduction method, there are no further analysis on the effect to data reduction for the dataset.  

This research is focused on the affection of feature selection to reduce the dataset for a facial expression 
recognition system. Considering the most important features in expression image is the facial muscle that are 
recognized by edge detection, we choose Low Variance Filter as the feature selection method. Low variance filter 
has applied as edge-detection method and has proofed to be effective compared to other method [5] that will serve 
as a reduction dimension method.  

We design the model by first implementing Biorthogonal Wavelet Transform (BWT) because of its ability 
to recognize fine details and coarse details in multilevel analysis [6], producing great quality of detected edge and 
combining it with Low Variance Filter. To build the classification model, we use the well-known Support Vector 
Machine(SVM) with OneVsRest Multiclass approach. 

 
1.2. Problem Statement 

Based on the background that has been explained before, therefore we can identify the problems in this 
research, which is as follows: 

1. How the Low Variance Filter will influence the classification model that designed using Biorthogonal 
Wavelet Transform and Support Vector Machine? 

To decrease of this research scope, where must be boundaries to the research which as follows: 
1. Model recognize up to seven emotion which is happy, sad, angry, disgust, scared, surprised and neutral  
2.  Input image is a front look facial female human image without any accessories   
3. Support Vector Machine is the only classification method used.  
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1.3. Goals 
The objective of this research is to analyse the affection of Low Variance Filter on the classification model 

that are build using Biorthogonal Wavelet Transform and Support Vector Machine. 
 

1.4. Paper Structure  
The remaining part of this paper is as follows. Section 2 gave the literature review and materials that are used. 

Section 3 describe about the methodology in the research. Section 4 is the analysis of the results that are produced, 
and finally section 5 concludes the paper. 

 
2. Literature Review 

Table 1. literature review important points 
No Paper Title Topic Method Result 
1 Facial Emotion 

Recognition 
Based on Bior-
thogonal Wavelet 
Entropy, Fuzzy 
Support Machine, 
and Stratifiend 
Cross Validation 
[3] 

Facial 
Expression 
Recognition 

Biorthogonal Wavelet 
Entropy and Fuzzy 
Support Vector Machine 

BWE+FSVM proofed to be 
effective classification model with 
overall accuracy of 96.77% better 
than other state-of-the-art methods. 

2 Robust Facial 
Expression 
Recognition 
Based on Local 
Directional 
Pattern (LDP) [4] 

Facial 
Expression 
Recognition 

Local Directional Pattern 
for feature extraction, 
PCA or AdaBoost for 
reduction dimension and 
SVM for classification. 

LDP proves to be superior than 
LBP and Gabor filter, with 95% 
accuracy. Also it proves that the 
number of feature could affect the 
accuracy. 

3 Variance Filter 
for Edge 
Detection and 
Edge-Based 
Image 
Segmentation [5] 

Edge-
Detection 

Variance Filter used for 
detecting edges in an 
image 

In case of low contrast and 
significantly blurred edges the 
introduced method outperforms 
traditional gradient based 
approaches to edge detection. 

 
 
2.1. Biorthogonal Wavelet Transform 

Wavelet Transform is a method of feature extraction that uses wavelet or "little wave" that have the ability 
to represent time and frequency simultaneously [7]. Wavelet transform is chosen because if it's ability to recognize 
fine and coarse edges  in multi-level decomposition. Biorthogonal wavelet type is chosen because of its superiority 
over orthogonal wavelet [8]. Mathematically, in BWT a signal x(n) is implemented a series of low-pass filter l and 
high-pass filter h and through a downsample that resulting approximation coefficient Cl and detail coefficient Ch 
as shown in formula 2.1 and 2.2. 

 
 

𝐶" 𝑛 = 	 𝑥 𝑚 	×	𝑙(2𝑛 − 𝑚)
./

012/
 (2.1) 

𝐶3 𝑛 = 	 𝑥 𝑚 	×	ℎ(2𝑛 − 𝑚)
./

012/
 (2.2) 

 
 
In 2D image processing, instead of two coefficients, each level of BWT will produce four coefficient 

subbands which is called approximation image(Ca), horizontal edges(Ch), vertical edges(Cv), and diagonal 
edges(Cd) that are visible in figure 1. In Figure 1(a-b) indicates the multilevel capability or the further 
decomposition of the 2D BWT, revealing more details as the level of decomposition arises. 
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Figure 1. (a) Facial expression image; (b)1-level BWT; (c) 2-level BWT 

 
2.2. Low Variance Filter  

The variance filter produces a calculation of local similarity in an image, it focuses in sudden changes in 
image brightness [9]. Low variance filter has the ability to recognize areas that has no specific changes between 
its elements based on its variance and threshold. This means that based on the input threshold, the filter is effective 
to recognize less important elements in the data set like the background of the image and reduce it while at the 
same time preserving essential information like the image edges, which hypothetically will perform well with 
feature extraction method that extract edges like biorthogonal wavelet transform.  

Suppose we have n by n pixels then we can exclude a set from that data to calculate its variance. The variance 
of such a set is given in formula 2.3. 

 
 

𝜎6 =
1
𝑛
	 𝑥8 − 	𝑥 6
9

81:

 (2.3) 

 
 
Where n is the number of pixels in the set, x, is the value of i-th pixel, and 𝑥 is the average of pixel values in 

the given set [5]. 
 
2.3. Support Vector Machine 

The support vector machine (SVM) purpose is to find the best hyperplane that means having the highest 
margin between two class of classification [10]. Margin itself can be defined as the distance of hyperplane with 
point closest to each respective classification class. 

At first, SVM is created to classify two types of class only. But, in this case, we are dealing with multiclass 
classification where we classify seven different type of classes, that is why we use the winner-takes-all (WTA) or 

OneVsRest (OVR) approach as shown in figure 2. Basically, seven different classes each have a SVM 
classification model, and then we compare the score to determine the classification result [4]. 
 

Figure 2. Seven classification class using OVR approach [4] 
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3. Developed System. 

 In this research, the process of facial expression recognition is divided into two parts which is the training 
or building the classification model and the second is testing the model which will gave the accuracies to be 
analysed. First, a set of training data is going through feature extraction and feature selection, the resulting data is 
used to build the classification model. Next is the testing process, where the testing data also goes through feature 
extraction and feature selection and then by using the classification model the data is classified, producing a set of 
predicted label. The whole process can be observed in figure 3. 
 

 
Figure 3. System flow illustration 

 
3.1. Dataset  

The dataset that is used is the JAFFE dataset or Japanese Female Facial Expression that contain labelled 
images of expression in each picture. The dataset has two hundred and thirteen pictures of human expression 
gathered from ten Japanese woman model, each with seven types of facial expression (6 basic facial expression 
plus 1 neutral expression) [11]. The picture itself is already in greyscale with the size of 256x256, with .tiff file 
type without compression. The dataset is purposed in non-commercial research and can be acquired for free in the 
internet. Figure 4 shows the sample of the seven-facial expression of a model from the dataset. 

 
 

3.2. System method flow 
 
3.2.1. Feature Extraction 

The input image that is being used to the training and testing process must first go through the feature 
extracting process of biorthogonal wavelet transform which is series of low pass and high pass filter. In 
biorthogonal wavelet, there are also sub-wavelets where each has its own kernel for the digital filter. Based on the 
usage, we can than consider the level of wavelet transform decomposition, if it is already satisfied the requirement 
then we can output the coefficient subbands as shown in figure 5.  

 

 
Figure 5. Feature extraction flowchart 

 
Figure 6 presents the result of feature extraction BWT level-1 and level-2 decomposition. We can observe 

that the higher the decomposition level is, the more information can be retrieved. 

Figure 4. Samples of the dataset  
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3.2.2. Dimension Reduction 

The process after feature extraction is the dimension reduction, which is used for each coefficient subbands 
that previously produced. Using the low variance filter, areas that has low variance is filtered based on its variance 
and threshold. Therefore, a variance calculation needs to be done first, and to find the threshold, we start with the 
average variance and move forward or backward based on the classification result and the desired reduction 
percentage. Based on the calculation and the input threshold, a thresholding process is applied where all the 
element that is lower than the threshold will be deleted resulting a lower dimensional matrix from original 
coefficient subband matrix, the whole process can be seen in figure 7. 

 

 
Figure 7. Data reduction flowchart 

 
Figure 8 provides a visualization after the data is reduced, the deleted data is replaced with a white pixel for 

visualization purpose, while the darker ones are the data that are not deleted.  
 
 

(a) (b) 

Figure 8. Result sample from low variance filter. (a) 25% reduction. (b) 50% reduction. (c) 75% 
reduction. (d) 90% reduction. (e) 95% reduction 

(a) (b) (c) 

(d) (e) 

Figure 6. BWT result. (a)1-level (b)2-level 
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3.2.3. Classification and validation 
In the classification process, the data are divided into two parts for training and testing this can be observed 

in figure 9. The first part is used to build the classification model, and the second part is used to test the 
classification model. We use the Winner-takes-all approach to deal with multiclass classification. The SVM model 
use the linear kernel and c=1,0. 

 

 
Figure 9. Classification flowchart 

 
The 10-fold concept is to split the whole data into 10 partitions, where each is used as testing set resulting in 

10 different training-testing classification models. When a partition is used, the rest of partition is used as the 
training set for the model. A visualized concept is shown in Figure 10. And since we use the stratified cross 
validation, then the train set is gathered is a manner that each fold it tries to contain the same distribution of 
expression input. 

 

 
Figure 10. Data splitting map 

 
 
4. Evaluation 

The main purpose of this experiment is to examine how effective the purposed methods in the reduction 
dimension problem. It is important to find how far the dataset can be reduced and still produce the relatively the 
same accuracy as the one without data reduction.  

There are two main part of the experiment; first, finding the best biorthogonal wavelet that produce the 
highest average accuracy; second, is to find how many data that can be reduced from the dataset before the accuracy 
is fallen. The results will be thoroughly presented in the next part. 

 
4.1. BWT experiment result  

The purpose of this scenario is to find the best biorthogonal wavelet that produce the highest accuracy 
between wavelets. From many wavelet, we choose six different wavelets with 2-level decomposition to extract the 
features and directly used to build linear SVM classification model, validating it with 10-fold cross validation. We 
stop at 2-level decomposition because further decomposition will decrease the performance. In the feature 
extraction process, BWT produces up to 65536 number of features that will be used as an input data. Bior3.1 
performed poorly if compared to the other wavelet types with the overall accuracy of 89,48%. And as we can 
observe from figure 11 that bior4.4 bior5.5 have the same average accuracy of 93,77%.  
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Figure 11. average 10-fold cross validation accuracy between wavelets 

 
Since bior4.4 and bior5.5 produce the same average accuracy, a further analysis is applied. We found that the 

standard deviation (s) from the two is a little different, where bior4.4 is slightly lower than bior5.5 as shown in 
table 2. That is why bior4.4 is considered the best wavelet compared to another wavelet. 

 
Table 2. 10-fold cross validation comparison bior4.4 and bior5.5 

 Fold- 
1 

Fold-
2 

Fold- 
3 

Fold-
4 

Fold-
5 

Fold-
6 

Fold- 
7 

Fold- 
8 

Fold- 
9 

Fold-
10 s 

Bior4.4 95,83% 100% 90,47% 100% 100% 100% 90,47% 90,47% 90,47% 80% 0,0626 
Bior5.5 95,83% 100% 95,23% 100% 100% 100% 90,47% 85,71% 90,47% 80% 0,0661 

 
 
4.2. BWT and low variance filter experiment result  

The second scenario is focused on the data reduction. From the previous scenario, we have the best parameter 
for biorthogonal wavelet transform which is 2-level decomposition, and wavelet type bior4.4 is used. This 
experiment is searching for the maximum threshold that can be used before it affect the accuracy of the model. 
The results are shown in figure 12. 

 

  
Figure 12. Average accuracy after reduction chart 
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As can be seen in figure 12, with the accuracy of 92% it appears that the data can be reduced up to 95% or 

reducing 62260 features using the threshold parameter equals 9530 before the reduction affect the accuracy. 
 

4.3. Confusion matrix analysis 
Confusion matrix will provide further information in the model performance, more precisely in terms of each 

class classification performance. Table 3 provide the confusion matrix before the reduction using first scenario 
parameter and table 4 provide the confusion matrix after dimension reduction, the row indicates the actual label 
and columns provide predicted label. 

 
Table 3. confusion matrix before reduction  Table 4. confusion matrix after reduction 

 HA AN DI FE NE SA SU   HA AN DI FE NE SA SU 
HA 26 0 0 0 3 1 1  HA 26 0 0 0 3 1 1 
AN 0 30 0 0 0 0 0  AN 0 30 0 0 0 0 0 
DI 0 2 27 0 0 0 0  DI 0 1 27 0 1 0 0 
FE 0 0 2 29 0 0 1  FE 0 0 2 29 0 0 1 
NE 0 0 0 0 30 0 0  NE 0 0 0 0 30 0 0 
SA 1 0 0 0 0 30 0  SA 1 0 0 0 0 30 0 
SU 2 0 0 0 0 0 28  SU 1 0 0 0 0 1 28 
 

From table 3, we learn that all Angry(AN) and Neutral(NE) expression has been correctly classified, these is 
caused that in AN many facial muscles are used, and in the other hand the NE used too little facial muscle; and 
that both proofed to be an extreme case in the dataset.  

The most significant misclassified is expression Happy(HA) is confused as Neutral(NE), we found that this 
is happened because of Happy expression is often have the same neutral eye position with the difference in the 
mouth that does not shows teeth as shown in Table 13 where Euclidean distance is applied to mathematically 
proofed it that the input image in closer to neutral than happy interms of euclidean distance. 

 
Table 5. Misclassification Analysis using Euclidean distance 

  

 
Happy Expression 

 
Neutral Expression 

 

 
HA misclassified as NE 

7385 unit of distance 6003 unit of distance 

 
We also found that after the reduction, the misclassified images are the same from before data reduction 

except from one image, and only three out of 13 misclassify that have different label. A further performance 
comparison based on recall, precision, and f1 score [12] are provided in table 3. The same precision accuracy 
means that those two models make the same number of misclassification per label, but there is a slight difference 
in the label of misclassification resulting a little difference in recall. 
 

Table 3. Before and after reduction model performance comparison 
 Number of Data Accuracy Macro-Recall Macro-Precision Macro-F1 

BWT Only 65536 93,77% 93,9322% 93,9581% 93,8531% 

BWT+Low 
Variance Filter 3274 93,77% 94,0076% 93,9581% 93,8576% 
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5. Conclusion 

In this study, we build a facial expression recognition model that classify seven expressions that emphasize 
in feature selection for dimension reduction. The methodology that are used is Biorthogonal Wavelet Transform, 
Low Variance Filter, and Support Vector Machine. The results of the experiment proofed that Biorthogonal 
Wavelet Transform is highly compatible with Low Variance Filter, producing up to 93% classification accuracy 
even after a 95% data reduction or reducing 62262 features and only using 3274 features from total of 65536 
features by using threshold equals 9530 threshold unit with the classification model that uses the linear kernel and 
c equals 1.  

Suggestion for future work related to the experiment is try to use other classification methods to unveil how 
it affect the model, also, try a more challenging dataset that not only contain female models, containing accessories, 
and or include image from different angels.     
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