5.2. Conclusion

It can be concluded that the best K for KNN is equal to 3 for Polarity v2.0 dataset. KNN has
been be compared to another machine learning method such as NB, SVM and RF. Comparison
between KNN, NB, SVM and RF without IG and with IG were done by using 10 fold Cross
validation to know the performance. In this research, the more relevance features will get the
better accuracy of NB and KNN. IG can helps RF and SVM to improve the accuracy only
if the threshold is equal to 0.1. Tt show that SVM and RF only can build a good model to
classify if the feature have a good relevance and the amount of features is not too much or
too little. Without feature selection KNN only achieved the performance equal to 60% with
a value of K=3. After using Information gain, KNN has a better performance which also the
highest performance compared to other methods with 96.8% at K=3. Tt can be concluded that
the reduction of irrelevant features has a greater effect on KNN method than other methods.
Feature selection with IG improve all machine learning methods performance. It’s because IG
can reduce features that are less relevant to the class. However, the results of the comparison
of machine learning may differ in the case of different datasets. For further research, author
recommend to find the optimal threshold by a method. It’s because in this paper the optimal
threshold is set manually.
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