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Abstract-Advances in information technology, particularly social media platforms such as Twitter, can be used to explore public sentiment around the 
much-discussed 2024 Indonesian Presidential Election. Using sentiment analysis as part of text mining, we focus on distinguishing positive and negative 
polarity using Natural Language Processing (NLP) techniques with to detect the accuracy of tweet polarity regarding the 2024 Indonesian Presidential 
Election. Specifically, we implement the Bidirectional Long Short-term Memory (Bi-LSTM) method, an enhanced version of LSTM, for sentiment 
analysis. The text is preprocessed, TF-IDF is used for word importance weighting, and Word2Vec is used for efficient learning of high-quality words. 
To optimize the accuracy of the model, we used Genetic Algorithm (GA), a heuristic approach rooted in the principles of genetics and natural selection. 
GA operates on a chromosome-based population, aligned with Darwinian evolutionary concepts. This research aims to compare the accuracy of the 
Bi-LSTM model with various feature extraction methods, including TF-IDF and Word2Vec, in measuring the polarity of election-related tweets. This 
research highlights the comparison and improvement of the accuracy of each scenario in the built model. The accuracy score results in this research 
was 83%, where the accuracy score increases from the baseline by 7.98%. 

Keywords: Sentiment analysis, Bi-LSTM, TF-IDF, Word2Vec, Genetic Algorithm 
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1. Introduction 

Information technology is an advancement in the field of 
information that facilitates the implementation of daily tasks, both 
in obtaining and disseminating information and disseminating 
information [1]. Social media is a form of advancement in 
information technology, and Twitter is one of the most popular 
platforms among the public. Nowadays, there are many social 
media, an example of which is Twitter, which is a convenient text-
based social networking and micro-blogging application. Twitter 
users can access and express opinions on various topics that are 
being discussed around the world [2]. Many people use Twitter to 
voice their opinions on the 2024 Indonesian Presidential Election. 

Sentiment analysis is a subset of text mining that explores the 
opinions, sentiments, evaluations, behaviours, and emotions of 
individuals towards an entity, such as a product, service, 
organization, individual, problem, topic, event, and its attributes 
[3]. The process of sentiment analysis involves determining the 
polarity of text in a document or set of words, by identifying 
whether it is positive, negative, or neutral [4]. In this research, the 
polarity that will be used is positive and negative. 

Specifically, in this research, the method in Natural Language 
Processing (NLP) used is Bi-LSTM as a baseline to perform 

sentiment analysis. Bidirectional Long Short-term Memory (Bi-
LSTM) is a developed form of LSTM method that is able to 
produce output from both directions, both from the left and right, 
at each stage of the process [5]. 

The extraction used is TF-IDF to give weight to the words. 
TF-IDF is a weighting technique that integrates Term Frequency 
and Document Frequency. The score is given based on the 
importance of the word from the frequency of its occurrence in 
the text set [6]. Feature extraction TF-IDF weights signify greater 
representativeness, leading to their retention, while lower-weighted 
words are considered less representative and are omitted.. 
Word2Vec is used to insert words from the TF-IDF extraction 
results. The goal of Word2Vec is to insert high quality words that 
can be learned efficiently, especially in a larger corpus of text used 
for training [7],  [8]. 

Research from Hai Zhou [6], the base Bi-LSTM model 
demonstrated an impressive accuracy of 99.8% in classifying 
THUCNews article text, comprising 20,000 data points across 10 
categories. However, upon employing TF-IDF feature extraction, 
the accuracy experienced a marginal decrease of 0.8% to reach 
99%. Similarly, when applied to Taobao review text with an 
equivalent dataset, the base Bi-LSTM model achieved an accuracy 
score of 91.6%, but with TF-IDF feature extraction, this accuracy 
declined by 5.2% to 86.7%. The research effectively underscored 
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the performance contrast between the base Bi-LSTM and Bi-
LSTM + TF-IDF models.  

In lengthy texts, parameters decreased by approximately 80%, 
and computation time was reduced to only 10% of the original, 
albeit with a minor 1% reduction in model effectiveness (accuracy, 
F1). Conversely, in short texts, the parameter decrease was around 
25%, accompanied by a substantial 90% reduction in training time, 
leading to a 2-5% decrease in model effectiveness. These findings 
highlight the distinct focus of TF-IDF on capturing local 
information, while LSTM excels in capturing global information. 
The intriguing observation is that TF-IDF enhances text feature 
extraction and optimizes the constructed model. 

In this research, Genetic Algorithm (GA) will be used to find 
the best accuracy score of the built model. GA is a method with a 
heuristic approach that evolved from the principles of genetics and 
the process of natural selection from Darwin's theory of evolution 
[9]. GA is the optimal choice because it applies Darwinian 
evolutionary principles, works on a population represented as 
chromosomes, and is evaluated to achieve the most optimal value 
[10]. GA optimization can increase accuracy scores based on 
research from Alsaleh [11] who used the CNN-GA model where 
GA as optimization to find the best fitness value on the SNAD 
dataset. The baseline accuracy score was 84.32%, but by applying 
GA optimization, the accuracy score increased by 4.39% to 
88.71%. 

The main contribution of this research is to find the accuracy 
score of the Bi-LSTM model to detect the accuracy of tweet 
polarity regarding the 2024 Indonesian Presidential Election. To 
date, to the best of the author's knowledge, there has been no 
research that analyzes sentiment with a model like the one in this 
study. This research will implement four main scenarios, with the 
first scenario being the baseline. There is a comparison between 
the Bi-LSTM model as the baseline, Bi-LSTM with TF-IDF feature 
extraction, and Word2Vec feature expansion. In the end, the built 
model will be applied GA optimization for Bi-LSTM to find the 
best accuracy. 

2. Related Work 

There is research of detecting polarity sentiment with 
bidirectional LSTM and embedding matrix from Twitter as much 
as and Reddit against the COVID-19 pandemic with four scenarios 
[5]. The result of his research is that the Bi-LSTM model in the 
fourth scenario gets the best accuracy of 97.52% with three polarity 
labels. The dataset used in the fourth scenario is Reddit comments 
totaling 451,554 comments. 

Collecting tweets using Support Vector Machine (SVM) 
algorithm trained to detect tweets related to real-time weather has 
also been researched [12]. TF-IDF feature extraction is applied to 
the model to convert a collection of text into a numeric vector. 
The data converted into numeric vectors is then applied to 
parameterize the train and test data. By using a linear kernel, the 
SVM algorithm obtained an accuracy of 85%. 

Sentiment analysis using several feature extractions such as 
Word Bags, TF-IDF, Word2Vector combined with several 
machine learning models such as Random Forest, SVM, KNN and 
Naïve Bayes has been researched [13]. The dataset used is the case 
of Amazon food reviews totaling 568,454 reviews. The best 
accuracy score of TF-IDF is found in the SVM model with an 

accuracy score of 87.35%, Word2Vec is found in the Random 
Forest model with an accuracy score of 77.8%, and TF-IDF & 
Word2Vec is found in the Random Forest model with an accuracy 
score of 74.6%. 

Previous research using the LSTM method and Genetic 
Algorithm Optimization analyze the sentiment of Bank BCA stock 
price [14]. In this research, GA is an important optimization in 
getting the accuracy value of the model that has been built. GA 
emulates the specification process observed in natural evolution, 
where optimization involves selection, crossover, and mutation to 
iteratively evolve a population of potential solutions and search for 
optimal or near-optimal solutions to a problem. The accuracy score 
of the LSTM model is 43%, GloVe-LSTM scores 71%, and 
GloVe-LSTM-GA scores 87%. 

3. Methods 

An overview of this research will be presented in the flowchart 
Figure 1. The earliest stage starts with crawling data from Twitter 
with keywords related to the 2024 Indonesian Presidential 
Election. The results of crawling the data are given a polarity or 
label in the form of positive or negative. After being given polarity 
or labeling is the preprocessing stage so that the data is ready to 
proceed to the next stage. The data splitting stage is applied to 
produce train data and test data. The data is then applied to the Bi-
LSTM model, TF-IDF feature extraction, Word2Vec feature 
expansion, GA optimization, and finally performance evaluation. 

 

Figure 1. Model of Bi-LSTM for sentiment analysis flowchart 

1. Crawling Data 
The dataset used in this research is tweets on social media 

Twitter related to the 2024 Indonesian Presidential Election. Some 
keywords related to the topic are “Capres”, “Calon presiden”, 
“Anies Baswedan”, “Prabowo Subianto”, and “Ganjar Pranowo”, 
as shown in Table 1. 

Table 1. Keyword and quantity of dataset 

Keyword Quantity 
Capres 7,296 

Calon Presiden 6,972 
Anies Baswedan 10,434 
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Prabowo Subianto 4,662 
Ganjar Pranowo 8,027 

 

2. Data labelling 
Data labeling is required to assign a polarity to the text in the 

form of a positive or negative label. Discrete-valued polarity 
prediction is referred to as a classification problem. It aims to 
determine the polarity of a text [15]. This research involves three 
correspondents to determine the polarity of the text in the form of 
labels “1” for positive and “-1” for negative. For the result of text 
polarity, the dominant label from the three correspondents will be 
selected. 

Table 2. Quantity of each polarity 

Polarity Quantity 
Positive 21,866 
Negative 15,525 

3. Preprocessing 
Data that has been collected previously needs to be 

preprocessed before being applied to the model. The purpose of 
preprocessing itself is to improve the quality of documents that will 
be applied to the model built [13]. There are several stages that are 
divided into this technique, starting from data cleaning, case 
folding, tokenizing, data normalization, stop word removal, and 
stemming. The following is an explanation of the stages in 
Preprocessing: 

A. Data Cleaning 

Each text in the dataset needs to be cleaned of some 
unnecessary elements, such as punctuations, emojis, address links, 
usernames, links, and hashtags. 

B. Case Folding 
Each word in the text needs to be case folded, where capital 

letters are converted to lower case. 

C. Tokenizing 
The separation of each word into a single word is applied to 

tokenizing. 

D. Data Normalization 
Normalization strives to standardize words with similar 

meanings that may vary. This procedure is implemented to address 
the heightened ambiguity associated with non-standard words. 

E. Stop Word Removal 
In this stage, a Python library called PySastrawi is used to assist 

in removing stop words. This process involves reducing the 
dimensionality of the data by eliminating words that do not 
contribute to the sentiment, such as personal pronouns, 
conjunctions, and prepositions. 

F. Stemming 
This stage converts words with affixes into basic words only. 

The affixes to be removed are prefixes or initial affixes, including 
“me-“, “ber-“, “pe-“, “per-“, “te-“, “ter-“, and “ke-“. In addition 
to prefixes, the affixes that are removed are suffixes or final affixes, 
including “-I”, “-an”, and “-nya”. PySastrawi Python library was 
again used to apply stemming to the text. 

4. Bidirectional Long Short-Term Memory (Bi-LSTM) 
Bidirectional Long Short-Term Memory (Bi-LSTM) created by 

Schuster and Paliwal [16] is a method in NLP for learning 
document matrices and modeling sentiment analysis, in this 
context in Indonesian. LSTM itself is an extension of the standard 
Recurrent Neural Network (RNN) that is more effective and 
scalable. The main goal of LSTM is to avoid the missing gradient 
problem that RNN face, where gradients propagated back through 
the network decay or grow exponentially over time [17], [18]. RNN 
are not so effective in understanding a context behind inputs with 
long-term dependencies. LSTM with its complex dynamics 
consisting of several so-called memory blocks, can overcome this 
problem by effectively outputting and making predictions based 
on time series data.  

However, there is one drawback of the LSTM itself, which is 
that it cannot consider the entire context in the text because it only 
moves in one direction, i.e. only forward. This leads to low 
classification performance as the next words will be dismissed. 
Therefore, Bi-LSTM emerged to overcome the low classification 
performance by moving forward and backward and connecting the 
two hidden layers of LSTM to the output layer. [19], [20]. The 
architecture of the BI-LSTM model can be seen in the Figure 2. 

 

Figure 2. Architecture of Bi-LSTM model 

5. Feature Extraction TF-IDF 
Data that has previously been preprocessed will then be 

converted into a vector representation called TF-IDF. Term 
Frequency - Inverse Document Frequency (TF-IDF) is a word 
frequency scoring system that highlights words from documents 
with greater interest, i.e. words that are less common across 
documents. [12]. TF-IDF combines both Term Frequency and 
Document Frequency methods. Term Frequency is a weighting 
concept to find the frequency of term appearance in a document. 
A document will have different lengths, so there is a possibility that 
a word appears in a long document compared to a short document. 
Document Frequency is the number of documents or texts in 
which a term appears. When the frequency is small, the weight 
value will be small. 

TF can be considered as the result of Bag of Words (BoW). In 
the TF-IDF method, the second element is the Inverse Document 
Frequency (IDF). In IDF, a word is considered important in a 
document if it does not appear frequently in other documents. 
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6. Feature Expansion Word2Vec 
Word embedding is a distributed representation that includes 

properties of words in a vector of real numbers that capture 
syntactic features and semantic relations of words. Word 
embedding is an attribute or feature learning technique in Natural 
Language Processing (NLP) where words that have similar, similar 
contexts, or relatively similar semantics, are mathematically 
grouped into a vector space. One of the models that can generate 
word embedding with long dimensions is Word2Vec. Word2Vec 
is one of the continuous learning tools that generate word 
embedding. Depending on the number of words predicted, there 
are two types of Word2Vec models, namely the Continuous Bag-
of-Words (CBOW) model and the Skip-Gram model [21]. 

Word2Vector essentially positions words in the feature space, 
where their placement is dictated by their semantic meaning. In 
other words, words with similar meanings are clustered together, 
and the distance between two words reflects their semantic 
similarity [22]. The computational approach employs cosine 
similarity, which can be expressed as follows: 

 

7. Genetic Algorithm Optimization 
The Genetic Algorithm (GA) stands out as one of the 

pioneering population-based stochastic algorithms introduced in 
history. Alongside other Evolutionary Algorithms (EAs), GA 
operates through key mechanisms, namely selection, crossover, 
and mutation. This algorithm has been briefly outlined in this 
chapter, and its application to various case studies has been 
explored to assess its performance. Despite its advantages, genetic 
algorithms face a drawback in that selecting incorrect parameters 
can diminish the accuracy of the generated outcomes [23]. The 
architecture of GA shown in Figure 3. 

 

Figure 3 Architecture of Genetic Algorithm 

 

Natural selection aims to preserve the best individuals by 
replicating them, ensuring their survival in subsequent iterations. 
The crossover operator facilitates the creation of new individuals 
by combining genetic material from two parents. The most 
common method for selecting parents is the roulette wheel 
technique. The mutation operator, on the other hand, replaces the 
worst individuals with new ones, and the extent of replacement is 
determined by the mutation rate parameter [24]. 

8. Performance Measurement 
Evaluating or measuring performance serves the purpose of 

determining the accuracy of a created algorithmic model. A 
confusion matrix is a tool used to analyze how well a classification 
model identifies tuples of different data. Within the confusion 
matrix, various terms exist, such as True Positive, indicating tuples 
labeled correctly as positive by the classifier; True Negative, 
denoting tuples labeled correctly as negative by the classifier; False 
Positive, signifying tuples labeled incorrectly as negative by the 
classifier, and False Negative, indicating tuples labeled incorrectly 
as positive by the classifier [25]. 

 

Figure 4. Confusion matrix 
Based on the confusion matrix previously described, there are 

several equations that can be calculated to get the performance 
value, these equations are as follows: 

A. Accuracy 

Accuracy is a measurement of what proportion of the total 
prediction is true of the entire data, the formula is as follows: 

B. Precision 
Precision is a measurement of how precise the results of a 

model are, the formula is as follows: 

C. Recall 
Recall is a measurement of how complete a model is, the 

formula is as follows: 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos 𝜃 = 	
𝑤𝑜𝑟𝑑𝑠	". 𝑤𝑜𝑟𝑑𝑠#

||𝑤𝑜𝑟𝑑𝑠	"||. ||𝑤𝑜𝑟𝑑𝑠#||
 (1) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 

 

(3) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 

 

(4) 
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D. F1 Score 
F-measure is the harmonic mean of precision and recall, the 

formula is as follows: 

4. Result Of Experiment 

There were several experiments conducted for this research. 
Specifically, there are several scenarios conducted to make 
comparisons of accuracy scores and F1-Score, then find the best 
accuracy. Each scenario went through five runs, then the average 
of the accuracy score and F1-Score was calculated. 

1. First Scenario 
This scenario aims to find the best baseline based on the 

accuracy achieved. Different data splitting is applied to the Bi-
LSTM model with several hyperparameters which can be seen in 
Table 3. The ratio of splitting data to be applied starts from 70:30, 
80:20, and 90:10.  

Table 3. Parameters in Bi-LSTM model 

Parameter Value 
Embedding size 128 

Bi-LSTM first hidden layer 128 
Bi-LSTM second hidden layer 64 

Dropout 0.2 
Recurrent dropout 0.2 

Batch size 128 
Activation sigmoid 

Loss function Binary cross-entropy 
Optimizer rmsprop 

Number of epochs 10 
Patience (Early Stopping) 3 

Minimum delta 0.0001 
The results of the accuracy score and F1 score are in the 

following table:  

 

Table 4. Result of first scenario 

Ratio Accuracy(%) F1-Score(%) 
70:30 72.24 72.09 
80:20 74.22 73.73 
90:10 75.02 74.64 

The 90:10 ratio is the best data splitting ratio where the 
accuracy score reaches 75.02% and F1-Score 74.64%. This ratio is 
the best result from the first scenario and will be used in the next 
scenarios. 

2. Second Scenario (Bi-LSTM + TF-IDF) 
There is an additional feature, namely TF-IDF feature 

extraction. With TF-IDF, the embedding size parameter in Table 
3 will not be used. The parameter whose value will be compared 
and searched for the best accuracy and F1-Score is the max-
features parameter. Max-features that will be compared are 3000, 
4500, and 6000. The results of some of these experiments are 
shown in the following table:  

Table 5. Result of second scenario 

Max-features Accuracy(%) F1-Score(%) 
3000 81.46 (+ 6.44) 80.94 (+ 6.3) 
4500 81.72 (+ 6.7) 81.12 (+ 6.48) 
6000 81.57 (+ 6.55) 81 (+ 6.36) 

Max-features 4500 is the best value in Bi-LSTM + TF-IDF 
with an accuracy value of 81.72% and F1-Score 81.12% with an 
accuracy increase of 6.7% from the baseline. The value of 4500 in 
max-features will be used in the next scenario. 

3. Third Scenario (Bi-LSTM + TF-IDF + Word2Vec) 
Word2Vec was added as a feature expansion. The parameters 

that will be explored in this scenario are top-n and corpus that has 
been previously trained. The corpus build for Word2Vec has been 
trained before, the first corpus is tweet only, and the second corpus 
is tweet + Indonews corpus. The results of several experiments are 
shown in the following table: 

Table 6. Result of third scenario 

Corpus Top-
n 

Accuracy(%) F1-Score(%) 

Tweet only 1 82.04 (+ 7.01) 81.52 (+ 6.88) 
5 80.44 (+ 5.42) 79.88 (+ 5.24) 

Tweet + 
Indonews 

1 82.41 (+ 7.39) 81.89 (+ 7.25) 
5 81.94 (+ 6.92) 81.43 (+ 6.79)  

Based on these results, the corpus that will be used for the next 
scenario is the tweet corpus + Indonews with top-1 similarity. The 
accuracy score reached 82.41% with an increase of 7.39% from the 
baseline. 

4. Fourth Scenario (Bi-LSTM + TF-IDF + Word2Vec + GA) 
In the fourth scenario, there is additional GA optimization to 

find the best fitness value, where the best fitness value means the 
best accuracy score. First, the best units value and dropout value 
are searched, then the best individual of activation is searched. 

 

Table 7. Evolutionary GA parameters 

Parameter Value 
Cxpb 0.5 

Mutpb 0.2 
Ngen 10 
Table 8. Genetic GA parameters 

Parameter Value 
Mate Indpb = 0.5 

Mutate Indpb = 0.2 
Select Tournsize = 3 

In the first experiment, there are three individual units listed, 
namely 64, 128, and 256. The second individual is a dropout with 
a range of 0.1 to 0.5 randomly. The individual is then applied to 
find the best activation which in this case the individuals are 
"sigmoid", "softmax", and "relu" activation. Each individual will 
have five genes by cycling the two individuals. Other parameters 
used in GA are found in the Table 7 and Table 8. 

 

𝐹1	𝑆𝑐𝑜𝑟𝑒 = 	
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  

 

(5) 
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Table 9. Result of fourth scenario 

Best Individual Best Accuracy (%)  
Units = 256  

ropout = 0.158 
Activation = sigmoid 

83 (+ 7.98) 

The result of this scenario is that the best individual is obtained 
by unit value 256, dropout value 0.158, and activation sigmoid. The 
highest accuracy score reaches 83% with an increase of 7.98% 
from the baseline. 

5. Conclusion 

This research to find the accuracy score of the Bi-LSTM model 
to detect the accuracy of tweet polarity regarding the 2024 
Indonesian Presidential Election. The polarity of each tweet has a 
total of 21,866 positive tweets and 15,525 negative tweets. There 
are four scenarios that have been described in the previous section 
of Bi-LSTM classification with TF-IDF extraction features, 
Word2Vec expansion features, and Genetic Algorithm 
Optimization. The highest accuracy score result is in the fourth 
scenario with 83% accuracy, where the accuracy score increases 
from the baseline by 7.98%. 
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